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Abstract— Dynamic movement primitives are widely used
for learning skills that can be demonstrated to a robot by a
skilled human or controller. While their generalization capa-
bilities and simple formulation make them very appealing to
use, they possess no strong guarantees to satisfy operational
safety constraints for a task. We present constrained dynamic
movement primitives (CDMPs), which can allow for positional
constraint satisfaction in the robot workspace. Our method
solves a non-linear optimization to perturb an existing DMP’s
forcing weights to admit a Zeroing Barrier Function (ZBF),
which certifies positional workspace constraint satisfaction.
We demonstrate our approach under different positional con-
straints on the end-effector movement on multiple physical
robots, such as obstacle avoidance and workspace limitations.

I. INTRODUCTION

Trajectory generation for manipulators for tasks that re-
quire complex, dynamic movements is often difficult and
time-consuming. Learning from Demonstration (LfD) offers
an efficient approach to teach motor skills to robots [1],
[2], since expert demonstrations can be directly used to
learn a suitable representation of the movement. However,
these skills will need to contend with new operational
constraints when executed in new environments, such as
collision avoidance to new obstacles. Our goal is to find a
way to adapt motor skills learned from demonstration to new
environmental constraints.

One of the most popular LfD approaches is the dynamic
movement primitive (DMP) [3], [4], a nonlinear dynamical
system that can fit expert demonstration trajectories by
decoupling a nonlinear forcing function from the nominal
attraction behavior. DMPs have been applied to learning a
wide range of skills [5], [6], [7], [8], [9]. While they can be
reparameterized by their start and goal positions and preserve
the qualitative shape of the trajectory, adapting them to new
environments with novel operational constraints (see Figure
1 for an example) is not obvious.

For dynamical systems like DMPs, safety can be defined
by whether the trajectories of the system remain within a
specified ‘safety set.’ Such a set can be defined by removing
obstacles from the set that defines the robot’s workspace.
Ames et al. [10] introduce Zeroing-Barrier Functions (ZBFs),
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a way to certify whether a dynamical system is forward-
invariant in a set, i.e. whether the state of the system is
always in that set.

In this paper, we use ZBFs to guarantee that a learned
DMP will avoid obstacles and respect workspace limits. We
present Constrained DMPs (CDMPs), which adapts a learned
DMP to novel collision avoidance constraints introduced by
executing the skill in new environments. This is achieved
by perturbing the weights of the DMP’s learned forcing
functions to satisfy positional constraints specified in a ZBF,
given by the user. The weight perturbations are computed
by forming an nonlinear optimization problem that changes
the weights until the conditions for ZBF forward-invariance
certification in the safety set is satisfied. The optimization
is transcribed as a nonlinear program (NLP) that can be
solved using off-the-shelf non-linear program solvers (such
as IPOPT [11], [12]). We include demonstrations of suc-
cesful CDMP computation on two robots in three different
domains where we can successfully compute CDMPs which
satisfy operational constraints in the robot workspace. Com-
pared to the past work on incorporating collision avoidance
constraints in DMPs [13], [14], [15], [16], we provide
guarantees for safety set invariance for the new trajectories,
which encompass obstacle-avoidance and novel workspace
constraints.

II. RELATED WORK

Learning from demonstration, or imitation learning, is an
active area of research in the robot learning community [1].
In general, there are two common behavior representations
trained by LfD: a stochastic policy or a dynamical or geo-
metric representation of a concrete trajectory. A case of the
latter, DMPs have been widely successful in learning motor
skills for robots because they present a simple dynamical
system that can encode a wide range of motor skills.

Training stochastic policies often involves behavior
cloning, or optimizing a parameterizable policy to match the
expert demonstration [2]. Diffusion-based models [17] are
a recent development of a behavior model that can scale
to high-dimensional output spaces (e.g. images) and have
been shown to produce surprisingly robust controllers. The
amount of time and computation required to train these
models, however, make approaches like these intractable for
our problem.

On the other hand, DMPs enjoy wide application in a
variety of robot tasks, but are unable to incorporate opera-
tional constraints with strong guarantees. Collision avoidance



Fig. 1: A simple block stacking environment using the proposed CDMP algorithm. The demonstration (top row) was provided
in a collision-free environment. A box obstacle is introduced during execution and a simple DMP collides (middle row)
with the obstacle during execution. The proposed CDMP (bottom row) is able to successfully avoid the novel obstacle.

is usually incorporated by combining DMPs with artificial
potential fields (or using other similar heuristics) [13], [14].
In general, the technique lacks a formulation that can nat-
urally incorporate any form of positional constraint without
the time-consuming experimental tuning processes or risks
of local minima that artificial potential field-like approaches
possess ([14], Sec. V-C). More recently, there has been some
work on using DMPs with sampling based methods to allow
collision avoidance [18]. These methods use sampling to find
a state from which the DMP can avoid obstacles. In contrast,
in the proposed method, we perturb the learned forcing
function to satisfy constraints on the robot’s workspace.

We also draw inspiration from approaches in safety-critical
control that uses optimization-based approaches to constrain
the control inputs of a dynamical system to maintain strong
guarantees of the system’s safety. At the center of these
approaches are control Lyapunov functions (CLFs) [19] and
control barrier functions (CBFs) [10], [20], [21], which
certify convergence and safety set forward-invariance, re-
spectively. In a similar vein, Tedrake et al. [22] compute
Lyapunov-stable regions for locally-defined LQR controllers
via sum-of-squares optimization. Since a DMP is just a
nonlinear dynamical system, we leverage Ames et al.’s
zeroing barrier function (ZBF) formalism (which Ames et al.
extends to control-affine systems to define CBFs) to certify
the forward-invariance of a DMP in a predetermined safety
set [10], [20].

A key insight of our work is to perturb the weights of
an already-learned DMP to admit an already-existing ZBF
so that the DMP is guaranteed to be forward-invariant in a
user-defined safety set. There is a large body of work that
constrains more general parameterizable dynamical systems
via Lyapunov functions [23], [24], [25] and contraction map-
pings [26]. While these techniques guarantee convergence
of the dynamical system, such methods cannot maintain
the DMP’s ability to generalize motions over changes in

the attraction point, a property that our approach preserves.
Nomotista et al. [27] leverage a diffeomorphism to map non-
convex obstacles into a complex space, where they constrain
dynamics of a control system via CBF. Khansari-Zadeh et
al. [28] propose a real-time dynamical-reshaping approach
for avoidance of convex obstacles. While these approaches
work for obstacles that follow their assumptions, it is unclear
if such an approach can be modified for avoidance of non-
compact sets like the space outside workspace boundaries.
Ohnishi et al. [29] consider CBFs for learning agents to
avoid more abstract task-specific constraints for agents whose
dynamics are learned via reinforcement learning. We solve
a task-specific learning-by-demonstration problem instead.

III. BACKGROUND

In this section, we review the mathematical details of
DMPs and ZBFs relevant to our formulation of our CDMP.

A. Dynamic Movement Primitives
DMPs were first introduced by Ijspeert et al. [3], [4].

To remove explicit time dependency, they use a canonical
system to keep track of the progress through the learned
behavior:

τ ṡ =−αss (1)

where s = 1 at the start of DMP execution (and αs > 0) and
τ > 0 specifies the rate of progress through the DMP.

To capture attraction behavior, DMPs use a spring-damper
system (the transformation system) with an added nonlinear
forcing term. Writing the DMP equations as a system of
coupled first-order ODEs yields

τ ż = αz(βz(g− y)− z)+ f (s) (2)
τ ẏ = z, (3)

where g denotes the goal pose. The forcing term is defined
as a sum of radial-basis functions



f (s) =
∑

N
i=1 wiψi(s)

∑
N
i=1 ψi(s)

(4)

ψi(s) = exp(−hi(s− ci)
2), (5)

where hi and ci denote the inverse width and center of the
Gaussian basis functions, respectively. The forcing term is
learned from the demonstration by solving a locally weighted
regression to fit the demonstration provided by an expert.

B. Zeroing Barrier Functions

Since DMPs are formulated as autonomous nonlinear dy-
namical systems, we can certify them for safety set forward-
invariance using zeroing barrier functions [20], [10].

First, let h(x) : Rn → R be a continuous differentiable
function. Define set C to be the following super-level set:

C = {x ∈ Rn : h(x)≥ 0} (6)
∂C = {x ∈ Rn : h(x) = 0} (7)

Int(C ) = {x ∈ Rn : h(x)> 0}. (8)

Assume we have a nonlinear dynamical system of the
form:

ẋ = f (x). (9)

We call h(x) ZBF if the following inequality holds:

ḣ(x)≥−α(h(x)), (10)

where α : R→ R is a class-K function [10]. Like Ames et
al., we consider the specific case

ḣ(x)≥−γh(x). (11)

with constant γ > 0. Given a dynamical system (9), a valid
ZBF h(x) exists if and only if our dynamical system ẋ= f (x)
is forward-invariant in the set C , i.e. if x0 ∈ C and ẋ = f (x)
then:

x ∈ C , ∀t ∈ [0,∞). (12)

ZBFs, given the ‘if and only if’ relation above, are a general
way to think about safety-set invariance for dynamical sys-
tems of any kind. They are also amenable to be written as
dynamic constraints in a mathematical optimization problem
(Section IV-A).

IV. CONSTRAINED DYNAMIC MOVEMENT PRIMITIVES

We present our formulation of the proposed constrained
DMP (CDMP), which we cast as a nonlinear optimization
problem.

The main insight behind our proposed formulation of
CDMPs is to take an existing DMP with a forcing function
learned from an expert trajectory and then minimally change
the dynamics governed by the forcing function weights to
admit positional constraints induced by a ZBF. We introduce
additional parameters that perturb the weights {wi} of the
forcing function of the learned DMP. These perturbations
are computed by solving an optimization problem, where
the ZBF inequality (eq. 11) is added as a constraint.

A. CDMPs as a Nonlinear Optimization Problem

As was explained earlier in Section III-A, the system of
equations and the forcing function for DMP could be written
and expressed by the following system of equations:ṡ

ż
ẏ

=
1
τ

 −αss
(αz(βz(g− y)− z)+ f (s))

z

 , (13)

where

f (s) =
∑

N
i=1 wiψi(s)

∑
N
i=1 ψi(s)

(14)

is the forcing function expressed as a weighted sum of
radial basis functions, where the weights are learned from
the provided expert demonstration and govern the evolution
of the DMP trajectory.

We introduce new weight perturbations {ζi} so that the
DMP with a new forcing function with perturbed weights
{wi − ζi} can satisfy the ZBF inequality for forward-
invariance in the user-defined safety set. The perturbed
forcing function of the new DMP can be expressed as

f̃ (s) =
∑

N
i=1(wi−ζi)ψi(s)

∑
N
i=1 ψi(s)

. (15)

We compute {ζi}i=1,...,N by casting them as decision vari-
ables in the following minimization problem:

min
ζ1,...,ζN

N

∑
i=1

ζ
2
i , (16)

subject to the dynamic constraints

τ

ṡ
ż
ẏ

+
 αss
−
(
αz(βz(g− y)− z)+ f̃ (s)

)
−z

= 0 (17)

ḣ(x)+ γh(x)≥ 0 (18)
x(t0) = x0, (19)

where the state x = [s,z,y]T . Equation (18) represents
the user-specified ZBF that represents the new positional
constraints. The intuition behind minimizing these pertur-
bations as a part of the optimization objective is to (1)
ensure a relatively smooth trajectory and (2) keep the new
trajectory closer to the demonstration trajectory given by the
expert. The constraint is enforced at a discrete number of
‘collocation points’ along the trajectory. While adding more
collocation points allows for stricter constraint satisfaction
for the physical system, the amount of computation required
to solve the problem also sharply increases (Sec. V-B).

The optimization problem represented by Equations (16)-
(19) is converted to a finite dimensional discretized problem
using PyRoboCOP [12], which is then transcribed into a
nonlinear program. The resulting NLP is then solved using
IPOPT in the PyRoboCOP environment. We compute new
DMP weights {wi − ζi} using the solution perturbations
found by PyRoboCOP (see Algorithm 1).



We need to solve (16) every time a novel constraint
is introduced in the environment. This can be equivalent
to adding new obstacles in the workspace of the robot.
In general, the solution to the NLPs can not be done in
real-time. However, these trajectories need to be computed
only once before operation and executed to complete some
repetitive tasks. An online version of the algorithm is left for
future work.

Algorithm 1 Compute CDMP

Input: weights {wi}, xstart , xgoal , α (DMP proportional
gain), β (DMP damping gain) , h(·) (ZBF), γ (class-
K linear fun. proportional constant), n (number of
collocation points)

Output: weights {w′i}
Computes perturbation w.r.t. optimization 17-19.

1: {ζi}← SolvePerturbations({wi}, xstart , xgoal , α , β , h(·),
γ , n)
Compute new weights CDMP that admits h(·)

2: for k in [1..|{wi}|] do
3: w′i← wi−ζi
4: end for
5: return {w′i}

B. Perturbation from Original Trajectory

Another important consideration during computation of
constrained DMP is to limit the amount of the deviation
of the CDMP from the original DMP trajectory. The design
of CDMP could be seen as a trade-off between constraint
satisfaction and the original forcing function. This trade-off
could be controlled using a hyperparameter which constrains
the maximum allowable deviation between the original DMP
and CDMP, which can be added as another constraint to the
trajectory optimization problem. More formally, let us denote
the original DMP trajectory as {ỹ(t)}, t ∈ [t0, t f ] and the
hyperparameter for the deviation from the original trajectory
as ε . Then, the additional constraint could be represented as

||y(t)− ỹ(t)||2 ≤ ε (20)

and added to the optimization problem described in equations
(17-19). Depending on the value of ε , we can obtain a family
of CDMPs that will allow different amount of deviation of
the new trajectory from the original DMP trajectory.

C. ZBFs from Signed-Distance Functions

Given an obstacle set Ω with boundary ∂Ω in R3, we
use the usual definition of a signed distance function (SDFs)
σ : R3→ R to the boundary of the obstacle [30]

σ(x) =

{
d(x,∂Ω), if x /∈Ω,

−d(x,∂Ω), if x ∈Ω,

where the distance (or metric) d(x,∂Ω) is defined by

d(x,∂Ω) = inf
y∈∂Ω

||x,y||2.

We know that |∇σ |= 1 wherever this gradient is well-defined
(and for convex polytopes, this is true whenever σ(x)> 0).
We also know that the implicit surface embedded in R3

defined by the set of all points x ∈ R3 where σ(x) = 0 is
also the boundary of the obstacle, and σ(x)< 0 whenever x
is inside the obstacle. Thus, SDFs fulfill the requirements for
a function to designate a safety set (what we denote as h(x)
above) and certify that a DMP trajectory is also invariant in
the safety set Ωc.

Given two SDFs σ1 and σ2 representing obstacles Ω1 and
Ω2, we would typically find the SDF of Ω1∪Ω2 by taking
their minimum σ(p) = min(σ1(p),σ2(p)). However, this
poses problems of non-differentiability, which is necessary
for an optimizer to solve the optimization problem. We
resolve this issue by computing a twice-differentiable lower-
bound approximation of the minimum function as shown in
[31], which is necessary because the ZBF constraint contains
a first-order derivative of ZBF h(x):

smin(d1,d2,k) =min(d1,d2)

− k
(

1
6

)(
max(k−|d1−d2|,0.0)

k

)3

,

where k can be interpreted as a blending radius. With
repeated application of the smin operation, we can have a
twice-differentiable SDF union of all the obstacles known in
the workspace.

We note that closed-form SDFs are sufficient for rep-
resenting obstacles, because they are differentiable outside
the boundary of obstacle set Ω. To implement workspace
constraints, we recommend to take the smooth under-
approximation of signed-distances functions from bounding
planes.

Given our construction of the CDMP, we state the follow-
ing lemma:

Lemma IV.1. Let ẋ = g(x) be a DMP, γ > 0, h : R3→R be
a ZBF, and C = {x ∈R3 : h(x)> 0}. If there exists ζ1, ...,ζn
such that the CDMP ẋ = g̃(x) admits the ZBF inequality
ḣ(x) + γh(x) ≥ 0 along trajectory x(t), then g̃’s trajectory
x(t) is forward-invariant in C .

Proof. Application of Ames et al.’s Proposition B.1 [10].

As a corollary of the lemma above, we can claim that if
our solver is able to find feasible solution to (16)- (19) to
satisfy the ZBF condition, the optimized CDMP trajectory
is guaranteed to stay within the safety set where the ZBF
certification constraint is enforced at the collocation points.

V. EXPERIMENTS AND RESULTS

We experimentally verify that our algorithm could reliably
generate feasible trajectories that avoids obstacles while
preserving the flexible learning and reparameterization capa-
bilities of the original DMP. Our experiments are conducted
both numerically and on physical robots, using a Python-
based interface to IPOPT presented by Raghunathan et al.
[12]. A video with all the physical experiments could be
seen here.



Fig. 2: The orange CDMP trajectory is constrained to lie
outside spherical and cuboidal obstacles, and within the
conical boundaries.

A. Evaluation of Obstacle Avoidance

We first verify that the CDMP algorithm is able to avoid
obstacles represented by the ZBF. We perform numerical
experiments to verify whether the optimizer can handle a
large variety of ZBFs and to study the CDMP’s ability to
handle narrow passages. We also evaluate the algorithm in
real-robot scenarios to verify that the trajectories produced
by CDMPs can be easily executed on a real robot.

Our numerical experiments make use of an end-effector
position trajectory kinesthetically demonstrated by a human
expert in R3 (see Figure 2). We then insert different kinds of
obstacles along the trajectory, including spheres, boxes, and
a conically-shaped workspace boundary. As could be seen
in Figure 2, the CDMP trajectory is able to satisfy the new
constraints in all problem instances.

To evaluate CDMP’s ability to handle narrow passages,
we compare our method to the dynamic (velocity-dependant)
artificial potential field method introduced by Park et al.
[14] using a generated straight-line trajectory. As with many
potential field methods, it is not difficult to construct an
adversarial obstacle configuration that causes the DMP to
be trapped in a local minima (see Fig. 3). Even with these
obstacles, our CDMP method is able to successfully reach
the goal.

Our physical experiments tested CDMP on two different
physical robots in three different domains: a wall-hopping
domain (see Figure 1), a chess-piece moving domain (see
Figure 4), and a whiteboard drawing domain (see Figure 5).

In the wall-hopping and chess-piece moving domains,
a user kinesthetically demonstrates the robot a movement
in a workspace free of obstacles. New obstacles are then
introduced in the environment and are represented using
cuboidal bounding volumes. After CDMP computation, the

Fig. 3: CDMP and DMP with a dynamic potential field
learned from generated straight-line demonstration. The for-
mer is able to reach the goal, while the latter is caught in a
local minimum (best seen in color).

obtained trajectories are unrolled and tracked in both position
and velocity using a PD controller. The original DMP (top
row) collides with the new obstacle, but CDMPs (bottom
row) generates a new non-colliding trajectory.

In the whiteboard experiments, we use a Mitsubishi Elec-
tric Assista industrial manipulator arm equipped with a
force/torque (F/T) sensor at the wrist to provide feedback
for an admittance controller [32], [33] to move the robot
in a kinesthetic teaching mode to record expert demonstra-
tions. An expert moves the end-effector to draw shapes for
demonstrations (Figure 5). We then add some obstacle sets
in the original shapes. The CDMP and admittance controller
are able track the CDMP’s trajectory that avoids the new
obstacles.

B. Trade-off Between Obstacle Avoidance Fidelity and Com-
putational Complexity

The computational time for the CDMP depends on the
size of the NLP created using the original demonstration
trajectory. The size of the problem depends on the number
of collocation points where the ZBF constraints are enforced
in the problem. The number of collocation points must
be strategically chosen to sufficiently cover the path so
that a constraint is not violated between two collocation
points (in the presence of obstacles). To study the trade-off
between CDMP’s runtime and number of collocation points
chosen for the NLP, we measure the runtime of CDMP
computation on the wall-hopping problem (Figure 1) with
different number of collocations points.

All experiments were run using unoptimized code on a
Lenovo Thinkpad equipped with an Intel i7-8565U processor
and 16Gb of RAM. While fewer collocation points result in
faster compute times, the trajectory in between collocation
points is more likely to intersect with obstacles (Fig. 7).
Figure 6 shows a non-linear trend between the number of
collocation points and the computational time. This is not
surprising since we use an interior-point method (IPM) for a
non-convex optimization, where the computational time can



Fig. 4: This shows movement of pieces on a chess board using CDMP. The top row shows that the original DMP collides
with an obstacle on the way while the CDMP (bottom row) is able to avoid the obstacle during movement.

(a) Drawing a rectangle.

(b) Drawing a triangle.

Fig. 5: The proposed CDMP algorithm is successfully able
to draw demonstrated shapes in the presence of constraints.

increase sharply with problem size.

C. Preservation of DMP Properties

Since the CDMP algorithm perturbs the learned weights
of the DMP forcing function, we must experimentally verify
that the CDMP algorithm still preserves the qualitative
geometry of the DMP trajectory. More importantly, we verify
that the CDMP could preserve the start and goal reparam-
eterization properties of DMP. To evaluate whether CDMPs
generalize trajectories to novel start and goal states, we apply
the CDMP algorithm to a trajectory taught kinesthetically to
a physical robot for a multiple bin-picking task (Figure 8).
We observe that when no obstacles are present, the CDMP
behaves exactly the same as the DMP (middle trajectory).

Fig. 6: Experimental runtime of wall-jump problem.

Fig. 7: While n = 10 collocation points was much faster to
compute (Fig. 6), the trajectory was still in collision with the
obstacle since the ZBF condition was too coarsely enforced
relative to n = 50.

When obstacles are present, the CDMP will be perturbed to
avoid the obstacle (right trajectory).

In both numerical and physical robot experiments (Figures
2 and 5), the generated CDMP trajectory still captures much
of trajectory defined by the DMP. For the numerical task
learned from the bin-picking expert demonstration, we see
that the overall trajectory inverts and scales as the original
DMP would, but also perturbs when necessary to avoid
obstacles.



Fig. 8: The left-most trajectory is the unchanged DMP
trajectory for a bin picking task. The middle and rightmost
trajectories have reparameterized goals.

VI. CONCLUSION AND FUTURE WORK

Simplifying motion generation for robots performing
repetitive tasks in changing environments is still a significant
challenge for robots. We propose a method for incorporating
operational constraints while generating trajectories using
demonstrations. Our method, constrained dynamic movement
primitives, can incorporate task and environmental con-
straints when generalizing to novel conditions. The proposed
CDMP was demonstrated on several examples for collision
avoidance in the presence of obstacles of different shapes
and sizes. We also confirm that the CDMP still preserves the
qualitative geometry of the trajectory, and behaves identically
to the DMP when no obstacles are present.

Even though ZBFs can, in theory, include complex op-
erational constraints like self-collision, joint limits, etc., we
need computationally efficient and smooth barrier function
representation of these constraints to be able to compute safe
trajectories. In the future, we would like to use the proposed
formulation to consider more constraints past end-effector
safety sets that can be more easily expressed in different
parameterizations of the robot configuration space, such as
joint limits and self-collision avoidance. These constraints
result in a complex, constrained optimization problem which
needs additional, non-trivial work to find a suitable zeroing
barrier function. Another limitation is the computational
efficiency with respect to the number of collocation points
along the trajectory. While fewer collocation points reduce
the amount of computation time, more of the trajectory
will be ‘exposed’ to collide with an obstacle. A possible
improvement is to make better use of warm-starting, which

are current solver (IPOPT) does not leverage.
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