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Chapter 1

Introduction

“A picture is worth a thousand words”, a simple proverb with many interpretations. In the study

of human perception, it leads to a host of questions, as not every picture conveys the same amount

of information it is of importance to identify which qualities of an image have an impact in this

information transfer. Vision is the dominant sense with which most humans perceive their environ-

ment and our brains have adapted to reliably process large quantities of incoming optical stimuli.

Our intuitive understanding of visual information has been used to great effect throughout the ages,

for example in the form of paintings and sculptures that can capture the nuances of a moment

in visual poetry. However, classic artworks are ultimately static projections of reality. Advances in

computer-display technology have allowed us to break the limitations of static images. First through

2D Desktop displays and now via Virtual Reality (VR) devices, we can now create dynamic visual

stimuli representing a plausible environment users can directly interact with.

Since their inception by Sutherland [1968], VR devices have seen steady development. What

started as a heavy ceiling-mounted headset showing vector-graphics cubes, aptly named the Sword

of Damocles, was iteratively improved upon to reach the Head Mounted Displays (HMDs) and

CAVE (CAVE Automatic Virtual Environment) Display rooms we know today (see Figure 1.1.

During their development, the specific features that make up a VR display were improved and

reworked to provide increasingly accurate visual representations of virtual worlds. On the hard-

ware side resolution, field of view and other characteristics of displays have improved from small

windows into virtual worlds to stereoscopic visualizations covering a users entire visual field. At

the same time improvements in 3D position tracking allows us to create VR scenes that cover large

walkable areas without the restrictions of cables and other tethering. While advances in graphics

programming allows us to create highly plausible looking simulations of real world scenes that

provide users with an accurate perception of being physically present (immersed) in the presented

1



(a) Sword of Damocles [Sutherland, 1968] (b) Oculus Quest 2 [2020]

Figure 1.1: The progress of over 50 years in VR hardware development, from Sutherland’s Sword

of Damocles installation, to the untethered Oculus Quest 2 Head Mounted Display (HMD).

environment.

Many fields have much to gain from accurate immersive simulations, for example medicine,

which uses them to train new practitioners and to enhance therapeutic treatments. However, not

every VR visualization needs such a high level of realism to be an effective way of conveying

information to users. Which led Bowman and McMahan [2007] to ask “how much immersion

is enough?” for a given task. In their work they spearheaded research into how hardware and

software aspects of VR displays benefit user immersion in a virtual environment, and how these

benefits interact to enhance application effectiveness for users. Multiple works have since shown

the advantages of increased immersion on certain data exploration tasks, yet one major problem

was always the generalizability of such results to multiple VR devices. This problem forms the

motivation for the first sections of this thesis, which explore the effects of several VR display fidelity

on user performance to examine the cross-platform validity of such experiments. Here our goal is

to uncover guidelines for the effective use of VR devices to aid users in scientific data exploration.

Apart from studying perception aspects of VR, it is also important to consider user requirements

and practical applications of immersive visualizations. Domain scientists may now have access

to VR devices, but not every part of their research workflow necessarily benefits from their use.

Entering data into a spreadsheet for example might currently be even more difficult in an immersive

environment when compared to a 2D desktop visualization, while analyzing spatially complex 3D

biological data is significantly eased by such immersion [Laha et al., 2014].

Due to the relative novelty of VR systems, domains scientists are often unaware of their ad-

2



vantages. This highlights the need for inter-disciplinary collaborations between visualization re-

searchers and other academic fields. The latter sections of this thesis are dedicated to the study

specific applications of VR, their benefits they provide to users, and the process of designing im-

mersive visualizations in general.

1.1 Thesis Statement

This brings us to the central thesis of this dissertation:

The study of human perception within VR displays can lead to insights benefiting the creation

of effective and intuitively usable immersive visualizations.

The research presented in this work aims to advance the understanding of visual fidelity and

interaction aspects of VR displays with regards to scientific data exploration. Our specific contribu-

tions are as follows:

• Evaluation of Effects and Interactions of Visual Fidelity Components

In multiple experiments we evaluated how hardware and software features of VR visualiza-

tions influence user effectiveness and behavior during immersive data exploration. These

features included display resolution, field of view and specific rendering choices within ap-

plications.

• Insights into the Generalizability of VR Displays

In our experiments we studied multiple competing VR devices to verify the generalizability

of our outcomes and gain insights into cross-platform effects applicable to VR vision studies

in general. The Brown YURT [Kenyon et al., 2014], a CAVE-like system with a display

resolution at the limit of human perception and an artifact-minimizing screen layout was our

main host systems for experiments. The high display-fidelity of the YURT allowed us to

evaluate visual conditions beyond the current capabilities of wearable hardware and therefore

draw conclusions about HMD devices yet to come.

• Studying Applications of Immersive Visualization

In two case studies we evaluated how immersive scientific visualizations could help domain

scientists not previously acquainted with VR displays. We report our insights from observa-
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tions and user feedback and lay out requirements and design considerations for the develop-

ment of novel VR applications.

• Providing Actionable Guidelines for VR Use and Development

Finally we combined insights from our vision experiments and a long-term of the Scientific

Sketching application design methodology into a set of recommendations and guidelines for

the effective use of VR in scientific visualization, particularly considering the trade-offs of

different display characteristics and how they should inform visualization design.

1.2 Outline

The outline of this dissertation is as follows. In chapter 2, we will provide a more thorough back-

ground on existing VR display systems, their specific hardware properties and overview of the

concept of fidelity components from which we draw insight and inspiration. Chapter 3 will provide

a detailed description and results of our experiments to evaluate the influence of specific display

fidelity characteristics on user performance in scientific data exploration. Chapters 4 and 5 shift

the focus on evaluating human perception and interaction within VR systems through experiments

analyzing text reading performance and feature detection in immersive visualizations. Chapter 6

presents the results of a large scale design study evaluating the Scientific Sketching design method-

ology and the novel immersive flow visualization techniques gained from it. Chapter 7 lists a sum-

mary of our research contributions, describes potential avenues of future work, and ends with the

general conclusions of this dissertation.
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Chapter 2

Background

The field of VR research has been very active over the past few years. Hardware breakthroughs in

both, traditional Cave Automatic Virtual Environments (CAVE) [Kenyon et al., 2014, Papadopou-

los et al., 2015] and portable Head-Mounted Displays (HMD) have enabled new ways for media

consumption and content creation [Roberts et al., 2014]. Naturally, these displays are of growing

interest to the scientific visualization community. The wider availability of VR devices makes it pos-

sible to integrate immersive data analysis and exploration into a wide field of scientific disciplines

and opens up new possibilities for visualizing and interacting with data.

While VR technology has been under development since the 1960s [Sutherland, 1968], up un-

til the last few years only a small selection of fields used immersive displays on a larger scale.

A prime example is the medical field where VR has been successfully employed since the early

1990s. Applications range from educational and therapeutic systems to medical image analysis

tools and training simulations [Pensieri and Pennacchini, 2014]. Positive impacts of virtual reality

and robotics on surgical planning have been summarized by McCloy and Stone [2001], who also

highlighted the effectiveness of practice in simulated environments on surgical outcomes. For sim-

ilar reasons, VR technology was also adopted in military applications early on for the simulation,

training and planning of combat operations as well as uses in guided field surgery [Lele, 2013].

The advent of sufficiently powerful and affordable VR displays, opened up their use from im-

mersive simulations to the more general field of scientific visualization. Initial pushes towards these

broader applications of VR technology started in the late 1990s. Articles by Bryson [1996] and

Brooks [1999] introduced the potential benefits of immersive systems over regular desktop setups

and called for a wider adoption in the sciences.

Over the course of continuous improvements, VR systems have since proven their effectiveness

in data visualization of a variety of fields, such as biology [Laha et al., 2014], archeology [Kim et al.,
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2015], astronomy [Hanula et al., 2015], geology [Caravaca et al., 2020] and data science [Donalek

et al., 2014], to name a select few examples. In this thesis we focus on tasks and requirements

falling into the field of 3D scientific visualization, particularly on visualizations of datapoints with

direct correspondence to 3D locations in the real world (e.g. medical scan data and 3D flow fields).

2.1 Scientific Visualization and Immersion

Several studies have shown the benefits of virtual reality environments on the analysis of complex

3D datasets. Immersive systems can give a better understanding of spatial relationships [Schuchardt

and Bowman, 2007, Laha et al., 2014], 3D paths [Ragan et al., 2013], and shapes [Demiralp et al.,

2006]. These properties are especially useful in those engineering and scientific domains that require

users to deal with datasets containing intricate spatial structures. Tasks involving the analysis of data

from computerized tomography (CT) scans or magnetic resonance imaging (MRI) of biological

samples [Laha et al., 2014, Zhang et al., 2001], for example, can be very challenging.

These initial results establish the beneficial effects of VR displays, yet the principles underlying

these performance improvements are not yet well understood. Uncovering the relationship between

display characteristics, interaction methods, and user performance is critical for the development

of novel visualization techniques. Additionally it would provide valuable input for upcoming VR

hardware generations [Swan et al., 2003].

Visualization researchers have approached the analysis of display properties by directly com-

paring user performance between VR systems [Demiralp et al., 2006, Forsberg et al., 2008]. Even

though this approach can help to establish usage guidelines [Swan et al., 2003], the results are harder

to generalize to new VR platforms and are less likely to expose the underlying cause of the observed

effects [Laha and Bowman, 2012]. To overcome these issues it is necessary to analyze the influence

of specific characteristics of VR systems on user performance.

In his work on general terminology of perceived presence in VR, Slater [2003] discussed how

the visual fidelity of a VR system might affect the level of immersion experienced by its users. He

listed a set of features that could provide a way to objectively compare VR systems on specific hard-

ware and software characteristics. These features, termed visual fidelity components by Bowman

and McMahan [2007][Bowman and Raja, 2004, Bowman et al., 2012], include:

• Field of View (FOV), the size of the visual field that the display covers during use.

• Field of Regard (FOR), the total size of the visual field that can be covered by the display,

taking user movement and head orientation into account.

• Display Density, the denseness of pixels on the screen area.
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• Stereoscopy, whether the display provides monoscopic or stereoscopic images.

• View-dependent Rendering, whether or not, and to which degree the VR system takes the

viewers head and body location into account during rendering.

• and Image Quality, a combination of specific rendering choices (e.g. texturing and lighting)

and hardware capabilities (e.g. display flickering) affecting the fidelity of displayed images.

Additional fidelity components, like 3D sound and haptic displays, are actively studied by percep-

tion researchers. These non-visual components are however beyond the scope of this thesis.

A number of studies have already shown how fidelity components affect a users sense of pres-

ence within a scene. Cummings and Bailenson [2016] surveyed 83 experimental evaluations and

found that stereoscopy, head-tracking and field of view were of particular importance for the creation

of immersive scenes. However, as Bowman and McMahan [2007] remarked earlier, heightened per-

ceived presence does not necessarily entail improved performance in data exploration tasks. Studies

by [Zhang et al., 2001] as well asLaha et al. [2014], have already established some effects of stere-

oscopy and head-tracking on exploration accuracy in a variety of tasks. A detailed description of

this line of research can be found in section 3.1. In this thesis we extend the set of evaluated fidelity

components and also address the problem of generalizability between VR systems and architectures.

Modern VR systems of the HMD and CAVE varieties can vary greatly in their provided hard-

ware and software features. CAVE displays in particular are often built with a particular task in

mind, leading to fidelity trade-offs during their construction. The Reality Deck [Papadopoulos et al.,

2015] for example does not use stereo displays to prevent a reduction in display contrast. Figure 2.1

shows several representative examples of CAVE display rooms, to exemplify the range of different

screen layouts, while Table 2.1 compares a set of their fidelity components to the human eye and

a current HMD device. The variety of possible feature combination underlines the importance of

the experimental studies performed in the remained of this thesis, in order to understand how to

effectively use VR visualizations independent of specific display hardware.
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Eye CAVE CAVE 2 Reality Deck YURT HTC Vive Pro

[Cruz-Neira et al., 1993] [Febretti et al., 2013] [Papadopoulos et al., 2015] [Kenyon et al., 2014] [2018]

Architecture - CAVE CAVE CAVE CAVE HMD

Resolution [arcmin/pixel] 1 4 1 <<1 1 2.8

Stereo display yes yes yes no yes yes

FoV (horizontal) [°] 160 140 140 160 140 110

FoR (horizontal) [°] ± 180 ± 135 ± 180 ± 180 ± 180 ± 180

FoR (vertical) [°] ± 90 +45, -90 +15, -35 ± 30 +75, -90 ± 90

Table 2.1: Comparison of visual fidelity components between multiple VR display systems.

(a) CAVE Cruz-Neira et al. [1993] (b) CAVE 2 Febretti et al. [2013] (c) Reality Deck Papadopoulos et al.

[2015]

(d) YURT Kenyon et al. [2014]

Figure 2.1: Schematic representations of the four CAVE environments described in Table 2.1.
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Chapter 3

Effects of VR Fidelity on Volume

Exploration Performance

Understanding the advantages of using VR displays in scientific data exploration is key to build

effective immersive visualizations. In this chapter we focus on evaluating the effects of specific

fidelity aspects of VR displays on the performance of users engaged in the visual analysis of volu-

metric iso-surface visualizations.

The analysis of volumetric data is a common task in a variety of scientific fields. Volume

datasets can be obtained from medical imaging (e.g. Computer Tomography, Ultrasound), geo-

logic/geographic measurements (e.g. Ground Penetrating Radar, Lidar) or many other many other

domain specific imaging methods. It can also be the result of computer simulations or abstract 3D

visualizations of information visualization data. One common feature of this kind of data is spatial

complexity, which makes it difficult to represent on 2D desktop screens and therefore a prime target

for immersive VR visualizations. In this chapter, we present our evaluation of user effectiveness in

visual analysis tasks of volumetric biological datasets in VR environments. Our experiment focuses

on the stereo and FOR capabilities of three different VR displays, one head-mounted display (HMD)

and two CAVE displays [Cruz-Neira et al., 1993]. We chose to follow the experimental design of

Laha et al. [2014], as it attempts to cover a large variety of different exploration scenarios. Basing

our work on an existing study, but re-performing it on multiple new VR platforms allows us to and

find effects applicable to VR systems in general, independent of individual display architectures.

The contributions of this study are insights into:

• Effects of varying fidelity conditions on exploration task performance.

Here we confirmed that the stereo fidelity component has a significant beneficial effect on

task completion times across all tested platforms.
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• Influence of user interaction strategies

User behavior differed across different hardware systems in response to hardware limitations

of given systems, which influence performance metrics.

• Design recommendations for application and study design

Our gathered quantitative and qualitative results were compiled into a list of actionable rec-

ommendations for future experiments and VR visualization development.

Initial findings of this work were published in collaboration with Wallace S. Lages, Bireswar

Laha, Wesley Miller, Johannes Novotny, David H. Laidlaw, John J. Socha and Doug. A. Bowman

at IEEE VR 2016 under the title “Effects of field of regard and stereoscopy and the validity of MR

simulation for visual analysis of scientific data” [Lages et al., 2016].

3.1 Related Work

Several recent studies have attempted to characterize the effects of immersive environments on com-

plex data analysis tasks in detail. Early works focused on comparing user performance in different

display archetypes. Qi et al. [2006] compared how response time and accuracy varied in an HMD,

fish tank VR, and fish tank VR with haptics using four generic tasks in the visualization of vol-

umetric data; their results indicated that HMD users had larger response time and error than the

other platforms. Schuchardt and Bowman [2007] reported significant benefits of a CAVE environ-

ment over a projection wall on the task performance of complex search tasks in spatially complex

underground cave structures. Forsberg et al. [2008], in an empirical experiment comparing the ef-

fectiveness of desktop, fishtank VR, and CAVE systems in analyzing volume-rendered confocal

microscopy datasets, reported that more immersive VR environments provided significant benefits

in user performance. Contrary to these results, Demiralp et al. [2006] presented study results for an

abstract visual search task that favored fishtank VR, a system with a lower level of immersion, over

a CAVE setup. However, while direct comparisons among VR systems provide valuable data for

establishing basic usage guidelines [Swan et al., 2003], it is difficult to tie their results to individual

fidelity components of the evaluated VR systems. This drawback makes it hard to generalize their

results to VR systems outside the original experimental designs [Laha and Bowman, 2012].

Addressing these limitations, research shifted towards the experimental evaluation of individual

fidelity components of VR displays Bowman and McMahan [2007]. These experiments were mostly

based on mixed reality (MR) simulations, which simulate VR displays with lower levels of system

fidelity within host-displays of higher fidelity [Bowman et al., 2012]. Such controlled simulations

provided a more rigid experimental setup and provided deeper insights into the effects of visual
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fidelity components.

In multiple studies, Laha et al. evaluated the effects of FOR, stereoscopy, and head-tracking on

user performance in volume data analysis tasks using CAVE environments [Laha et al., 2012, 2014]

or HMDs [Laha et al., 2013]. Their experiments covered a wide variety of data-exploration tasks in

direct volume rendering and isosurface representations of scientific datasets. Among their results,

they reported benefits of enabled stereo and active head-tracking on the task speed of participants.

They also found significant FOR effects in tasks involving volumetric rendering. A related study

by Ragan et al. Ragan et al. [2013] on small-scale spatial judgment tasks within underground cave

datasets reported similar effects.

Work by Chen et al. evaluating the effects of stereoscopy and display size on user performance

in the analysis of DT-MRI data reports main effects of stereoscopy on task completion time as well

as combined effects of size and stereoscopy on task accuracy. Surprisingly, users performed better

in monoscopic display conditions, a finding that the authors attributed to the participants’ familiarity

with lower-fidelity displays Chen et al. [2012].

In addition to hardware-dependent fidelity components, several researchers have analyzed how

rendering quality and application performance affect users of VR systems. In an experiment using

an HMD display, Lee et al. [2013] compared a virtual environment with varying levels of visual

realism to an augmented reality visualization. They reported only minimal differences in participant

performance, further supporting the validity of MR simulations. Studying the trade-off between

DVR image quality and framerate, Hänel et al. [2016] report the best user performance in a system

that adaptively lowered rendering quality to maintain a high framerate; this system also ranked

highest in subjective participant preference.

In this paper, we further evaluate the effects of stereoscopy and FOR on performance in complex

volumetric data exploration, as these are fidelity components that still vary between modern VR

systems. Our aim is to overcome generalizability limitations found in prior research, which often

evaluated only a single VR system. Building upon the results of Laha et al. [2014], our study

combines MR simulation with a multi-platform experimental setup to gather results applicable to a

wide range of VR applications. To reduce the number of experimental conditions, we chose to not

evaluate the head-tracking fidelity component, as modern immersive VR systems vary more often in

stereo (e.g. monoscopic phone-based AR/VR applications, stereo HMDs) and FOR characteristics

(e.g. VR tables, CAVEs, display walls) than in head-tracking capabilities. Our decision was also

informed by Laha’s initial results, which showed fewer head-tracking effects on task performance.
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3.2 Experiment

We studied how stereo and FOR affect user performance in three different HMD and CAVE virtual

reality display platforms. Our main goals were to analyze the potentially beneficial effects of higher-

fidelity display conditions, and investigate if matching effects can be found across multiple VR

systems. This lead to the following sub-hypotheses:

• H1. Participants will perform better in higher-fidelity conditions than in lower-fidelity condi-

tions.

Prior experiments provide evidence that specific data exploration tasks can be solved more

effectively in high-fidelity VR environments, with stereo capabilities showing a more pro-

nounced beneficial effect than increased FOR. H1 aims to verify previous results and to ex-

tend them to new VR systems. Our main point of reference is a study by Laha et al. [2014]

on which our experiment is based.

• H2. Participants in conditions with the same FOR and stereo assignments will achieve simi-

lar performances across platforms.

With this hypothesis we aim to evaluate if the results of fidelity experiments are consis-

tent between VR systems with different hardware characteristics and display architectures.

Similarity of performance metrics between groups of the same FOR/-stereo condition across

VR platforms would would prove the generalizability of of VR display-fidelity experiments.

However, we expect a platform-specific offset between CAVE and HMD performance results.

3.2.1 Experimental Design

We performed a between-subject experiment with three independent variables: VR platform, stere-

oscopy, and FOR. Each platform was evaluated using two stereoscopy levels, stereo and mono, as

well as two field of regard levels, 90° and 270°. This resulted in a factorial design with 12 different

conditions. Table 3.1 lists all conditions and their respective group numbers.

Participants were asked to perform fifteen exploration tasks, each of which required them to

search for, and estimate features in a biological dataset. To prevent any task from giving insight

for future answers, they were presented in a specific, predefined order. Before trial data from these

tasks were collected, each participant performed five training tasks using a different but structurally

similar dataset. This allowed participants to acclimate themselves to the system without introducing

learning effects. A written script was followed to ensure consistent phrasing during the whole

experiment to minimize variations between experimental sites.
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Table 3.1: Group numbers of our twelve experimental conditions.

FOR Stereoscopy CAVE A CAVE B HMD

90 Stereo 1 5 9

90 Mono 2 6 10

270 Stereo 3 7 11

270 Mono 4 8 12

We chose to focus our experimental tasks on the exploration of spatially complex volumetric iso-

surface visualizations. To achieve results generalizable to other VR systems, we decided to explore

a wide variety of potential user interactions with these VR visualizations. The fifteen selected tasks

cover the majority of user task categories of visual volume data analysis based on the taxonomy

introduced by Laha et al. [2015]. The core concepts of our tasks; visual search, pattern recogni-

tion, spatial understanding, quantitative estimation, and shape description, are relevant to numerous

volumetric visualization applications with similar underlying data. Examples include MRI scans of

blood vessels and spatial network datasets. We believe that these task concepts are also relevant for

other VR visualization methods, such as direct-volume rendering with sharp object boundaries.

3.2.2 Apparatus

The three VR display platforms used in this experiment were two four-sided CAVEs located at

Brown University and Virginia Tech, and an nVisor SX111 head-mounted display (HMD). These

systems represent common VR setups at the time of our data collection. Table 3.2 presents a general

overview of the hardware characteristics of each system. CAVE A and B are cubic display systems

with side lengths of about 3m (10ft) and 2.4m (8ft) respectively; three rear-projected walls each,

a front and two sides; and front-projected floors. Passive stereo is provided in CAVE A using

INFITEC wavelength multiplexing stereo filters (Fig. 3.1a), while active stereo is provided in CAVE

B using CrystalEyes LCD-shutter glasses (Fig. 3.1b). Each wall screen in CAVE A and CAVE B

has a resolution of 1920×1920 pixels, for a horizontal and vertical angular pixel size of 2.81 arcmin

when standing in the center. The effective angular resolutions are equal because when standing in

the center of the CAVE the field of view towards the screen is the same for each, despite the larger

size of CAVE A.

The nVisor HMD places two separate small screens in front of the user’s eyes, working on a

similar principle to consumer HMDs like the Oculus Rift and the HTC Vive (Fig. 3.1c). The HMD

has a resolution of 1280 × 1024 pixels per eye, its horizontal angular pixel size is 4.78 arcmin and
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Table 3.2: Overview of hardware characteristics of the three VR environments

CAVE A CAVE B HMD

Horizontal Pixel Size (arcmin) 2.81 2.81 4.78

Vertical Pixel Size (arcmin) 2.81 2.81 3.75

Field of View 110° × 80° 110° × 75° 102° × 64°

Accommodation Distance (m) ˜1.5 ˜1.2 ∞

Stereo Technology Passive Active Separate Screens

Tracker latency [ms] 4 8.3 4

Stereo Technology Passive Active Separate Screens

Headpiece Mass (g) 85 79 1300

Seams Visible Visible None

User Body Visibility Visible Visible Not visible

its vertical angular pixel size is 3.75.

In order to track user head positions, both CAVE A and the HMD are equipped with an ultra-

sonic wireless Intersense IS-900 system; CAVE B uses an OptiTrack optical tracking system. These

systems provided 6-DoF tracking of headpieces and the wand tools used for interaction. The track-

ing attachments were mounted on top and side of the glasses used in CAVEs and to the front of the

HMD. Both tracking systems operated on a 120 Hz update rate.

Participants could grab or release the dataset using a button on the wand, permitting them to

rotate the dataset about or translate it along any axis. Special care was taken to make the interaction

comparable on all both platforms; the dataset and the environment were scaled identically, the

front trigger button was used for interaction on all wand tools, and the available physical space

was equivalent. We used a cluster of four machines with Nvidia Quadro FX 5800 GPUs to render

images in CAVE A and a single machine with two Nvidia Quadro K5000 GPUs to render the images

in CAVE B. One machine with an Nvidia Quadro FX 5800 graphics card was used for the HMD.

All platforms ran the same software for 3D isosurface rendering, Meshviewer, from KeckCaves lab

[Kreylos, 2017], built using the Vrui VR Toolkit [Kreylos, 2008] on Linux. General application

performance was equivalent between all experimental conditions with frame rates above 60 FPS.

This was confirmed by a personal inspection of the Brown setup by the study leader at Virginia

Tech.

The horizontal FOR was controlled by displaying two black walls that extended from the par-

ticipant’s head to form the desired condition, either 90° or 270°. The walls translated with each

user’s head but maintained a fixed orientation in space and did not rotate (Fig. 3.2). The vertical
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(a) The CAVE A environment located at Virginia Tech. It uses magnetically tracked INFITEC passive stereo

glasses.

(b) The CAVE B environment located at Brown University. It uses optically tracked CrystalEyes stereo

shutter glasses.

(c) The nVisor SX111 HMD system located at Virginia Tech.

Figure 3.1: The three VR systems used during the experiments. The two CAVE systems differed in

size (CAVE a being larger), stereo, and tracking technology. See Table 3.2 for a list of detailed VR

system characteristics.
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Figure 3.2: Schematic of the virtual walls used to control field of regard (in this example 90 degrees).

The virtual walls translate with the user’s head but do not rotate.

FOR was not controlled; however, we observed that users in both the CAVEs and the HMD used

mostly the wall areas, and the CAVEs have no ceilings, so this resulted in an effective vertical FOR

of approximately 90°. Mono conditions were produced by rendering both images from a single

camera position.

By nature, the HMD occludes the physical body of participants from their vision, while they

remained visible in CAVE systems. The HMD headpiece (1300g) was also heavier than the glasses

worn in CAVE A (85g) and those worn in CAVE B (79g). Because the screens in the HMD are fixed

relative to the user’s eyes, there are no visible seams; by contrast, the seams between walls of the

CAVEs are visible to users. Each display used a different method to provide stereo view (separate

screens in HMD, passive stereo in CAVE A, and active stereo in Cave B) with varying accommoda-

tion distances. The optical lenses of the HMD places the accommodation distance at infinity, while

in cave systems it is the distance of the viewer from the projection screen; approximately 1.5m (5ft)

in Cave A and 1.2m (4ft) in Cave B. These differing accommodation distances could have led to

differing levels of eye strain and fatigue onset [Hoffman et al., 2008].

3.2.3 Datasets

In the experiment we used two datasets of carabid beetles obtained through Synchrotron Radiation

Microtomography (SR-µCT); datasets were acquired with a bending magnet beamline (2-BM) at

the Advanced Photon Source of the Argonne National Laboratory. A scan of a Pterostichus beetle

was used for training, and one of a Platynus beetle was used for testing (Fig. 3.3). These beetles

are commonly called ground beetles and are of interest to the biomechanics community due to the

peculiar dynamics of their respiratory system [Socha et al., 2008, Socha and De Carlo, 2008].

The respiratory system of beetles and other insects consists of several branching tubes (tra-

cheae and tracheoles) emerging from openings in the surface of the insect’s body called spiracles.
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Figure 3.3: Overview visualization of the isosurfaces used in the study. Top: Pterostichus (used for

training), Bottom: Platynus (used for main study).
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These tube networks can be very complex and difficult to understand, largely because of the sheer

amount of branching, twists, and occlusion in the data. For this experiment, a mesh of the tracheal

system was created from raw scans using automatic segmentation in Avizo1, followed by manual

refinement.

3.2.4 Tasks

To maintain ecological validity, we asked a collaborating biomechanical researcher to review the

list of common tasks performed in studying these datasets used by Laha et al. [2014]. Most often,

analysis involves looking for symmetries, counting or estimating structures, and looking into topo-

logical features like branching and connection between structures. The tasks used in the experiment

mimic questions that the researcher has when studying a specimen for the first time, for instance:

“Does the number of spiracles on the left side match the number of spiracles on the

right side? If not, what is the difference?”

“Which region of the body appears to have the highest volume density of tracheal

tubes?”

Each task consisted of listening to a question from the experimenter, analyzing the dataset for

the answer, and answering the question orally. Because some tasks required a basic understanding

of insect anatomy, we instructed participants on how to identify the head, thorax, and abdomen,

as well as the dorsal and ventral sides of the beetle, tracheal tubes, and spiracles. An abbreviated

description of all tasks used in this experiment can be found in the Appendix.

3.2.5 Metrics

For each task, we measured the completion time, accuracy, the user’s confidence in his/her answer,

and the user’s subjective assessment of the question’s difficulty. In order to measure the time, we

defined as the start time the instant the participant acknowledged the instructions. After that, the

participant was told to begin the interaction. The task ended after the participant said “done.” The

time between these two moments was measured in rounded seconds, using a regular stopwatch.

Since most tasks took approximately one minute, potential errors due to the reflex time of the

experimenter were not significant. In addition, to prevent participants from beginning a task early,

we asked them to turn away from the dataset while they received the instructions. The accuracy

metric was computed by grading each answer against a score sheet created by the domain expert.

1avizo3d.com
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Figure 3.4: Example of a participants’ view on the dataset during the experiment. In this trial

participants were asked to follow the tube marked by the red arrow to its end point, a spiracle below

the beetles exoskeleton. Tracing was done visually, without required wand interaction.

Possible accuracy values varied from 0% to 100%, with multiple intermediate values for tasks with

non-binary answers (e.g. counting tasks). We also collected subjective confidence and difficulty

ratings reported orally after each task, using a 7-point Likert scale [Ekstrom et al., 1979]. These

metrics were chosen to stay in line with previously published studies by Laha et al. [2012, 2014]

and allow for a comparison of results.

3.2.6 Participants

We recruited 60 participants, 19 females and 41 males, from the campus communities at Brown

University and Virginia Tech. Announcements were made on mailing lists and social media, and

volunteers were distributed into the 12 groups. The participants were from different backgrounds

and had ages ranging from 18 to 63, with a median age of 25. None of them reported prior knowl-

edge of biomechanics or experience in the analysis of volume datasets. Participation in the study

was voluntary, with no incentive given. All participants had an equivalent level of experience with

the data and tasks. We provided them with all the required domain knowledge to complete each trial

tasks during the instruction and training phase of the experiment.
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3.2.7 Procedure

Upon arrival, participants were asked to read and sign an Informed Consent Form describing the ex-

periment and their rights as subjects. They then filled in a background questionnaire on demographic

information such as age, gender, familiarity with computers, and prior knowledge in biomechanics.

After completing an initial spatial ability test [Ekstrom et al., 1979], participants received an intro-

duction to the experiment, explaining what they would see, as well as the details of the equipment

and how to operate it. We also educated the participants on basic insect anatomy and functioning of

the respiratory system, using diagrams and photos of beetles and tracheal scans.

When they were ready, participants stepped into the CAVE or put on the HMD and began a

series of five training tasks. The training tasks were similar to the tasks included in the main study

but instead used the Pterostichus training dataset. During this phase, the participants were educated

on how to use the wand and report the answers, confidence, and difficulty for the tasks. They were

also instructed on how to move around and manipulate the dataset to get better views. Figure 3.4

shows an example of how a task would look like from a participants point of view.

After a short break, the participants continued to the main part of the experiment, completing

15 exploration tasks within the Platynus dataset. Participants were allowed to begin each task only

after the corresponding task instructions had been read aloud by the experimenter and confirmed as

understood by the participant. For each task, after the participant claimed to have found the answer

by saying, “done,” the experimenter stopped the timer and recorded the response along with the

time spent carrying out that task. Next, the experimenter asked about the perceived difficulty of the

task and the user’s confidence in his/her answer. The participant then reported a number from 1 to 7

for each metric. Before starting the next task, the view was reset to a standard position. Participants

using the HMD were offered a 3-minute break in the middle of the task sequence.

After completing the tasks, participants answered a final questionnaire designed to capture their

overall experience and any specific strategy they may have used. The study was approved by the

Institutional Review Board at Brown University and Virginia Tech.

3.3 Results

We performed data analysis on three levels. First on the complete dataset to find high-level effects

found across all platforms, to evaluate our hypothesis on the benefits of high-fidelity VR conditions.

Then we analyzed the data split by VR device to identify platform-specific effects between the two

differently-sized CAVEs with magnetic and optical tracking respectively, and the HMD (See sys-

tem characteristics in Table 3.2), investigating the similarity of participant performance between
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Figure 3.5: Boxplot showing the effect of stereo conditions on average task completion time

(Whiskers indicate highest and lowest values within 1.5 interquartile range of the corresponding

quantiles, datapoints outside this range are marked as outliers). Participants were significantly faster

in stereo on conditions.

different display types. Finally, we analyzed individual tasks to draw connections to previously

published results by Laha et al. [2014]. In the following sections we discuss all statistically signif-

icant findings. Comprehensive result tables of the statistical tests can be found in the supplemental

material.

3.3.1 Summary Results

To understand the data and verify our hypothesis, we conducted a three-way mixed model ANOVA

for the time metric and fit a generalized linear mixed-effects model (GLMM) to the ordinal accuracy

metric, as well as the user-reported difficulty and confidence scores. These methods allowed us to

take our fixed effects (stereo, FOR, platform) and the random effects of our experimental setup

(participants, tasks) into account. Questionnaire responses were collected only once per participant

were analyzed using proportional odds logistic regression (POLR), a regression model for ordinal

dependent variables such as Likert responses [Venables and Ripley, 2002]. All tests in this study

assumed a significance level of 5%. Testing these summary effects allowed us to combine data from

multiple conditions to increase the overall statistical power of our findings.

We found a significant main effect of the stereo condition on task completion time (F (1) =

20.754, p < 0.001) across the entire dataset (Fig. 3.5). Participants in stereo conditions completed

tasks significantly faster than those in mono conditions. A similar effect was found in the GLMM

on self-reported difficulty (Estimate = −0.990, Std.Err. = 0.345, z = −2.869, p = 0.004).

Here participants reported lower difficulty in stereo conditions. We did not find significant effects

of stereo on accuracy or self-reported confidence.

Task accuracy was only affected by the display platform. The GLMM showed a significant

main effect of platform on accuracy (Estimate = −0.686, Std.Err. = 0.276, z = −2.484, p =

0.013). Pairwise comparisons showed that participants in the CAVE A system were significantly

less accurate than those on the other two platforms (Fig. 3.6). Better scores on the initially spatial
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Figure 3.6: Boxplots showing the overall performance distribution of participants for each platform;

(top) average task completion time, (bottom) average accuracy per participant over all 15 tasks.

While HMD users appear to be slower no statistical significance between groups was found. We

found statistical significance between groups in the accuracy metric. In pairwise tests, participants

in the CAVE A achieved significantly lower accuracy that the ones in CAVE B and HMD.

ability scores of participants did show statistically significant effects on any of the other collected

metrics.

Finally, analysis of the feedback collected in the post-experiment questionnaire showed effects

on self-reported wand interaction (LRχ2 = 10.228, Df = 2, p = 0.006) and walking responses

(LRχ2 = 15.878, Df = 2, p < 0.001). For both we found significant effects of VR platform, with

the participants of CAVE A reporting that they interacted with the dataset more by walking and with

less wand actions than participants of the other systems (Fig. 3.7). Participants in stereo conditions

also reported a higher score for movement interactions (LRχ2 = 12.954, Df = 1, p < 0.001). For

the wand interaction metric we found an additional interaction of FOR and Stereo (LRχ2 = 5.636,

Df = 1, p = 0.018).

3.3.2 Platform Results

The collected accuracy results and completion times by platform are visualized in Figure 3.8. We

plotted average participant accuracy over all 15 tasks over the corresponding average completion

time for each participant, coded by their experiment condition. Points in the top-left area of the

plot have higher performance levels (higher accuracy, shorter completion times), while points in the
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Table 3.3: Anova Results - Significant effects on time (all tasks)

Response Source Df F ratio Pr(> F)

Time Stereo 1 20.754 < 0.001

Log(Time) Stereo 1 11.803 0.001

Table 3.4: GLMM Results - Significant effects on accuracy and perceived difficulty (all tasks)

Response Source Estimate Std. Error z value Pr(> Z)

Accuracy Platform (CAVE B) -0.686 0.276 -2.484 0.013

Difficulty Stereo -0.990 0.345 -2.869 0.004

lower-right have worse performance (lower accuracy, longer completion times).

In this stage we evaluated whether the effects found in the overview analysis could be found

on the tested platforms individually and if there are differences between matching FOR and stereo

conditions across platforms. We followed the same procedure of statistical tests we used for the

overall summery analysis, i.e. three-way mixed model ANOVA for time (Table 3.3) and GLMM

for accuracy and user-reported metrics (Table 3.4). We tested our hypotheses by directly comparing

subsets of our twelve experimental conditions. For H1 (higher fidelity conditions improve perfor-

mance), we performed six pairwise comparisons within each platform. For H2 (in matching FOR

and stereo conditions task performance will be similar between platforms), we compared the groups

with the same levels of FOR and stereoscopy from each platform. To keep the analysis concise we

focus our report on collected time and accuracy data.

Within individual platforms we found effects as expected based on the summary analysis. On

Table 3.5: POLR Results - Significant effects on walking and wand interaction (all tasks)

Response Source LR χ2 Df Pr(> χ2)

Wand interaction
Platform 10.228 2 0.006

FOR:Stereo 5.636 1 0.018

Walking
Stereo 12.954 1 < 0.001

Platform 15.878 2 < 0.001
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Figure 3.7: Distribution of participant feedback on the frequency of (top) wand interaction and

(bottom) walking interaction based on the platform.

both CAVE platforms we found an effect of stereo on task completion time (Cave A: F (1) = 9.415,

p = 0.007; Cave B: F (1) = 11.779, p = 0.003). However, on the HMD platform this was

not significant (Fig. 3.9). We did not find any significant effects of stereo or FOR conditions on

accuracy in any of the evaluated platforms.

3.3.3 Task Results

Finally we followed the analysis steps laid out by Laha et al. [2014] and analyzed effects of display

conditions on the level of individual tasks. For the direct comparisons between condition groups in

specific tasks we used Cliff’s method [Cliff, 2014] with an extension to control the familywise type-

I error (Hochberg’s method). Cliff’s method is a robust, rank-based, non-parametric method that

tests the hypothesis that groups have identical distributions, similar to the Wilcoxon-Mann-Whitney

test. It is an appropriate method for small numbers of participants per group. This let us relax the

assumption of normality and homoscedasticity without losing much statistical power.

The pairwise analysis between experiment conditions revealed differences that were not con-

sistent across platforms. Table 3.6 summarizes the pair-wise differences found across conditions

for time and accuracy metric. While we found multiple significant effects on time and accuracy
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Figure 3.8: Distribution of average completion time and accuracy results of each participant over

all 15 tasks, separated by platform and experimental condition. (top) CAVE A, (middle) CAVE B,

(bottom) HMD. To visualize the variability in each group the convex hulls around their respective

data points are plotted.
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Figure 3.9: Box plot visualizing the platform-specific effects of stereo on average task completion

time over all 15 tasks. Stereo improved the completion time on all three platforms, but statistical

significance was only found for the two CAVE systems.

in each platform individually, we found no corresponding effects on other platforms for the same

task. For example, in Task 03 we found that in CaveB, participants in the stereo 90 condition took

significantly longer to complete the task than those in the mono 90 condition, while in the HMD we

observed the opposite effect. Implications of these results are discussed in Section 3.4.3. Numerical

results of the statistical tests can be found in the supplemental material.

3.4 Discussion

In this section we discuss how the significant effects found in the analysis of our collected met-

rics relate to our two initial hypotheses. While we have found evidence that participants achieve

better performance in high-fidelity conditions (H1), the experiment revealed significant differences

between platforms (H2) on the level of specific tasks. As our results deviate from our expecta-

tions based on prior work [Laha et al., 2014], we also discuss possible causes of these outcomes by

coupling them with collected qualitative feedback.

3.4.1 H1 - Beneficial effect of high-fidelity conditions

We observed that participants in stereo conditions were able to complete given tasks faster and

perceived them as less difficult than participants in mono conditions. Overall, participants took on

average 20 seconds less per task in stereo conditions. While we only found statistical significance
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Table 3.6: Differences of performance between conditions on each platform. Cross glyphs denote

the four experimental conditions; columns describing the FOR and rows the stereo conditions. The

top left quadrant marks mono 90 and the bottom right quadrant marks stereo 270. Arrows between

quadrants indicate significant difference between groups from worse to better conditions (e.g. in

Task01 on CAVE A, participants in the mono 90 condition were significantly slower than those in

the stereo 90 and stereo 270 conditions).

270mo90mo

270st90st

Time Accuracy

CAVE A CAVE B HMD CAVE A CAVE B HMD

Task01

Task02

Task03

Task04

Task05

Task06

Task07

Task08

Task09

Task10

Task11

Task12

Task13

Task14

Task15
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of this effect in the two CAVE environments, we still observed a matching trend in the HMD data

(Fig. 3.9). This supports our hypothesis H1: “Participants will perform better in higher-fidelity

conditions than in lower-fidelity conditions”.

We did not find significant effects of FOR on time or accuracy. While unexpected, this outcome

is supported by previous findings in the literature [Schuchardt and Bowman, 2007, Laha et al., 2012,

Ragan et al., 2013]. In particular the study by Laha et al. [2014] suggested that FOR affects user

performance only in specific tasks, often in interaction with head-tracking. However, our findings

underline the importance of stereo visualizations in biological isosurface analysis.

3.4.2 H2 - Similar performances across VR platforms.

Comparing condition groups between platforms, we found evidence against our hypothesis H2:

“Participants in conditions with the same FOR and stereo assignments will achieve similar perfor-

mances across platforms”. Our GLMM analysis showed a significant effect of platform on accuracy

(Section 4.1). As visualized in Figure 3.6 it is evident that the accuracy for CAVE A was worse than

that of CAVE B and the HMD. The mean accuracy values were 67%, 75%, and 75% for CAVE A,

CAVE B, and the HMD respectively.

The differences between participant performance in the two CAVE systems were unexpected.

We found a significant effect of platform on participant accuracy with users of CAVE B showing

better performance in this metric. While some variability between these two platforms existed

(e.g. system size, projector brightness and contrast, controller latency, etc.), we could not tie these

differences to specific hardware characteristics. Since no consistent offset between condition groups

on these platforms could be observed, we hypothesize that these variations are caused by differences

in participant populations and individual exploration strategies of participants (see section 3.4.4).

When comparing matching FOR/stereo condition groups across platforms we only found a sig-

nificant difference between the mono 90°-FOR groups in average completion time. Here the HMD

group was the outlier due to the generally wider spread of average completion times on the plat-

form. Limited field of view, higher wearable equipment weight and platform specific artifacts were

hardware-features with potential influence on this outcome. The fact that users cannot see their own

bodies or other visual reference points within the walking area in the HMD may have influenced

their interaction behavior. During the experiments we noticed that users wearing the HMD avoided

moving around and preferred to use the wand to rotate the dataset, which may have affected the re-

sults. This was confirmed by the responses in the post experiment questionnaire (Fig. 3.7). We also

observed a difference in interaction preferences between the two CAVE environments. Participants

in CAVE B reported more wand interaction and less walking preference, which we explain by the
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smaller walking area within the VR setup.

Several participants reported an onset of mild motion sickness during or after the experiment.

In the HMD group, three participants accepted the offer to take a break after the seventh task. Many

mentioned that the HMD was getting heavy by the end of the experiment.

It is important to notice that, due to time limitations on the study examiners, we could only

evaluate a total of 60 participants, which resulted in five participants per group in our between-

subject experimental design. Due to the confounding factors found in our study design, we chose

not to extend the pool of users beyond the initial 60 participants. Different designs with more

participants per condition are required to uncover more details about task-level effects.

3.4.3 Platform differences in task-level analysis

Our analysis of participant performance on the level of individual tasks showed numerous differ-

ences between specific condition groups (Table 3.6). We mainly observed effects on task completion

times with lower completion times in higher-fidelity conditions (except for CAVE B - Task03 and

HMD - Task05). We also found a smaller number of significant effects on the accuracy metric. How-

ever, our task-level results were not consistent across the evaluated platforms and did not directly

match the results of the experiment by Laha et al. [2014].

In addition to the effects within a platform, there were also several task-dependent effects across

platforms. For example, in the mono 90 condition the HMD was faster than both CAVEs on task

13 but slower than them both on task 3. There are several tasks (6, 10, 14) for which HMD users

were more accurate than those in CAVE B in various conditions, but also tasks (11, 13) for which

the opposite was true. We believe that these differences are the result of confounding variables

influencing the outcomes of our study, as discussed in detail in the following section.

3.4.4 Influence of user interaction strategies

We hypothesize that the performance differences between the platforms under similar levels of FOR

and stereoscopy have been caused by confounding variables we did not control for in the experi-

ment. While analyzing the qualitative feedback about user experience during the VR experiment

we found a correlation between the self-reported movement and interaction grades (“I frequently

walked around the dataset to look from different viewpoints”, “I frequently changed the viewpoint

by rotating or grabbing the dataset”, recorded on a 7-point Likert scale) and task accuracies of par-

ticipants. Additionally, our qualitative observations during trials indicate that participants in stereo

conditions were moving more actively within the VR system than those in mono settings. This

suggests that participant movement (i.e. exploration and interaction strategy) might be an inter-
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mediate variable in the causal pathway between fidelity condition and user performance. Bowman

and McMahan [2007] describe such an effect as an immersion benefit that directly influences the

application effectiveness.

To evaluate the hypothesis of interaction strategy as an intermediate immersion benefit affect-

ing task participant performance we analyzed the effects of wand interaction and walking on time

and accuracy. Running POLR analysis of self-reported walking and wand interaction revealed a

significant effect of walking on accuracy (Pr(> Z)0.0473) across all platforms (Table 3.5).

In combination with the observed effect of stereo on walking (Section 4.1), this indicates a

potential mediating effect of walking on user performance and has potential implications on future

experiments comparing user performance in room-scale display environments. Experiments will

have to consider participant-specific interaction strategies and control for them through strict study

design or recording of interactions and include them as metrics into the result analysis. This might

also influence the interpretation of prior experiments that did not control for participant interactions

on that level of detail (e.g. [Laha et al., 2014, Ragan et al., 2013, Chen et al., 2012]).

A follow-up experiment to our study by Lages and Bowman [2018] has investigated the effects

of walking and wand interaction methods in more detail. Their study shows that walking can enable

higher relative performance for users with low spatial ability and users who report little experience

with video games. However, experienced video game players may perform better with Non-walking

interfaces, especially if they lack spatial ability.

3.4.5 Design recommendations

Our findings suggest several guidelines for research as well as application development in immersive

VR visualizations:

• High display fidelity-levels (e.g. stereo) can increase the performance of users in spatially

complex isosurface exploration tasks.

• Building an inclusive environment that invites users to explore the data by walking around it

may have a positive impact on visualization effectiveness.

• We recommend to integrate user interaction methods and exploration strategies as a controlled

variable into the structure of upcoming display fidelity experiments.
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3.5 Conclusion

This chapter presented the results of a study on the effects of stereoscopy and field of regard in

the performance of biological dataset analysis. We measured completion the time and accuracy of

participants in tasks using two CAVEs and an HMD. We found that stereo improved completion

time for a given level of FOR; we also found an interaction between stereoscopy and choice of

platform in the 270° FOR cases. Our findings indicate that there exist platform-specific effects

on user performance that can not be explained by stereo and FOR settings alone. Furthermore

we hypothesize that the walking behavior of participants acts as a mediating factor between stereo

conditions and task accuracy of participants. This suggests that the use of environments that invite

users to explore data by physically moving around it might improve the effectiveness of room-scale

VR applications. Overall our results reinforce the need for deeper analysis into user interaction in

VR spaces in order to build more effective data analysis applications.
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Chapter 4

Text Perception in Immersive Particle

Visualizations

In this chapter we present our empirical study evaluating specific representation characteristics of

text panels embedded within VR visualizations and their influence on user reading performance.

This continues our research into perception aspects within immersive environments started in chap-

ter 3.

It is not always possible to completely encode the information of a dataset into intuitive geomet-

ric objects or object properties (e.g., color). Specific data values and labels are usually displayed

in textual form within a given scene. In visualizations on 2D displays, this is usually done in the

form of label or tooltip overlays. The use of labels typically involves a trade-off between legibility

of the text itself and the occlusion it introduces into its host visualization. In addition, the label

placements need to clearly convey connections to the objects they correspond to while maintaining

frame-coherence to avoid visual discontinuities [Ali et al., 2005]. Balancing these requirements has

led to a number of different interactive labeling techniques often tied to specific visualization types

and use cases [Oeltze-Jafra and Preim, 2014].

In 2D displays, tooltips are a common way to incorporate text information into 3D data visu-

alizations. Through simple click or hover interactions they allow users to obtain detail information

about specific regions of the visualization. Tooltip text panels typically overlay rendered 3D visu-

alizations on the near plane of the view frustum to avoid occlusion of the text. Like most text, they

are aligned with the pixel matrix of the desktop screen, which allows sharp font rendering. This

anchoring to the physical display gives them a stable position with regards to the visualization and

increases the readability of the shown information.

Due to their proven effectiveness, it is a reasonable approach to replicate tooltips within im-
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(a) (b) (c) (d)

Figure 4.1: This figure shows a study participant within our experimental setup to evaluate text

perception (a). Examples of three experimental text representation conditions used within this study:

(b) a static text panel embedded into a 3D particle dataset, (c) a text panel dynamically rotating

towards the user, (d) and a text panel with removed occlusions, similar to tooltips in classic desktop

applications.

mersive visualizations. However, the specific hardware characteristics of VR displays, in particular

HMDs, require several specific design decisions and trade-offs, which warrant detailed evaluation

[Sadana et al., 2016]. HMDs for example, the currently most wide-spread VR display architec-

ture, lack the spatially stable display surface for text panel orientation and placement that is usually

provided by desktop displays. While rendering text panels on the image plane of an HMDs phys-

ical display is possible, their fixed size and orientation could be perceived as inconsistent with the

motion of other objects in a VR scene during every head motion, leading to reduced immersion.

In practice, the stereoscopic view of HMDs requires text panels to be rendered as 3D objects

within a given scene.This opens up a wide space of design considerations for effective placement,

orientation and rendering of such embedded text panels. In this study we evaluate a set of specific

design choices, to help researchers and practitioners choose the useful representation parameters for

their own text panels. By using the immersive particle visualization application described in chapter

6 as host environment for our experiments, we gain results that are also applicable to visually similar

immersive scatter plot visualizations. The main goals and contributions of this study are:

• A comparison of visual acuity and text perception across three state-of-the-art VR de-

vices

Here we perform a baseline evaluation of reading speed differences within CAVE and two

HMD systems based on their display resolutions.

• An empirical analysis of label rendering and orientation strategies within immersive

visualizations
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By experimentally comparing reading speeds of static or user-facing text boxes embedded

within particle visualizations of varying density and the addition of occlusion removal as

experimental variable, we provide insights into effective rendering choices.

• A set of recommendations and guidelines of effective tooltip display methods The Guide-

lines informed by quantitative results of our reading experiment and qualitative participant

feedback, provide practitioners with actionable advice to improve text presentation within

VR data visualizations.

In the remainder of this chapter, we describe our user study analyzing the performance of text

panel reading tasks in 3D particle visualizations displayed in three different VR devices. Section 4.1

covers related work on the topics of text representation and legibility in VR, as well as hardware

related experiments. Section 4.2 describes the experimental setup and procedures, while Section 4.3

gives an overview of the collected results. Finally, in Section 4.4 we discuss our findings and

recommendations for effective VR text representation.

4.1 Related Work

Our work builds on prior 2D and 3D user interface research in the areas of text representation, label

orientation, and VR application evaluation.

Reading text is one of the most common tasks computer screens are used for, and transferring

this task into VR environments is the main goal of our work. Designing effective ways of repre-

senting text and evaluating their effect on readability and user comfort has been a core concern in

the field of human factors since the earliest computer screens [Mills and Weldon, 1987]. Histori-

cally, display resolution was one of the key factors affecting reading speed and text comprehension,

however, in recent years the pixel densities of desktop and hand-held displays have reached a level

at which higher resolution does not significantly increase reading effectiveness. A study by Mayr

et al. [2017] evaluated the use of displays with angular pixel sizes of 1.68 and 0.86 arc minutes (132

and 264 pixels per inch at ~38 cm distance) in proofreading tasks. While the collected quantitative

metrics did not show significant differences between the two displays, users reported subjective dis-

comfort when reading on lower resolution systems. Part of our work focuses on finding parallels

to this study by evaluating systems at varying levels of angular resolution. In terms of size and text

placement, studies by Dobres et al. [2018] have shown that how font size and placement affect text

legibility in single word reading tasks. Larger fonts and wider padding proved beneficial, while

random placement increased reading time. Our work extends on this by evaluating a scenario that

replicates a real-world application of text display in VR visualizations.
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Several labeling methods have already been integrated into VR visualizations and extended to

make better use of the visual cues available in immersive environments, effectively forming an

information-rich virtual environment as defined by Bowman et al. [2003]. Stereoscopic depth-cues

for example can reduce the ambiguity of overlapping labels and the wide field of regard offered

by modern VR devices provides additional space for potential label placement. Just as in the case

of 2D displays, the effectiveness of a specific labeling method depends on the use case and the

visualization type [Bell et al., 2001]. However, we believe it is possible to gain generalizable insights

into effective label usage by analyzing the readability within a single type of visualization under

varying rendering characteristics across multiple VR devices, as shown in previous work studying

perception in VR [Laha et al., 2014].

A study by Jankowski et al. [2010] analyzed a variety of ways to embed text panels into 2D

videos and 3D scenes in desktop environments, with a focus on font rendering styles and color.

They found that embedding text panels with dark background into scenes provided users with the

best reading experience. A similar result was found by Debernardis et al. [2014] in an evaluation of

text panel color choices in augmented reality (AR) HMD devices. Their study also recommended

white text, yet their panel color recommendations were dependent on the real background present

in optical and video AR. These studies informed our choice of text panel representation, and we

extend their work by evaluating text representation in purely virtual immersive settings. Further

experiments in AR settings often focus on text legibility over real-world backgrounds. Work by

Manghisi et al. [2017] for example suggests that the legibility of overlayed text can be predicted by

analyzing background image information. While our study is mainly focused on occlusions between

viewer and text panel, these insights informed out study design to reduce confounding effects from

background objects.

The resolution of virtual reality systems (in particular HMDs) matches and sometimes exceeds

that of desktop displays. However, it is usually spread over a larger fields of view, leading to a lower

angular resolution. This reintroduces some of the design challenges of earlier 2D displays. A study

by Dittrich et al. [2013], investigating the legibility of text in physical form, 2D and stereo projec-

tion, found that stereo environments with low angular resolution (6-13 arc-minutes per pixel) re-

quired larger font sizes than similar 2D display conditions. A similar experiment in high-resolution

2D and stereo CAVE displays (0.03 arc-minutes per pixel) by Iyer et al. [2017] did not show signif-

icant differences between stereo and mono text representation. This indicates that the resolution of

immersive VR displays also has diminishing effects on reading performance, a topic that we aim to

investigate by evaluating multiple VR devices.

Hardware resolution partially limits the design and placement choices of text panels within im-

mersive applications. A study by Grout et al. [2015] evaluated reading performance in two HMD

36



VR environments with varying resolution. Their results show that text displayed on a flat virtual

panel in peripheral regions of an HMD’s screen suffers from distortions that impair reading per-

formance. They suggest the use of curved text panels to display screen-filling amounts of text.

However, small text panels displayed at the center of the field of view did not benefit from a curved

representation. Our work extends upon this by evaluating the impact of user-facing flat text panels.

Dingler et al. [2018] discuss a qualitative method to determine guidelines for text panel size

and placement parameters. In their study, participants adjusted text panels into comfortable read-

ing positions for size, distance, and content. While the resulting placement ranges provide useful

boundaries for comfortable reading positions, the variance is relatively high and since only one

HMD was evaluated, the results might be platform dependent. Based on these previous studies on

reading on high-resolution 2D displays and lower-fidelity VR displays, we aim to evaluate the com-

bined effects of these factors in our high-resolution YURT display room [Kenyon et al., 2014] to

collect quantitative measurements about readability and panel placement parameters.

Finally, our experimental design employs standardized evaluation methods from the fields of

ophthalmology and human factors. We measure visual acuity using LogMAR charts [Elliott, 2016],

sentence reading speeds based on Radner test sentences [Radner and Diendorfer, 2014], and per-

ceived mental and physical workload using the NASA TLX Questionnaire [Hart, 2006].

4.2 User Study

The aim of this study was to evaluate the reading speeds of text panels in an immersive scientific

data analysis under varying text display conditions. We experimentally evaluated orientation and

rendering parameters of text panels in VR particle visualizations. The tasks were designed to un-

cover strengths and weaknesses of different panel representations for the effective integration of

tooltips into immersive visualizations (Figure 4.1). In particular, we evaluated three factors:

• Static vs. user-facing text panel orientation

Orienting a 3D text panel in a VR environment towards the user’s head position has potential

benefits for readability. Displayed text will match up more closely to the pixel matrix of VR

device leading to improved font rendering. However, objects rotating on their own without

direct user control potentially interfere with the sense of presence a user experiences within

a VR scene. While this might lead to some discomfort for users, we expect that the sharper

text representation in user-facing text panels will outweigh this downside, leading us to our

first hypothesis:

H1. In VR environments, user-facing text panels will allow for a higher reading speed
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than panels with static orientation.

• Occluded vs. unoccluded rendering

Placing 3D textboxes in complex scenes often introduces occlusion problems, with 3D objects

covering up parts of the text and reducing its readability. Displaying the text panels on top

of the visualization, as typically done in 2D desktop environments, by removing occluders

between the user’s head position and the text panels improves the text visibility. However,

since panels have a 3D location within the scene, this might cause visual artifacts and a loss

of immersion, as parts of the visualized data may disappear in front of the text when a user

changes their viewing position. Despite this downside, we state our second hypothesis:

H2. In VR environments, rendering text panels without occlusions will allow for a higher

reading speed than rendering text panels fully embedded in the scene.

• Display hardware

One of the defining features of VR systems, and computer displays in general, is the res-

olution of their respective displays. Higher resolution allows the rendering of finer details

within a given 3D scene without losing visual clarity. In desktop environments, this results in

a sharper representation of fonts and is often linked to improved reading comfort. In current

generations of commodity HMDs, resolution has greatly improved with every new iteration,

nearly doubling the angular display resolution in only six years (e.g. Occulus DK 1, 2012 -

Occulus Rift S, 2017). Immersive CAVE display rooms can achieve even higher resolutions,

by placing displays farther from the user’s head to increase the angular resolution. Some

CAVEs can reach and exceed the visual acuity of the human eye, which can recognize details

down to one arc minute viewing angles [Williams et al., 2004]. We expect that resolution

improvements have a significant impact on the readability of VR text panels and evaluate this

in three different VR devices with increasing visual fidelity. Table 4.1 lists resolution param-

eters of the systems used in our study. This leads to our third hypothesis:

H3. Displaying text panels in higher-resolution VR displays will allow for a higher read-

ing speed than in lower-fidelity displays.

4.2.1 Virtual Reality Apparatus

In this experiment we used three state-of-the-art VR devices as display apparatus, two consumer-

grade HMD systems, and a high-fidelity CAVE display. The selected HTC Vive and HTC Vive

Pro systems represent two current HMD systems that see common use in private, academic, and

industry settings. Each system offers a 110◦ field of view (FoV) at 90Hz refresh rate. Their main
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Table 4.1: Characteristics of the three VR displays used in our experiment, from lowest to highest

resolution display.

HTC Vive HTC Vive Pro YURT

Architecture HMD HMD CAVE

Horiz. Pixel Size (arcmin) 4.8 2.8 ~1.0

Vert. Pixel Size (arcmin) 3.7 2.8 ~1.0

Diagonal Field of View (◦) 110 110 170

Refresh Rate (Hz) 90 90 60

Accommodation Dist. (m) ∞ ∞ ~1.2

Stereo Technology Split Screen Split Screen Shutter

Headpiece Mass (g) 470 555 79

difference is display resolution, with the HTC Vive at 1080 × 1200 per eye, and the HTC Vive

Pro at 1400 × 1600 per eye. Both HMD systems offer physical lens adjustments to accommodate

for individual interpupillary distances (IPD) of users. Both HMD’s used the same set of positional

trackers to avoid differences in tracking latency and calibration (Vive Lighthouse 1.0). Additional

characteristics of the HMD systems can be found in Table 4.1. The base system for both HMD

headsets was an MSI GE63VR with a quad-core Intel i7-7700HQ CPU clocked at 2.80GHz, 16GB

DDR4 RAM and an NVidia GForce GTX 1070. The operating system was Windows 10 Home with

all updates at the time of testing.

For our high-fidelity CAVE condition we used the YURT (YURT Ultimate Reality Theater)

VR display room located at Brown University [Kenyon et al., 2014] (Figure 4.2). The YURT is

equipped with 69 high-definition stereo projectors that use rear projection to illuminate a curved

wall with approximately 5m diameter, curved doors, a conical ceiling, and a 12.5 m2 floor. When

standing in the center it effectively provides retina resolution on its 190◦ front wall. In that position,

the YURT covers 95% of the users’ field of regard. Additional characteristics are listed in Table 4.1.

Stereo was provided by Volfoni active stereo glasses with a shutter frequency of 120Hz. Users

interacted with the YURT environment using an Aimon PS wireless wand controller. Glasses and

wands are tracked by an OptiTrack Prime 13W optical tracking system with an array of 8 infrared

cameras mounted in the ceiling of the YURT.

To provide a realistic experimentation environment, we adapted an existing VR particle visual-

ization application used to visualize fluid dynamic simulations of substrate deformations [Novotny

et al., 2019] to view text panels as particle tooltips. Core parameters like particle size and general

scale of the visualization were derived from typical settings of the application and have been tested

extensively in informal pilot experiments. These initial studies were also used to tune the visual
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(a) (b)

Figure 4.2: (a) A student in our YURT display room, working on a VR sketch using a 3D drawing

application. (b) The wand and active stereo glasses used in the YURT. The constellations of re-

flective balls attached to each tool allows the optical tracking system to determine their 3D location

during runtime.

representations and interaction methods to be consistent across all three different VR devices. Ad-

justments included fixing the scale of VR objects, adjusting brightness and contrast to match the

common capabilities of all three devices, and matching the interaction layouts on different con-

trollers to the same buttons.

The VR visualization application we adapted for our experimental tasks was developed in C++

based on the MinVR 2.0 framework [Keefe, 2018]. This allowed us to run the same application

code on all evaluated VR devices. In each device the application was consistently performing at the

maximal framerates of the hardware displays: 90 frames per second (fps) in the HMD conditions

and 60 fps in the YURT condition.

4.2.2 Stimuli

As part of this experiment we used three sets of visual stimuli. The first set aimed to collect baseline

information about each participant’s individual visual acuity. We used standard LogMAR charts vi-

sualized at a distance of 4 meters from the participants in each VR environment, with a physical

LogMar chart at the same distance as control condition. The employed LogMAR charts feature

multiple lines of standardized optotypes (i.e., test characters) at predefined angles of resolution.

Character order on these charts was permutated within each line between the four evaluation condi-

tions to avoid memorization effects.

The second set of stimuli evaluate was a set of text panels showing single sentences from the
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Figure 4.3: A text panel reading task from participant perspective in the HTC Vive environment.

The example shows a high-density dataset condition, with occluded static text panels.

collection of English sentence optotypes by Radner and Diendorfer [2014]. These 24 well-studied

sentences were designed to have matching reading difficulty and speed for effective comparison.

Collecting reading speeds using these standardized sentences provides information on the baseline

reading capabilities of individual the participants.

Finally, to evaluate our three main hypotheses (See Sec. 4.2) we created a repeatable point

selection and reading scenario within our visualization application. We chose to simulate a reading

task within 3D point cloud visualizations with relatively sparse spherical occluders. This is a typical

scenario in the exploration of 3D scatter plots and fluid dynamics visualizations [Novotny et al.,

2019]. Our selected visualizations consisted of synthetic 3D particle data, with each dataset filling

a volume of one cubic meter and particle diameters of 4cm. Particles were randomly placed within

these volumes at a density of 1000 (low density) and 4000 particles per cubic meter (high density).
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The size of one cubic meter was selected based on prior interaction experiments [Dingler et al.,

2018] and observations from our pilot studies. The extent of the dataset allows users to study and

interact with the data in a standing position without additional walking motion.

Within each dataset, we selected a set of ten particles as anchor points for tooltips. To ensure

comparable occlusion properties of these anchor-points within each synthetic dataset, all points

were located within the central 66% of the volume along X, Y and Z axes. Additionally, the points

were staggered into ten distance intervals relative to the user’s head position, to represent reading at

various depths encountered in exploration tasks.

Anchor points were highlighted as distinct red particles within the dataset with a slightly in-

creased diameter (5cm). Bringing the virtual tip of the wand tool close to the 3D location of an

anchor point (within a 5cm distance) revealed the attached tooltip text panel. After a tooltip had

been visited, the corresponding anchor point changed to orange color to indicate completion of the

reading task. The central placement of anchor points and their extended activation radius ensured

that participants were able to change their targets in minimal time. The inclusion of the relatively

minor task of manually selecting data points ensured that participants were physically engaged with

the presented visualization and force intuitive upper-body movement, without deterring from the

overall reading task.

Text panels were displayed with either static (orthogonal to the X-Z plane of the dataset) or user-

facing facing orientation, to evaluate our hypothesis H1. Orthogonal to this condition, we rendered

tooltips either embedded within the particle cloud or with occluding particles in front of the panel

removed, to test hypothesis H2. Within a given dataset all tooltips were displayed with the same

orientation and rendering condition. We evaluated text panel orientation and occlusion conditions

in both low and high density datasets, resulting in a total of eight testing conditions. To increase

robustness against outliers, each reading task condition was repeated once for each participant.

Each participant completed a total of 48 text panel reading trials. An example rendering from user

perspective can be found in Figure 4.3. Table 4.2 shows the combination of conditions tested within

a full trial series on a VR device.

The text displayed on each tooltip was a combination of three words of similar length, syllable-

count, and vowel-count. Only words between seven and nine characters length, with exactly four

syllables and three to five vowels were selected from an English dictionary [YouGoWords, 2018]

(e.g. “Naturally Accumulate Numerator”).

During pilot runs of our experimental design we found that users used several different strategies

to avoid occlusions in front of text panels. These included walking around the visualization to find

the best possible reading perspective or moving their viewing position inside the dataset to put some

of the occluding elements out of view. While these differing strategies were interesting observations,
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Table 4.2: Trial IDs and their associated condition settings. The trial order was randomized within

each VR device.

Trial ID Density Orientation Overlay

1,2 low static unoccluded

3,4 low static occluded

5,6 low user-facing unoccluded

7,8 low user-facing occluded

9,10 high static unoccluded

11,12 high static occluded

13,14 high user-facing unoccluded

15,16 high user-facing occluded

they caused greatly varying reading speeds across initial participants. To avoid this confounding

factor we enforced a set of movement restrictions that reduced the number of possible interaction

strategies as listed in detail in the procedures section (Sec. 4.2.3).

4.2.3 Procedure

The entire study was conducted at Brown University’s VR facilities, which house setups for all three

VR devices in the same building. Each study participant completed the entire experiment within one

session, performing tasks in all VR environments as part of the within-subject design. Upon arrival

at the facilities we collected demographic information with a pre-experiment questionnaire. This

survey included questions about individual experience with VR systems and scientific visualization

in general. We measured each participant’s interpupillary distance and eye height in standing posi-

tion to customize VR visualizations for each individual. As final step before starting the three VR

device trial series, we measured visual acuity with a physical LogMAR chart to confirm the 20/20

vision requirement set for each participant.

While each participant completed tasks in all three VR devices, we permutated the system order

using a standard latin square design between participants. Within each system the procedure was as

follows:

Visual Acuity

Participants performed standard LogMAR acuity tests at a virtual chart distance of 4 meters (13

feet). This matched the examination procedure in the preliminary physical acuity test. The visual

acuity score was determined based on the number of correctly perceived optotypes at different

angular resolutions.
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Reading Speed

We measured the baseline reading speed of participants in each of the three VR environment using

3D text panels with standardized Radner sentence optotypes. These test sentences for measuring

reading acuity and speed were designed to be “as comparable as possible in terms of number of

words (14 words), word length, position of words, lexical difficulty, and syntactical complexity”

[Radner and Diendorfer, 2014]. To minimize distortions, the panels showing Radner sentences

were oriented to always directly face participants at eye level (i.e., billboarding). In each system,

we tested five angular text resolution conditions placed at distances of 0.6 and 1.2 meters (2 and 4

feet) from the head of participants. The angular text sizes were chosen based on common LogMAR

scale sizes, as suggested by Radner and Diendorfer [2014]. The tooltip distances represent distances

within arms reach and fall into the effective distance range proposed by Dingler et al. [2018]. Due

to the limited number of sentence optotypes available, we chose to use angular text size steps of

0.2 LogMAR and to repeat sentences in multiple conditions. To avoid confounding memorization

effects, we did not repeat sentences within a given VR device and used each sentence at most twice

between conditions.

To accurately measure reading time, users were first presented with blank panels matching the

size and shape of the text panel. The corresponding text was shown after a participant pulled the

trigger button on the interaction wand. We asked participants to read the shown sentences as quickly

and accurately as possible out loud. Reading speed was then measured as the time between revealing

the text to the end of the vocalization.

Tooltip panel reading

In each tooltip reading trial, a one cubic-meter volume of synthetic particle data was placed in front

of participants. Ten highlighted particles had hidden tooltip text panels attached to them. Partic-

ipants were asked to navigate their wand to each highlighted particle and read all ten tooltip text

panels out loud as quickly and accurately as possible from a defined standing position. Partici-

pants were instructed not to step away from their standing position, indicated by a circle on the

floor. Other body movement like leaning towards the dataset and crouching was allowed. A study

assistant was present behind participants to ensure these movement restrictions were followed.

Before starting the 16 trial series in a VR device, participants completed a training task, which

introduced them to the interaction concept of pointing the wand tool at highlighted particle locations

to reveal tooltip text panels. They were also informed that they could request a break at any time, to

accomodate for cases of simulator sickness. Before and between trials, participants were shown a

text panel reminding them of the task instructions. With a pull of the wand trigger participants were
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able to start a trial, which revealed a particle dataset and the associated highlighted tooltip loca-

tions. Upon reading the final tooltip, timing was completed by the study examiner, and participants

were returned to the intermediate instructions text panel. The trial order was randomly permutated

between VR devicess and participants.

After completing all trials within a system, participants were asked to complete a NASA Task

Load Index (TLX) questionnaire to inform us about differences in perceived workloads across en-

vironments.

The study concluded with a post-experiment questionnaire in which we asked participants if and

how our evaluated conditions affected their effectiveness in text panel reading tasks.

4.2.4 Participants

We recruited 18 volunteers between the ages of 18 and 25 (Mean 20.6 years) from the student body

of Brown University, forming a pool of seven female and nine male participants (two participants

chose not to disclose their gender). Seven participants reported normal vision, nine used glasses

and two used contact lenses to correct their vision. The majority of participants (15 out of 18) were

native English speakers. Five participants reported expertise with 3D visualizations and/or video

games but only one reported frequent use of VR devices. Participants on average took 65 minutes

to complete the experiment and were compensated at a rate of 10 USD per hour.

4.3 Results

4.3.1 Visual Acuity

The LogMAR visual acuity scores collected in each VR system revealed interesting results tying

character perception to the visual resolution of VR systems. Scores collected in the physical space

control condition showed that participants had 20/20 or better vision (LogMAR score of 0 or below),

with the exception of one participant with 0.2 LogMAR acuity. In the YURT, participants achieved

a score of 0.18 on average. In the HMD conditions average LogMAR scores were 0.54 in the HTC

Vive Pro and 0.6 in the HTC Vive system (Figure 4.4, Figure 4.5). Repeated-measures mixed-

model analysis indicated significant differences between the LogMAR results in the 4 conditions.

Full-factorial paired t-tests with Bonferroni correction revealed significant differences between the

Physical, YURT and combined HMD conditions, but not between the HMD conditons (t(17) =

3.41, p = 0.003, α = 0.0017 between HTC Vive and HTC Vive Pro, p < 0.001 in all other

pairings).
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Figure 4.4: Visual acuity measurements of users in the real world and within our three evaluated VR

environments. A LogMAR score of zero indicates 20/20 vision. Differences between all conditions,

except between the two HMD systems, were statistically significant. Blue error bars within box plots

represent the 95% confidence interval of the mean LogMAR score.

4.3.2 Reading Speed

The collected reading times of Radner sentence optotypes revealed similar differences between VR

device conditions. The expected reading time under optimal conditions is 5 seconds per sentence.

Our collected study results matched these reading times in all three VR devices in conditions where

the effective text size was covering at least 19.5 arc minutes (LogMAR 0.8) of the participants visual

field. Below that size, we measured significant reductions in reading speed in all environments

until participants could no longer complete the reading tasks. The lowest readable text sizes that

could reliably completed by system were 23.9 arcmin (LogMar 0.7) in the HTC Vive, 19.7 arcmin

(LogMAR 0.6) in the HTC Vive Pro and 9.8 arcmin (LogMAR 0.3) in the YURT environment

(Figure 4.6).

4.3.3 Tooltip Panel Reading

We processed the task completion times of the combined three-word reading trials using a full-

factorial repeated measures mixed-model analysis with the 8 trial and 3 VR device conditions mod-

elled as within-subject factors. Our analysis on log task completion times indicated several signifi-

cant main effects and interactions between condition groupings, that were further investigated using

post-hoc paired t-tests with Bonferroni correction.

The strongest statistical outcome was a two-way interaction between text panel occlusion and

density condition (Figure 4.7). Task completion times differed significantly between occlusion con-

ditions when panels were placed within high density particle datasets. Occluded text reading in high

density data took on average 22 seconds longer to complete than in the other three conditions. Post-

hoc pared t-tests between all four conditions confirmed statistically significant between the “oc-
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Figure 4.5: Resolution-dependent differences in screenshots of the LogMAR chart representation

between the (left) HTC Vive and (right) YURT environments. The red rectangle shows the effective

resolutions of LogMAR 0.5 and 0.4 lines of the chart. While the charts appeared at the same size

and distance to users within the respective VR environments, the lower angular resolution of the

HMD screen reduced the area covered by the chart on the actual display. It is therefore difficult to

reliably read text below LogMAR 0.5 on an HTC Vive display.

cluded high density” condition and the other conditions (“occluded low density”: t(107) = 29.04,

p < 0.0001; “unoccluded high density”: t(107) = 26.82.73, p < 0.0001; “unoccluded low den-

sity”: t(107) = 33.99, p < 0.0001; α = 0.0017).

In similar fashion we found a two-way interaction between occlusion conditions and VR plat-

form. Post-hoc paired t-tests showed no significant differences were found across the three plat-

forms within the unoccluded panel condition. However, all occluded conditions were significantly

slower than unoccluded conditions, and reading occluded text on the HTC Vive took on average ten

seconds longer than in the YURT environment (t(72)=-7.57, p < 0.001, α = 0.0017, Figure 4.8).

Embedded text panels in the HTC Vive Pro did not show significant differences to the correspond-

ing YURT and HTC Vive completion times. Apart from these results, we did not find further main

effects or interactions on task completion time.

4.3.4 Participant Reported Results

Finally, we collected self-reported participant responses with NASA TLX forms after each VR

condition and post-experiment questionnaires. The seven questions of the TLX assess cognitive and

physical workload perceived by participants and their confidence in the outcome. As Figure 4.9

shows, all three VR systems perform similarly in most of the collected categories, with a non-
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Figure 4.6: Average sentence reading times over text size in different VR Environments and text

panel distance conditions. Reading speed decreased from five seconds at large angular sizes (Log-

Mar >0.8) to up to ten seconds at smaller sizes. Users in HMD conditions were not able to complete

all reading tasks and reached critical reading speed at larger angular sizes than in the YURT con-

dition, highlighting the effect of display fidelity. Error bars represent the 95% confidence interval

of the mean reading time. Vive Pro data points (blue) show the angular text size for each condi-

tion. Vive and YURT data points represent the same text size, but are shifted slightly to increase

readability.
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Figure 4.7: A two-way interaction was found between occlusion and density conditions. Participants

took significantly longer when reading occluded text panels in high density datasets, while in low

density datasets we did not find a similar effect.

significant trend towards higher-fidelity systems. This is exemplified in the mental demand category

(Q1), where tasks in the YURT were rated as less demanding.

The post-experiment questionnaire indicated that users preferred the YURT as display environ-

ment for the presented reading task, followed by the HTC Vive Pro and the HTC Vive (Figure 4.10).

Asked about the text panel orientation preferences, we found that there was no clear preference

in low density conditions, while in high density conditions user-facing text panels were preferred

(Figure 4.11).

A majority of participants preferred the use of unoccluded tooltips to embedded ones. With 14

out of 18 participants reporting that the unoccluded representation had a strong influence on their

task performance. This preference was stronger in high density datasets (Figure 4.12).

4.4 Discussion

We found partial support for our initial hypothesis with the collected results, and were able to gather

several key insights about effective text panel scale and placement.

4.4.1 H1. Static vs. User-facing Text Panel Orientation

Our hypothesis that user-facing panels have a significant advantage over static ones was not sup-

ported by the quantitative tooltip reading data collected in this experiment. This was likely caused

by the study design which limited participant movement during the experiment. Not allowing users

to walk into or around the dataset meant that the effect of user-facing panels was not as noticeable,
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Figure 4.8: A two-way interaction was found between VR environment and occlusion mode shows

differences with regard to the occlusion setting. In the occluded setting, we found a statistically

significant effect between Vive and YURT conditions, which was not present in the unoccluded

condition.

since the participants could not get in a situation in which they had to look a static panels from a

steep viewing angle. The maximal deviation from a straight on viewing angle in the static case was

30° for text panels close the the participant. Given this outcome we can neither confirm or reject

this hypothesis.

We originally assumed that the better alignment of the tooltip text with the pixel matrix of the

used VR display would significantly increase the readability of the displayed text. However, this

might not have been a deciding factor for the text representation style used in our study. The tooltips

displayed only 38 characters on average, which is relatively short for a text panel. With the chosen

font size and panel distance, a majority of the text could be displayed in the center of the screen

of a VR headset, which is also the least distorted area of the pixel matrix. This may have reduced

the impact of slightly slanted views onto text panels, due to the higher effective resolution. Work

by Grout et al. [2015], partially supports this insight, as they found that small curved text panels do

not lead to improved reading performance when compared to flat ones if they can be viewed at the

center of an HMDs screen.

While not supported by reading speed, we did collect participant responses on the advantage

of using user-facing panels. Especially in dense particle volumes, the orientation behaviour allows

users to maneuver the text away from occlusions placed right in front of the tooltip, which made

reading “easier due to allowing the panels to come in front of/behind objects in the scene.” Our

collected user preference rating for panel orientation supports this interpretation (Figure 4.12).
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Figure 4.9: An overview of the NASA TLX survey results collected from every participant after

completing tasks in each VR environment, binned into a 7-point Likert representation. (Question

4 responses range from “1, perfect” to “7, failure”). The results show a minor preference of par-

ticipants towards higher fidelity VR environments, however we did not find a trend with statistical

significance.
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Figure 4.10: Post-experiment questionnaire results indicate a strong preference of the high-fidelity

YURT environment over the two HMD systems.
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Figure 4.11: Post-experiment questionnaire results showed that a majority of study participants

preferred user-facing text panels in high density datasets. No clear preference for a methods was

found in low density datasets.

4.4.2 H2. Occluded vs. Unoccluded Rendering

The UI concept of overlaying tooltips over a visualization to increase readability was strongly sup-

ported by our collected quantitative and qualitative data. However, differences were only noticeable

in situations with high numbers of occluding objects, such as our high density volume condition.

To our surprise, only 2 out of 18 participants reported that the visual artifacts created by remov-

ing all objects in front of a text panel caused them any visual discomfort. A possible explanation

for this might be that our experimental task was mainly focused around text perception and omitted

analysis tasks on the particles themselves. One participant mentioned that the unoccluded tooltips

“sometimes made it hard to navigate the space looking for next spheres.”

In our study, text panels were relatively small and only covered a small part of the visualization

when shown unoccluded. We could not clearly determine at which size a text panel starts to interfere

with its host visualization. This size boundary likely depends on the data analysis task at hand and
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Figure 4.12: Based on the post-experiment questionnaire, we found that study participants preferred

reading from unoccluded text panels in both density conditions

requires a more specific experiment to confirm.

4.4.3 H3. Display Hardware

Higher display fidelity had a significant impact on text panel reading performance in difficult reading

situations, partially confirming our third hypothesis. This benefit can best be explained by the higher

display resolution offered by our YURT environment, compared to the two HMD devices. The

advantage of increased resolution was shown clearly in the visual acuity and reading speed part of

the experiment. In the YURT environment participants were able to read text at significantly smaller

angular sizes (Figure 4.4 and 4.6). This sharper font representation allows text to be more easily

readable even if characters are partially occluded, as it happens in the high density condition.

However, despite the claimed retina resolution of the YURT, participants obtained lower visual

acuity scores than in the physical control condition. This has likely been caused by a combination of

the overall contrast of YURT projectors and distortions of the LogMAR chart by rendering functions

that correct the projection for the curved screen surface.

In tooltip reading tasks we only found significant differences between environments when a high

amount of occluders where present, and only between the YURT and HTC Vive systems. This was

likely the result of the choice of angular text size in that part of the experiment. To provide similar

reading speed conditions between all three environments, we chose a text size equivalent to 0.8

LogMar character optotypes informed by our pilot experiments. In situations with few occluding

particles, all three systems provided equivalent levels of text readability. Once a high number of

occluders are present, reading performance increases with display resolution. Overall, we only

found a weak trend towards faster reading speeds in higher fidelity systems (Figure 4.13).

This indicates that the optimal tooltip representation parameters are dependant on the visual

fidelity of a VR system. Smaller text size and tooltip panels would, for example, allow for an
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Figure 4.13: Overall comparison of task completion times between VR Environments. Due to the

similar reading performance of participants in the low density condition, we only observed a non-

significant trend towards faster reading speeds in higher resolution systems.

unoccluded representation that minimizes covering host visualizations.

4.4.4 Limitations

Comparing VR systems of very different architectures potentially introduces confounding variables

due to platform specific hardware characteristics. In this study we attempted to minimize perceptual

differences between the YURT and HMD environments. To match the color representation of 3D

objects in the HMD condition to the lower brightness of the projector-based YURT setup, HMD

brightness had to be reduced to 60%. However, we chose to leave contrast and black-level at the

best setting for each environment as we see it as a defining characteristic of the display system.

Similarly, we did not reduce the higher frame of HMD systems (90 fps) compared to the YURT (60

fps). To minimize user interaction differences, only the index finger trigger buttons of the respective

wand tools were used in the experiment (Figure 4.2). Despite the higher black level and lower frame

rate of the projector-based YURT, it still stood out as the preferred platform both quantitatively and

qualitatively.

A majority of our study participants (11 out of 18) used glasses or contact lenses to correct

their vision. While none of them reported any discomfort using VR devices during the experiment,

the use of vision correction might distort the representation of the virtual environment, especially in

conjunction with the optical lenses of HMDs. We did not find a significant effect of vision correction

on our study outcomes, but selecting for participants with uncorrected normal vision might eliminate

a confounding factor in future experiments.

4.4.5 Guidelines and Open Questions

Based on the results gathered in our study, we can make the following recommendations on effective

text panel display in immersive VR:

54



• Angular text size:

We found that an angular size of approximately 30 arcmin (LogMAR 0.8) was the lowest

size that could be read without loss in reading speed across all evaluated platforms. We

recommend not going below this text size in applications targeted at current HMD hardware

(e.g, HTC Vive 2019). It is important to note in high-fidelity displays like the YURT even a

50% reduction of this text size did not lead to slowed reading speeds. In situations with large

amounts of text or high levels of occlusion, a heigfher resolution display should be preferred.

• Occlusion removal:

Our experiment showed that in environments with large numbers of occluders, removing ob-

jects in front of text panels significantly increases readability. While we can not give a direct

recommendation at which occluder density removal techniques should be considered. We

suggest testing readability of text panels in the most difficult occlusion conditions expected

in a given VR application, and to consider occlusion removal if reading comfort is an issue.

• Text panel orientation:

While we did not find a quantitative effect of user-facing text panels on reading perfor-

mance, our collected qualitative responses indicated user preference of dynamic orientation

in occluder-rich scenes. We recommend to at least consider dynamic panel orientation in

applications which require significant user movement within a scene or environment.

• VR environment:

Finally, we want to emphasize the importance of testing VR application usability across a

variety of different environments. Hardware fidelity components, in particular display reso-

lution, have a measurable impact on the usability of a visualization tool. We recommend to

defining default text representation parameters based on the lowest-fidelity target VR display,

and providing ways to tune these parameters in higher-fidelity environments.

In general, if a high amount of text is expected within an application, we recommend devel-

oping for VR displays with a high-resolution to provide users with adequate reading comfort

in compact text panels.

While this study lays some groundwork for effective text panel representation, further studies

are required to resolve more detailed research questions. Especially the relationship between VR

display resolution and angular text size and their combined effect on reading speed, could be ex-

plored in finer increments to create generalized hardware specific font size suggestions. In the case

of our two evaluated HMDs we observed that the higher resolution of the Vive Pro generally pro-

vided better text readability, but not enough to reach statistically significant difference in LogMar
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Scores. A high-resolution VR system could be used to simulate resolution conditions currently not

covered by existing devices to generate reading speed curves that are generalizable between devices.

Likewise, future experiments could benefit from a finer gradation of evaluated angular text sizes.

Our findings show that the drop in reading speed from its maximum happens at different LogMAR

text sizes based on the VR System (see Figure 4.6). The reading speed falloff at this “critical

print size” CPS) [Subramanian and Pardhan, 2009] occurs over a text scale difference of 0.3 Log-

MAR, which matches reading speed evaluations in physical settings. However, research by Radner

[2017] has show that in real world paragraph reading scenarios the expected CPS would close to 0.1

LogMAR for participants of our age range, while even in the high-resolution YURT condition the

observed CPS was close to 0.5 LogMAR. This difference does not match up with the initial visual

acuity evaluation within our study (Figure 4.4) and warrants further investigation.

The negative impact of density and size of occluding objects in front of VR text panels warrants

more investigation. Finding the density thresholds at which text reading speed starts to diminish

could lead to better recommendations on when to consider occlusion removal as an option. Ad-

ditionally, rather than simply removing occluding objects, other methods of occlusion reduction,

such as transparency or size changes could be evaluated to avoid a loss of dataset context while still

enhancing readability.

Another open question is, whether the use of readable words was a confounding factor when

evaluating occlusion conditions. Due to the length of words participants have very likely guessed

some of the occluded characters based on the context of the entire word. This situation might be

a common occurrence that can be exploited in visualizations that use text panels to name specific

regions of a visualization. However, when numeric outputs are shown it will often be necessary to

remove occlusions, to ensure that every digit can be read. A study evaluating number reading would

likely uncover different practical limits for text size and occlusion coverage.

Finally it would also be of interest to investigate the use of text panels with text sizes smaller

than the proposed limit for a given resolution during general use. This would force specific user

interactions, like moving closer to the panel, in order to read the content. Finding a balance between

smaller, less intrusive text panels and the amount of effort required to read the panel could lead to a

more efficient use of the available virtual space.

4.5 Conclusion

Our results show that several display concepts of tooltips can be transferred from 2D desktop ap-

plications into immersive VR visualizations. In particular removing occlusions in front of 3D text

panels was very effective in increasing the text readability. In difficult reading conditions with high
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numbers of occluding objects, displays with higher visual fidelity offer improved reading speed,

even without removing occlusions in front of the text panel. We could not confirm significant ad-

vantages of orienting tooltips to always face the user within our experimental framework. Finally,

we provide angular size recommendations for effective text representation in current VR hardware

systems.
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Chapter 5

Feature Perception in Immersive MRI

Visualizations

While the previous two chapters focused on evaluating general data exploration tasks performed by

untrained study participants, it is also important to analyze performance and feedback from expert

users analyzing their data in immersive settings. In this chapter we present a study evaluating the

potential of VR visualizations to identify surface blood vessels in a magnetic resonance imaging

(MRI) scan of a human placenta.

This work is motivated by the need for better methods for analyzing placental vessel structures

and planning fetal surgical interventions. Vascular anatomy is typically explored in the diagnosis

and treatment of several pregnancy disorders, including the main research area of our collaborators:

twin-to-twin transfusion syndrome (TTTS). TTTS is a rare and potentially lethal condition affecting

twin fetuses who share a placenta but have separate amniotic sacs; it causes disproportional blood

transfer between the two through communicating placental vessels. Both fetuses are at very high

risk of dying in utero [Luks et al., 2005]. In clinical practice, TTTS is diagnosed by ultrasound (US)

[Lombardo et al., 2011]. While surgical planning from 3D medical imaging is possible, it is not yet

possible to map out the harmful placental interconnections in advance [Luks et al., 2001]. Vascular

anatomy is usually visualized by injecting radio-opaque contrast agents directly into a patients blood

vessels (angiography). This approach is not appropriate in the fetus, as puncturing its blood vessels

would be too invasive, and contrast agents would be potentially toxic. Thus, surgeons typically

identify problematic vessels connections by examining the placental surface through a fetoscope

during surgery. In general, no additional medical scans are obtained, which prevents meaningful

planning of the intervention.

The goal of our project was to lay the groundwork for a VR-based medical visualization tool
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to support the planning of placental surgery. As a proof of concept we created an immersive direct

volume rendering application which allowed expert users to trace and mark vessels within placental

MRI datasets. Our reason for using a VR display was two-fold. The first was navigation. Depending

on its location within the amniotic bubble, the surface of a placenta might form a relatively complex

shape. We posit that the intuitive head and body motion to control the view in VR will aid medical

professionals in their vessel tracing task. Additionally, we evaluate whether the enhanced depth per-

ception of the immersive visualization allows participants identify placental vasculature accurately

and consistently without the use of contrast-agents or prior vessel segmentation in the dataset.

This chapter is based on:

J. Novotny, W. R. Miller, F. I. Luks, D. Merck, S. Collins, and D. H. Laidlaw. “Towards Placental

Surface Vasculature Exploration in Virtual Reality.” IEEE Computer Graphics and Applications,

40(1): 28-39, Jan.-Feb. 2020.

J. Novotny and W. R. Miller contributed to the implementation of the VR application and the

study design on equal terms. All authors provided their domain knowledge to the project and con-

tributed to the writing of the publication.

The remainder of the chapter is organized as follows: Section 5.1 details the motivation for our

work and its context in prior studies. In section 5.2 we present our experimental setup, procedures

and collected metrics followed by a report of our findings in section 5.3.3. Finally, we discuss our

outcomes and present our conclusions on the effective use of VR for placental MRI scan exploration

in sections 5.3.5and 5.3.6 respectively.

5.1 Related Work

The size and structural features of the placenta can be important indicators for complications during

a pregnancy. Analyzing in-vivo scans of the placenta from medical imaging data (usually ultra-

sound) is common practice in prenatal care [Elsayes et al., 2009]. The now wide availability of 3D

scanning modalities offers new opportunities for a more accurate diagnosis. Luks et al. showed

the benefits of volume renderings of uterine MRI scans in planning TTTS procedures on a desk-

top computer [Luks et al., 2001]. Their system helped users understand the spatial relationships

between the placenta, umbilical cords, and fetuses. However, visualizing small communicating ves-

sels on the placental surface was not possi-ble. Unlike previous work, our approach, which leverages

higher-resolution data and 3D VR navi-gation, lets users inspect vessels that are small enough to be

potentially relevant connections in TTTS cases.

Wang et al. have introduced a semi-automatic system to analyze the placenta in MRI scans.

Their Slic-Seq system uses machine learning to generate segmentations of the placenta with min-
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imal user interaction [Wang et al., 2015]. In follow-up work they augmented Slic-Seg to work on

multiple scans taken from different views [Wang et al., 2016]. A recent approach by Alansary et al.

[2016] presents a fully automatic segmentation framework for the placenta from motion-corrupted

fetal MRIs. Their proposed framework adopts convolutional neural networks (CNNs) as a strong

classifier for image segmentation followed by a conditional random field (CRF) for refinement. In

contrast to these related systems, we remove only occluding anatomy (i.e. fetus and parts of the

umbilical cord) from the dataset by manual segmentation, to retain the context of the uterus walls

in our experimental visualization. The existence of these placenta-segmentation methods suggests

that this process can be automated in future experiments.

While VR interaction techniques are generally intuitive, users often require some training to

effectively use the full range of capabilities offered by VR environments. Selecting the right in-

teraction methods for a given task is critical in creating a successful application. Several studies

have investigated the advantages and disadvantages of VR systems in relation to traditional desktop

setups. Pausch et al., comparing a VR interface and a stationary monitor for search tasks [Pausch

et al., 1997], found that VR users were no more accurate at finding all targets in the space than

stationary monitor users; how-ever, they were significantly faster at determining whether a target

existed in the space because they spent much less time reexamining previously searched areas of

that space. In the context of medical applications, arriving at a quick diagnosis is an important

efficiency consideration and was one of the reasons for our VR experiment.

Olwal and Feiner [2003] discussed the difficulties in pointing to VR objects when they are so

close together as to cause pointing ambiguity or visual occlusion and introduced a flexible pointer

system that improved pointing results in their experiments. Investigating a similar problem, Keefe

et al. [2007] described the difficulties of 3D tracing tasks in VR. Finding that freehand 3D tracing is

difficult even when augmented with simulated friction haptic feedback, they developed a controlled

tracing method to simplify drawing curves in 3D space. To avoid these problems, our annotation

tool was based on separate line segments instead of continuous curves resulting in reduced difficulty

and training time.

5.2 Methods

5.2.1 Dataset

The dataset used in our experiment was a uterine steady-state free precession T2-weighted MRI

scan of a singleton fetus, shown in Figure 5.1, with voxel size 0.7 0.7 1.2 mm. The image slices

had resolution 512 512 pixels (resampled from a 256 256-pixel acquisition matrix), and we used
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Figure 5.1: 2D renderings of the MRI scan used in our experiment highlighting placenta and bladder

on the left as well as placental surface and fetus on the right. The image on the right contains a partial

volume rendering overlay indicating the position of the fetus.

45 slices showing the volume containing the placenta. The placenta was aligned with the X-Y plane

of the volume with minimal curvature, result figures/plots in this article are therefore project-ed

to this plane. We used an anonymized MRI scan of a single pregnancy at 25 weeks gestation as

a stand-in for proof of principle. The imaging data of the fetus was manually removed from the

MRI scan to reduce occlusion of the placenta surface. Unfortunately, this also included areas where

the fetus was in direct contact with the placenta, creating stair-shaped rendering artifacts. This

manual removal step might be avoided in the future, by using automated methods as discussed in

the Placental Visualization sidebar. A rendering of the original dataset, including the fetus, is shown

in Figure 5.2, while the rendering shown to participants, without the fetus, is displayed in Figure 5.3.

To ensure that all vessel details were visible, the data were displayed at 6.8 times their original size,

a scale suggested by our medical collaborators during pilot runs of our experiment. Relevant vessels

were only visible on the user-facing side of the dataset, reducing the need to examine the dataset

from all sides.

5.2.2 VR Environment

We carried out our experiment within the YURT (YURT Ultimate Reality Theater), Brown Univer-

sity’s advanced CAVE display [Kenyon et al., 2014]. It is equipped with 69 high-definition stereo
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Figure 5.2: The volume-rendered MRI scan including the fetus displayed inside the YURT. The VR

visualization was displayed as a 2.4 m-tall virtual object to fully utilize the YURTs available space.

projectors that use rear projection to illuminate a cylindrical wall, cylindrical doors, a conical ceil-

ing, and a 12.5 m2 floor. For a user in the center of the YURT, the array or projectors provide

effective resolution of 1 pixel per arcminute (approximately that of the human eye) and a visual

surround of 3.8 radians (about 95% of complete surround). Within the YURT, users wear Volfoni

3D glasses and use an Aimon PS wireless wand controller, both tracked by an array of 8 OptiTrack

Prime 13W infrared cameras on the YURTs ceiling. The visualization software used for the study

was based on 3DVisualizer, a volume renderer built using the Vrui (Virtual Reality User Interface)

toolkit, created by Oliver Kreylos at the UC Davis W.M. Keck Center for Active Visualization in

the Earth Sciences [Kreylos, 2008]. We augmented 3DVisualizer to support illuminating the vol-

ume rendering with a light source at the user’s head position and added a regularly spaced 3D grid

to augment understanding of the space. Figure 5.3 shows a view of the dataset from within the

YURT; for comparison, Figure 5.1 shows a typical clinical 2D rendering of the same scan. During

the experiment we ensured a frame-rate of at least 50 stereo frames per second.
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Figure 5.3: Close-up of a user tracing vessels in our VR setup. The red cone indicates the tip of

the wand from user perspective. Annotating line segments are drawn between 2 wand positions

confirmed by button presses.

5.2.3 Interaction Methods

The YURT offers basic interaction methods expected in a modern room-scale VR environment,

allowing participants to move freely around the dataset to investigate it from different perspectives.

The wand toolscan be used to move the dataset itself with six degrees of freedom. Annotations are

created by placing separate line segments with the wand tool. A line segment is started at the tip

of the conical wand marker with an initial button press and then stretches to follow the wand tip

until its placement is finalized with a second button press. The visualized dataset is rendered as a

solid volume, wand marker and line segments are therefore covered by the dataset surface whenever

they extend into the volume, which aids the accurate placement of lines on the placental surface.

Additionally, we gave participants two functions: an undo function to remove the most recently

drawn segments, and a reset function to remove all annotations and return the visualization to its

original state. Figure 5.3 shows a user drawing these line segments.

5.2.4 Participants

We recruited eight medical professionals from Rhode Island Hospital and Women & Infants Hos-

pital of Rhode Island to volunteer as participants of in the study. They all had experience working

with placental anatomy.
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5.3 Procedure

The experiment was performed at our VR facilities at Brown University. We began by introducing

participants to the equipment and the dataset. All available user interaction methods were demon-

strated, and participants were given a short time to get used to controlling the environment. We also

informed the participants of the camera in the YURT that recorded videos of each session and the

microphone on headphones that recorded audio. Additionally, we explained that we were collecting

tracings and interaction logs within the application during the experiment.

We asked our participants to practice tracing the edge of the dataset to get used to basic VR

interactions. During this initial training stage, we specifically introduced participants to the concept

of tracing in 3D space and instructed them to make use of spatial depth in their tracing process; we

verified their understanding of the concept visually by inspecting test tracings left by the participants

on a predefined target ridge feature. We asked participants to be as accurate as possible and imposed

no time limit to allow free exploration of the visualization.

We then cleared all tracings and moved on to the trials. Each participant completed three trials

on the same dataset, whose goal was to trace all the blood vessels on the placental surface. This task

included searching the placenta for surface structures, decide what should qualify as a vessel, and

marking the identified vessels with line segments, rendered as red cylinders. An example tracing is

shown in Figure 5.3.

Because annotations were made with line segments, we instructed participants to use a larger

number of shorter segments in areas of high vessel curvature to represent the shape accurately.

Participants were also asked to express their thoughts about the data and task during running trials,

so that we could record and study them to learn about the utility of the visualization and interaction.

After finishing the three trials, the subject was given a free-form interview and asked about the

visualization, the experience of exploring medical data in VR, and potential applications of the

technology. Each participants session totaled approximately 30 to 45 minutes. The experimental

protocol was approved by our universitys IRB.

5.3.1 Reference Dataset

To evaluate and analyze the obtained data, we created an expert set of tracings (Figure 5.4). This

dataset was initially created by our fetal surgeon collaborator in the VR environment used for the

experiment and benefited from his extensive experience with the data and equipment. However, this

reference tracing still included minor offsets from the placental surface. We generated a more accu-

rate reference dataset by projecting the tracing data onto the surface and manually retraced it with

connected line segments at higher resolution using the 3DSlicer open-source medical visualization
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framework [Kikinis et al., 2014].

5.3.2 Metrics

To compare participant tracing data to the reference dataset it was necessary to re-project line seg-

ments onto the placenta. While some tracing segments were located exactly on the placental surface,

most were drawn hovering over that surface. We recorded an average offset distance of 2.4 cm across

all participants, with outliers of up to 9 cm. This can be attributed to the users inexperience with 3D

VR interactions and the difficulty of simultaneously searching for vessels and keeping the cursor

on the placental surface while tracing them without haptic feedback. To overcome this problem

in participant tracings, we recorded their head positions at the moment they created each segment

endpoint and used the lines passing through each pair of head and tracing positions to identify the

intended line segments on the placental surface. This method let us use the distance between the line

of sight for each tracing and the closest expert reference point to evaluate how much each participant

results agreed with the expert about blood vessel locations.

To compare the obtained participant tracings to the expert dataset we defined all reference seg-

ments within 2 mm (patient scale; 13 mm within the virtual environment) of projected partici-

pant tracings as correctly identified. The error distance was chosen together with our collaborator

based on the size of vessel features and the expected accuracy in our experimental VR environment.

Within our study participant precision was therefore the length of line segments within error range

of the reference tracing over total tracing length and sensitivity was the length of correctly identified

reference line segments over total reference length.

5.3.3 Results

We found that participants were able to identify blood vessels of 1 mm diameter in our MRI VR vi-

sualization, a size relevant to the diagnosis and treatment of vascular diseases like TTTS. Figure 5.5

shows the results of all participant tracings, color-coding the segments which fell within 2 mm of

the expert reference green, and those that did not red. Most participants achieved a tracing precision

greater than 75% when evaluated against the expert reference tracing, with a lower bound of 59.8%.

Detailed analysis shows notable variability among participants with respect to the expert ref-

erence and to one another (Figure 5.6). Table 1 lists the individual quantitative results. While

individual total coverage varied greatly, we see that most tracing results fell within the margin of

error for each participant. We found that most participants were conservative in annotating vessels

and often did not trace them as far the expert user, which in turn reduced their overall coverage ra-

tio. As vessels become progressively thinner with increasing distance from the umbilical cord, their
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Figure 5.4: Reference tracing created by our expert collaborator projected onto the XY plane.

surface features get fainter and they start to blend in with scanning artifacts. Having less experience

with placental vessel trees, most participants therefore stopped tracing early.

Some branches of the vascular tree were identified only by a subset of participants. We identified

two reasons that multiple participants missed blood vessels. Several vessel branches in the lower

left and lower right of the vascular tree showed comparatively faint features that were frequently

overlooked. Additionally, the arcing blood vessel on the top right was reportedly difficult to identify

because it followed the wall of the placenta perpendicular to the rest of the mostly planar vessel

structure, making it more challenging to spot from our standard viewing position.

Beyond the reference dataset, we found that most participants marked supposed additional blood

vessels around the central umbilical cord. False-positive annotations to the top left of the umbil-

ical cord center (Figure 5.6.c, 5.6.d and 5.6.f) can be attributed to an artifact in our visualization.

To give participants a sense of scale, we superimposed a 3D grid over the visualization, creating

raster outlines and isolines as seen in Figure 5.3. The incorrectly marked vessels coincide with an

isoline at the same location and have most likely been misidentified. Likewise, several participants

misidentified a vessel right below the umbilical cord that is located at one of the visual artifacts

created by the segmentation and removal of the fetus.

Apart from these two common areas, each participant annotated individual additional vessels,
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Figure 5.5: The segments of all participant trials overlaid on the expert reference in the XY plane.

The expert reference is shown in black; segments with projections within 2 mm of the expert ref-

erence are shown in green; and segments outside that error margin are shown in red. Participant

tracings are shown without projection to visualize the offset of tracings from the reference set.

sometimes tracing vessels farther than the expert and other times marking regions not considered in

the reference data. However, most of these remaining annotations are in areas relatively far from the

umbilical cord, making misidentifications more likely. The completion time for each tracing task

varied greatly among participants and correlated weakly with the number of placed line segments

(Table 5.1). Since no time limit was imposed, some participants spent more time exploring details

of the dataset mainly during the first trial.

5.3.4 User Interaction

Analyzing video recordings and positional data of tracking data, we found that participants remained

relatively stationary during the tracing task. On average, user head positions varied by 0.3, 1.2, and

0.7 m along the X, Y, and Z axes, respectively, relative to the dataset in real-world coordinates.

This shows that participants did not make full use of the horizontal space the VR environment

offered. We believe that this was caused by our method for placing annotation marks. To place line
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Table 5.1: Quantitative results for participant performance.

Participant # of Segments Precision Sensitivity Average Time

1 83 91.5% 48.6% 207s

2 98 74.5% 44.6% 235s

3 179 59.8% 38.3% 274s

4 161 85.1% 52.0% 384s

5 130 75.4% 67.1% 419s

6 105 65.7% 68.5% 301s

7 244 79.9% 85.2% 557s

8 166 79.5% 66.1% 338s

segments accurately, participants had to keep the wand in a stable position while moving their head

to benefit from the parallax effect in VR. This is feasible when stepping forward, back-ward and

while crouching, but more difficult when stepping to the side. We also report that participants rarely

used the wand to rotate or translate the dataset and deduce that they deemed the default orientation

good enough to solve the annotation task.

Figure 5.7 shows an example participant tracing from one trial along with lines indicating where

the participants head was as each segment was drawn. These segments are shown along with a

representation of the front screen of the YURT to give an idea of the space.

5.3.5 Discussion

In the context of the field of expertise of our medical collaborator, TTTS intervention, the study

was an effective proof-of-concept. Participants were able to reliably identify blood vessels of 1 mm

diameter, well within the vessel size targeted at surgical TTTS interventions. Additionally, they

did this in an MRI dataset in which manual and automated vessel segmentation methods were not

producing satisfactory results. This study is a first step towards using MRI visualizations to analyze

placental vasculature without the use of a contrast agent. The expert and all participants agreed that

the ability to view the entire dataset at large scale in VR is a major advantage over more confined

views in desktop environments, in some cases stating that the experience was “amazing”. Based on

participant feedback and experiment results we identified several topics that need further discussion:
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Figure 5.6: Comparison of segments drawn across all eight participants; each plot is labeled by

participant number and all three trials from that participant are overlaid. The expert reference is

shown in black; segments with projections within 2 mm of the expert reference are green, and

segments outside that area are red. Each plot shows the original user input without projection.

Some green lines appear to be offset from the reference tracing; however, projecting them to the

surface from their head position places them within the error margin. Tracings of participant 6 (f)

were trimmed in this figure to match the scale of all plots, the full extent of false positive tracings

can be seen in Figure 5.5.
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Figure 5.7: Example results from a single trial showing the tracing segments in red and the head-

wand vectors in gray surrounded by a representation of the YURT screen.

User Interaction Methods

We found that an actual analysis and planning application in VR would need to consider some of

our results. With the interaction tools currently available, participants in our study could not reliably

keep their vessel annotations on the placental surface. As pointed out by Keefe et al. [2007], drawing

on air is difficult; this is also true of precisely placing endpoints of 3D line segments. While some

of this can be explained by the participants brief learning period and their inexperience with 3D VR

interactions without haptic feedback, we suggest that the interaction tool should assist users in this

task.

We see two ways of extending our current method to address this problem. First, modern VR

controllers often include vibration motors to provide haptic feedback. Using this standard method

would allow us to notify users whether they are currently touching the placental surface with the

wand tool, in addition to visual feedback like highlighting the wand marker. The other option would

be to use a ray interaction tool, like a virtual laser pointer, to interact with the data. This would let

users point to the placental surface and have annotations snap to the intersection point between

surface and ray. Similar ray-based selection techniques have already been demonstrated by Wiebel

et al. [2012]. This method would allow users to step away from the dataset and use the full available

space in the VR system to analyze the data while still letting them complete annotation tasks, but it
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would require more training to be used effectively.

Generalizing VR Environments

In this experiment we used the YURT as our base VR environment due to its high visual fidelity.

Current consumer-grade VR systems, like the HTC Vive or the Oculus Rift, provide significantly

lower resolution and field of view. The transfer of results between VR systems is an active re-search

problem, and it is currently uncertain whether specific benefits can be transferred between different

VR platforms. However, based on the interview feedback we gathered from study participants, one

of the core benefits they see in this system is the ability to show a dataset at large scale and explore

it with an intuitive way to select viewing positions. Most current HMD and CAVE systems can

reproduce such an experience, and this strengthens our belief that our results can be applied to other

available VR technology.

Applications

Our study participants commented on the potential benefits of this system in areas beyond TTTS in-

tervention. One participant remarked that the technology might be useful in helping neurosurgeons

find aneurysms, and another indicated that the same kind of visualization could help in facial recon-

struction surgery by showing the surgeon a patient’s anatomy in a noninvasive way. Additionally,

participants also stated that this technology could be invaluable in education, whether in training

surgeons by simulating the precision of movement required for endoscopic surgery or in educating

students about the anatomy of the placenta or other parts of the human body. A recent overview pa-

per by Olasky et al. shows that surgical training in VR is indeed a very active research area [Olasky

et al., 2015].

Limitations and Open Questions

This work represents an initial pilot study for the effective use of VR visualizations in TTTS surgery

planning. At the moment of publication, obtaining MRI scans was not part of the clinical practice

for TTTS interventions. We therefore had to use the MRI scan of a singleton pregnancy. It was not

possible to obtain the scanned placenta after the pregnancy, which prevented us from generating a

ground truth dataset of the vascular structure via injection of a contrast agent.

While the expert dataset created within our VR application and improved with additional domain

tools likely covers many major surface vessels, the lack of ground truth data prevents us from

making statements about the completeness of our collected tracings. We hope that the positive

outcomes of this work provide a justification to collect these required medical scans for future
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studies to evaluate the coverage of identified vessels and the identification of vessel intersection in

actual TTTS cases.

5.3.6 Conclusion

We presented a case study evaluating our virtual reality system in finding placental surface blood

vessels using a VR visualization of MRI data. We found that medical professionals can accurately

identify relevant vessels of 1 mm diameter in our experimental VR visualization, a task critical to the

treatment of placental diseases like twin-to-twin transfusion syndrome. Most participants achieved a

tracing precision greater than 75% when evaluated against the expert reference tracing, with a lower

bound of 59.8%. Our findings underline the importance of large-scale VR MRI visualizations, since

we were able to visualize vessels in a scan taken without the use of a contrast agent.

On the level of user interactions, we found that study participants had difficulties placing an-

notations at the correct 3D depth within the VR environment. The recorded annotations exhibited

view dependency: i.e., they appear in the intended location when viewed from the head position

at drawing time but show depth deviation when viewed from any other point. This underlines the

difficulty of 3D tracing based on visual cues without haptic touch feedback and the need for interac-

tion methods that support users in this task. We report our insights into the VR interaction methods

required to create effective immersive medical visualization applications.

Finally, interview feedback from study participants showed that the annotations generated in

our experimental system can be helpful in analyzing and discussing individual vascular structures.

Our application is a step towards a surgical planning VR environment for TTTS intervention.
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Chapter 6

Designing VR visualizations with

Scientific Sketching

One of the primary goals of studying perception in immersive displays is to understand the intrica-

cies and benefits of VR visualizations and to use them to their full potential in actual applications.

The immersion aspect of VR opens up the design space for potential visualizations. However, in-

troducing domain scientists to these new options remains a challenge that calls for the evaluation of

application design methodologies that take the novelty of VR displays into account.

In this chapter we present a design study of using virtual reality (VR) visualizations to analyze

dinosaur footprint formation. Large-scale simulations of substrate flow have recently been used to

explore the relationship between track morphology and foot movement by combining data from

modern birds and fossilized specimens found in the field. However, the spatial complexity of these

unsteady flow datasets makes it difficult to analyze them using off-the-shelf visualization tools. We

designed multiple VR visualizations that help paleontologists explore their simulation data with

visual metaphors tailored to their specific research questions. The iterative development process

spanned a period of two years with frequent progress meetings. An integral part of the development

was the inclusion of students in a VR visualization design course. These students sketched potential

visualization and interaction techniques in VR, guided by our collaborators using the Scientific

Sketching design methodology described below [Keefe et al., 2008].

We hypothesize that the engagement and immersiveness virtual reality offers can be leveraged to

help knowledge workers, including analysts and scientists, with higher-level cognitive tasks. Several

properties of VR environments, such as the feeling of presence of users in immersive 3D scenes,

improved spatial cues, and the use of spatial movements to interact with data have potential benefits

for users in complex data analysis tasks. These properties have been used in training and education
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Figure 6.1: Example visualization of particle flow during dinosaur track creation. To avoid visual

clutter we only show four thin layers of simulated particles, color coded based on their initial depth

(from blue on top over red and magenta to green on the bottom). A tooltip display indicating selected

particle ID’s can be seen in the background.

applications, as well as VR games, but not as much for higher-level knowledge retrieval tasks.

Developing an effective set of visual codings and metaphors to answer specific research ques-

tions is one of the core challenges in visualization research. The main research questions are, how-

ever, rarely finalized at the start of the visualization development. They often evolve and change

alongside the iterative development process of a visualization application. A better understanding

of their data allows domain scientists to give effective feedback and steer the development process

in the right direction. Virtual reality is a relatively recent visualization medium and few domain

scientists have experience in using it to its full effect. It was therefore important for us to provide

our collaborators with an overview of possible visualization styles in VR.
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We based our design process mainly on the Scientific Sketching methodology proposed by

Keefe et al. [2008]. This required us to introduce a third discipline to our development process,

artists from the Rhode Island School of Design (RISD) with a background in visual design. Sci-

entific sketching aims to combine the individual expertise of scientists, visualization experts, and

artists to create novel solutions to visualization problems. It is separated into four phases that are

inspired by artistic work processes; Paper Sketching, VR Sketching, VR Prototyping and finally Im-

plementation of visual specifications. We realized these stages by recruiting students (visual design

and computer science majors) through a course on immersive scientific visualization design that we

offered two separate semesters.

This work contributes to the field of scientific VR visualization in multiple ways:

• Implementation and qualitative evaluation of multiple VR visualization methods for unsteady

flow visualization. Out of a wide range of potential methods, the visualization techniques

selected by our collaborators might be applicable to other flow visualization applications.

• A case study of Scientific Sketching and its effectiveness as design methodology in a long-

term visualization project.

• Insights and best practices for the effective use of Scientific Sketching.

This chapter is based on:

J. Novotny, J. Tveite, M. L. Turner, S. Gatesy, F. Drury, P. Falkingham, and D. H. Laidlaw. “De-

veloping virtual reality visualizations for unsteady flow analysis of dinosaur track formation using

scientific sketching.” IEEE Transactions on Visualization and Computer Graphics, 25(5):2145-

2154, May 2019.

J. Tveite contributed to the implementation of the visualization application. The other authors pro-

vided their domain knowledge to the project and contributed to the writing of the publication.

The work is organized as follows: Section 6.1 provides an overview and related work about the

scientific problem of our collaborators and 3D flow visualization in general. Section 6.2 introduces

the individual stages of the design process, the simulation data used for the final implementation,

and CAVE VR environment used for visualization sketching and development. Sections 6.3 and

6.4 summarize and discuss the findings of our two-year development process. Finally, we present

conclusions and potential guidelines for the development of future VR visualizations.
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6.1 Related Work

In this section we introduce prior work related to our visualization research and the scientific prob-

lems we are attempting to address. We provide details about dinosaur track analysis and how 3D

particle flow simulation is used to infer foot motion from fossilized tracks. We then list established

3D flow visualization techniques and how they are linked to our visualization metaphors.

6.1.1 Dinosaur Track Analysis

Dinosaur tracks are relatively common records of Earth’s fauna during the Mesozoic Era. Unlike a

fossilized skeleton, a track is evidence left by an animal while it was alive. Such trace fossils can

often be attributed to different species or groups, providing insights into population distribution and

paleoecology. Even a single track holds potentially valuable information about an animals move-

ment and behavior. However, extracting reliable inferences from a footprint’s final morphology is

rarely straightforward [Falkingham and Gatesy, 2014].

Tracks are not static molds of the foot, but rather the result of a dynamic interaction among

anatomy, movement, and substrate. As a dinosaur contacts malleable ground, it deforms not only

the exposed surface, but sub-surface layers as well. On very soft mud the foot can sink quite deeply,

passing through multiple layers as it moves through the sediment volume. Displaced material can

pass around the toes and collapse, or be dragged along with the motion. The amalgamation of all

these events reorganizes the particles in the fossil’s volume, which can be split open to reveal track

surfaces at multiple levels. An understanding of sediment flow during formation is thus critical to

the correct interpretation of these specimens.

Analyzing interactions below ground is hindered by foot and substrate opacity. Experiments

using model indenters have been fruitful, as have observations of extant animals like birds, which

have very similar feet to those of predatory dinosaurs [Allen, 1989, Milàn and Bromley, 2006,

Gatesy et al., 1999]. Recently, sub-surface imaging of foot motion by multiple X-ray cameras

has been combined with discrete element simulation to reproduce track formation sequences in

substrate volumes [Falkingham and Gatesy, 2014]. The resulting datasets, consisting of millions to

tens of millions of dynamic particles as well as a moving foot model, present challenges to visualize,

explore, and interpret. Our work aims to visualize the particle flow within these datasets, providing

paleontologists with insights about dinosaur locomotion and the origin of a tracks morphology.
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6.1.2 3D Flow Visualization

The analysis of 3D flow data is a common task in a wide range of scientific fields and numerous

methods to visualize internal flow structures have been proposed so far. Survey papers by McLough-

lin et al. [2010] and Brambilla et al. [2012] provide a comprehensive overview of the state-of-the-art

in flow visualization. The methods used in our VR application are based on geometric flow visual-

izations which represent the flow data as discrete geometric objects.

Our dinosaur track simulation data is defined as a time-varying flow field using the Lagrangian

specification. This allows us to directly visualize particles in 3D (see Fig. 6.1) and show their move-

ment as animation. To visualize particle movement over the entire simulation in a static way we use

integral curve representations similar to those introduced by Zöckler et al. [1996]. In particular

we utilize 3D pathlines, which connect particle positions of subsequent simulation timesteps (see

Fig. 6.7).

To gain insight into particle movements over the whole volume of a flow dataset, it is neces-

sary to visualize the relative movement of multiple particles and particle groups. Our visualization

approaches are based on the concepts of 3D path and time surfaces. Pathsurfaces, as discussed by

Schafhitzel et al. [2007], are the integral 3D surface created by following the movement of a con-

nected line of particles through time. We use a similar method to visualize the movement of foot

geometry during the simulations (see Fig. 6.12). To analyze relative particle movement between

two subsequent timesteps we use time surfaces, introduced by Krishnan et al. [2009]. Their method

defines a surface of connected particles in a single timestep of the dataset and then follows this

surface through time. This effectively visualizes local changes in particle neighborhoods as sur-

face deformations. This visual metaphor is particularly effective, since it shows similarities to the

deformed substrate layers found in fossilized dinosaur tracks.

6.2 Application Design Methodology

In this section we introduce the research questions of our paleontologist collaborators and the design

methodology we used to address them. We combined the collaborative efforts of students, faculty,

and scientists in an interdisciplinary VR design course to create effective VR visualizations. Our

design process is based on the Scientific Sketching methodology introduced by Keefe et al. [2008],

which we describe in detail in the remainder of this section. This application development approach

aims to efficiently coordinate the work of artists (in our case, RISD and Brown students), visu-

alization experts (visualization majors and faculty) and domain scientists (paleontologists) in VR

visualization projects. The development process is split into four successive stages; Paper Sketch-
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Figure 6.2: The project development timeline showing how students of two VR visualization design

courses contributed to our visualization outcome. Our implementation stage started directly after

the completion of the 2015 course. Insights found during the implementation stage led to improved

feedback during the 2017 course. Finally we combined the outcomes of two Scientific Sketching

projects into our collaborative flow visualizations.

ing, VR Sketching, VR Prototyping and Implementation of visual specifications (see Fig. 6.2). In

each stage the three participating groups have a different set of responsibilities to fulfill.

In the initial paper sketching stage, for example, the scientists’ role is to provide background that

explains their scientific problem. The other two groups need to be able to understand the problem

and the characteristics of the underlying data, such as relationships between data variables and their

relative importance [Keefe et al., 2008]. The artists’ role is to take the provided information and

come up with a large quantity of visual ideas, exploring the problem from a variety of different

angles. The visualization experts join the sketching effort, but also mediate the discussion between

artists and scientists to keep track of the overall visualization goals. In this early stage, the focus lies

on covering a wide range of visualization concepts without regard for implementation complexity.

An important tool throughout all stages is the artistic critique, as used in art and design edu-

cation. It is a careful and critical group discussion evaluating specific aspects of visual artworks.

Any feedback given in a critique session needs to be well-founded and explained in detail (i.e. ”I

do not agree with this color choice, because [...]”) to serve as a starting point for a constructive

discussion [Trumbo, 1997]. Within the scope of this project, critiques were used to argue about

the effectiveness of individual sketches and prototypes. Involving all three participating groups into

these critiques ensured that each proposed visual concept was discussed from artistic and scientific

viewpoints.
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(a) Paper Sketch

(b) VR Sketch

(c) VR Prototype

Figure 6.3: Example of the evolution of a student idea for visualizing the deformation of different

substrate layers during track formation. The paper sketch (a) includes proposed visual representa-

tion and interaction techniques. The VR sketch (b) is used to discuss the visual concept with science

collaborators before creating a high-quality VR Prototype (c).
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Table 6.1: Group Compositions during course the two iterations of the Virtual Reality Design

course.

Course 2015 Course 2017 Total

Scientists 2 2 2

Art/Vis Faculty 2 2 2

Brown Computer Science 8 6 14

RISD Students 5 6 11

6.2.1 Paper and VR Sketching

We developed our VR visualizations over the course of two separate semesters of the Virtual Re-

ality Design course offered by Brown University and the Rhode Island School of Design. a local

fine-arts college. A total of 11 RISD students, 14 Brown University computer science students and

one faculty member from each school participated in the design of the application. Two paleontol-

ogists from Brown University presented the scientific problem, using data from their collaboration

project with Liverpool John Moores University (Table 6.1). Before starting the Scientific Sketching

projects, all students participated in introductory exercises covering basic 2D and 3D visualization

methods as well as core VR drawing techniques.

In both iterations of the course, the paper and VR sketching stages were part of mandatory

class assignments. The assignment started with an interactive lecture by the science collaborators to

provide students with the background knowledge needed for the research questions at hand. The un-

derlying data were introduced through media presentations using images and videos rendered with

their desktop-based visualization tools Ovito [Stukowski, 2009] and Autodesk Maya [Autodesk,

2018]. Actual dinosaur footprint fossils and cast duplicates were used as physical examples of the

visualization subject. The initial research questions posed by our collaborators were the following:

• Can we work backward from a track surface to determine the original configuration of its

particles in the starting plane? Where did each particle come from?

• Alternatively, can we trace the fate of particles in the starting plane forward in time? Which

particles will descend, ascend, move forward, or collapse to form the features of the final

track?

• How do foot-particle and particle-particle forces move sedimentary particles? When and

where do compression (push), tension (pull, cohesion), shear, or gravity dominate?

• How can dynamic, simulated data of moving particles be compared to the static final mor-
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phology of a real fossil dinosaur track?

After the introductory lecture, students were given one week to create paper sketches for the

first critique session with collaborators. To encourage creative designs, a wide range of visual and

physical art-forms were permitted as potential hand-ins (e.g., digital art, 3D printing, and sculpting).

Intermediate results of this stage can be seen in Fig. 6.3a, 6.8, and 6.12a. After two critique sessions

in which each sketch was discussed at least once, students had to realize at least one of their paper

sketches as 3D VR sketch. To complete their assignment, students used a VR painting application

called CavePainting [Karelitz et al., 2003] in a high-resolution CAVE-like display room called the

YURT (see Section 6.2.5). The application allowed students to draw simple textured primitives

like tubes, planes, and text using an easy to understand wand-based interface. This allowed them to

create and test immersive sketches of their proposed visualization within a short timeframe. Loading

of 3D models created in external applications was prohibited, which forced students to complete

the design task within the VR environment. This constraint ensured that students understood the

interaction concepts and UI challenges of working within an immersive display.

The resulting VR sketches were discussed in a second round of critiques. In these sessions the

paleontologists also acted as users of the sketched visualizations, and gave feedback on how they

would interpret them in their current form and whether they reflected their understanding of the

data. Results of the VR sketching stage are shown in Fig. 6.3b, 6.8, and 6.12b.

6.2.2 VR Prototyping

A VR prototype, as defined by the Scientific Sketching method, is a highly refined mock-up of the

developed application. This includes more carefully drawn visuals, but also the use of animations

to simulate interactive usage scenarios of the prototyped applications. CavePainting supports this

prototype development by offering drawing layers to switch between visualization views and an

animation frame system. Scenarios can then be played out by simulating the application behavior

through Wizard-of-Oz interaction techniques [Buxton, 2007]. In practice, students realized this by

creating a set of static scenes. During the presentation they stood in the back and switched scenes in

response to users interacting with their prototypes to showcase their proposed interaction concepts.

Creating the VR prototype was the four-week final project in both classes. Students were free to

pick a specific hypothesis to explore in their prototype. The assignment was to design one or more

VR visualizations including a step-by-step scenario of how they would be used by scientists. To en-

sure that students developed their ideas in fruitful directions, the two sketching stages were repeated

in the first two weeks of the final project, focusing on the interaction storyboard. Critique sessions

continued during class time and students had the option to return to earlier sketching stages (e.g.
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paper sketches) for idea refinement. A majority of students picked hypotheses addressing research

questions in dinosaur track simulation, leading to several high-quality prototypes. Examples can be

found in Fig. 6.6, and 6.8.

6.2.3 Implementation

The final projects of the 2015 course provided us with several detailed prototypes of potentially

helpful VR visualization concepts. We implemented a subset of these concepts in an interactive

data-driven application for exploring their most recent simulations. To keep the development on

track, progress meetings with our paleontologist collaborators were scheduled multiple times every

month. This tight feedback loop allowed us to extensively test and refine visualization ideas from

the VR prototypes. The results of this stage with the corresponding sketches and prototypes are

discussed in section 6.3.

During the Implementation Stage, the VR Design course was offered a second time, bringing in

a new group of art and computer science students. Based on their experience with the VR applica-

tion and new data from fossil tracks, scientists were able to provide clearer, more refined, research

questions to the class. Resulting VR prototypes of that course were focused more closely on sedi-

ment and foot movement in dinosaurs as well as birds. This allowed us to use the student projects

as inspirations for further refinements to the ongoing implementation process.

In the next two sections we provide details about the datasets and VR environments used during

the implementation stage.

6.2.4 Dinosaur Track Simulation Data

The flow data used in our study was obtained through a combination of physical experiments, ani-

mation, and particle simulation. To study track formation in a living bird, the sub-surface walking

kinematics of a chicken-like species (guineafowl) were recorded with a biplanar X-ray system as

they walked through radiolucent artificial muds of varying depth and hydration, as well as a dry

sand analog (poppy seeds). The recorded foot motion data were then processed using the X-Ray

Reconstruction of Moving Morphology (XROMM) technique [Brainerd et al., 2010, Gatesy et al.,

2010] to obtain an animated 3D model of the foot geometry. To simulate the sedimentary parti-

cle flow during footprint formation, one footfall was recreated using the discrete element method

(DEM) [Falkingham and Gatesy, 2014]. The simulation was computed using LIGGGHTS [Kloss

and Goniva, 2011]. The resulting simulation data (9.5 million particles, 523 frames) was initially

visualized in Ovito [Stukowski, 2009], which was used for cropping and downsampling (370 thou-

sand particles, four slabs).
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Figure 6.4: Paleontological motivation. (Top) Early Jurassic dinosaur tracks chosen for visualization

(scale bar equals 10 cm). (Lower left) Interpretive illustrations of the four surfaces from this track

volume highlight changes in morphology with depth [Hitchcock, 1858]. (Lower right) Deformations

of the internal laminations are visible in a rendered section of the second slab based on CT scan data.

To test hypotheses of fossil dinosaur track formation, four specimens from the Beneski Museum

of Natural History, Amherst College (ACH-ICH 31/51, 31/57-59; Fig. 6.4) were chosen for imag-

ing and analysis. These four slabs, collected in the mid-1800s from the Early Jurassic (200 million

years ago) rocks of Wethersfield, Connecticut, form a stack bearing a deep dinosaur track [Hitch-

cock, 1858]. Specimens were CT scanned to visualize internal deflected laminations, which were

reconstructed in 3D with Amira (Fig. 6.4). Using these fossil data as a constraint and current un-

derstanding of guineafowl subsurface kinematics as a guide, an articulated dinosaur foot model was

animated in Autodesk Maya. A LIGGGHTS DEM simulation (33 million particles, 174 frames)

was first cropped (4.2 million particles) before further downsampling (70 thousand particles, four

slabs) in Ovito.

6.2.5 Virtual Reality Environment

Our visualization uses the YURT (YURT Ultimate Reality Theater) VR display room located at

Brown University [Kenyon et al., 2014]. It is equipped with 69 high-definition stereo projectors that
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use rear projection to illuminate a curved wall, curved doors, a conical ceiling, and a 135 ft2 floor.

When standing in the center it effectively provides retina resolution on its 190-degree front wall (1

pixel per arcminute). In that position the YURT covers 95% of the users field of regard.

Stereo is provided using Volfoni 3D active stereo glasses with a shutter frequency of 120Hz.

Users interact with the VR environment using an Aimon PS wireless wand controller. Glasses and

wands are tracked by a OptiTrack Prime 13W optical tracking system with an array of 8 infrared

cameras mounted in the ceiling of the YURT (Fig. 4.2).

We developed our VR application in C++, based on the MinVR 2.0 framework [Acevedo-Feliz

et al., 2014, Keefe, 2018]. This allows our application to work with a variety of different VR

systems including the YURT, the HTC Vive and the Oculus Rift. It is also possible to run it as a

regular desktop application with reduced functionality, due to the lack of 3D input devices in that

mode.

6.3 Results

This section summarizes the outcomes of the initial three Scientific Sketching stages and discusses

the iterative implementation process of selected VR prototypes. Stepping from hand-drawn sketches

to interactive data-driven visualizations is a significant development effort. At the same time it is

not guaranteed that sketched visualization methods work as effectively as planned once they are

tied to actual data. During our implementation stage we went through several iterations to refine

the resulting visualizations. Since this is an integral part of the Scientific Sketching method we not

only present the final results, but also intermediate implementation stages and the original prototype

visualizations they evolved from.

6.3.1 Particle Visualization

To start the VR application development stage, we implemented geometry-based particle visual-

ization, similar to the methods available in our collaborators’ Ovito environment. The goal was to

provide a baseline visualization of the data as a comparison point for the upcoming VR prototype

implementations. The baseline included the ability to manually step through simulation time-steps,

to visualize the 3D foot models used to create the datasets, and to color particles based on their

location. To visualize a high number of particles at interactive framerates we rendered particles on

quad-billboard primitives, using OpenGL geometry and fragment shaders to create accurate sphere

representations.

The particle visualization implementation went through several iterations to fit our collabora-
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Figure 6.5: An example of the Slice-tool, highlighting the particles of a thin user-controlled slice

of the dataset. Substrate deformation is visualized by keeping particle highlighted based on their

location in the first simulation timestep.

tors’ needs. Showing the full volume of particles in the dataset, for example, caused occlusion

problems. Particles in the outer regions of the dataset would block the view of those close to the

foot geometry. To uncover the moving particles of interest within the volume, we sub-sampled

the data and visualized thin horizontal particle slabs as representatives of the substrates unsteady

motion. The empty space between these horizontal slabs is critical for unobstructed views of both

top and bottom surfaces within the volume as they deform. This reduction of the dataset greatly

improves the interpretability of visualized particle motion. Another early feature request was an

interactive way to adjust the diameter of all particles to control the trade-off between occlusion and

particle legibility.

Even with sub-sampling and particle size adjustments, our collaborators wanted to explore

smaller regions of known initial position. Based on their particle selections requirements we de-

signed a slice tool to highlight a subset of particles of interest. With it users can control and place

a 3D slice inside the dataset. Particle sizes outside the region of the slicing tool are reduced to ef-

fectively highlight selected particles and make them easier to follow throughout the animation. The

slicing tool selects particles based on their starting position, which highlights their displacement

over multiple simulation timesteps (Fig. 6.5). Alternatively, users can highlight particles within the

slice during the actively shown timestep.

The first VR prototype implementation was particle filtering based on their total movement dis-

tance throughout the simulation. Particles that are not moving are of little interest to the research

87



Figure 6.6: A VR prototype outlining the idea of pathline clustering around a single selected path.

The student sketched out two clusters next to a selected seed pathline following the center toe tip.

Pathline and clusters are colored to highlight different parts of the step sequence (foot descent, step,

and foot retraction).

questions of our collaborators and we initially removed them from the visualization, as proposed in

the VR prototype. However, these unmoving particles provided important context for moving par-

ticles, by representing the surrounding substrate. They were therefore visualized as small, neutral-

colored particles in later visualizations.

Particles alone, however, were not able to capture larger-scale particle movement patterns. Out

of the numerous visualization ideas created by students during the prototyping stage in Scientific

Sketching, two were of particular interest to our science collaborators: Pathline visualizations em-

phasizing similarity in substrate particles movement (see Fig. 6.7), and visualizing thin layers of

particles as deformable surfaces, comparable to what is seen in fossil dinosaur tracks (see Fig. 6.8

and Fig. 6.9).

6.3.2 Pathline Visualization and Clustering

Following the motion of individual particles throughout the simulation is a frequent exploration

task in our collaborator’s datasets. Several students proposed VR prototypes based on pathlines
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(a) Narrow pathline clustering between two toes.

(b) Wide pathline clustering showing multiple similar pathlines on all particle slabs.

Figure 6.7: Examples of implemented final pathline visualization. (a) Clustered pathlines of particle

movement between two toes of the dinosaur foot. (b) A widely extended selection of pathlines at the

borders of the dinosaur track. The relatively simple path shape is found in multiple particle slabs.
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Figure 6.8: Paper and VR sketches of ideas to visualize overall substrate deformations by showing

surface representations at varying depths of the particle volume. Implementation results based on

that idea can be found in Fig. 6.9.

to aid users in the analysis of substrate movement. We have subsequently implemented pathline

visualizations that can be activated by selecting any particle with the wand tool. However, single

pathlines are rarely enough to gain insights into substrate movements as a whole.

To overcome this issue, several students have proposed to investigate multiple pathlines through-

out the entire dataset at the same time (see Fig. 6.3) or to cluster multiple pathlines into an aggregate

visualization (see Fig. 6.6). We implemented both methods and evaluated them with our collabo-

rators. To create a meaningful overview visualizations with moderate levels of occlusions it is nec-

essary to reduce the overall number of visualized pathlines. We implemented several well-known

sampling techniques to select pathlines that captured critical substrate motion while still providing

legible visualizations. These techniques included similarity measures based on curve properties

such as critical points [McLoughlin et al., 2013], Poisson disk sampling to select a series of non-

overlapping pathlines [Helgeland and Elboth, 2006], and using PCA to summarize the pathlines and

then select dissimilar ones [Ferstl et al., 2016]. However, the resulting visualizations still contained

many pathlines that our collaborators were not interested in, while lacking detail in areas of critical

substrate movement.
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(a) Regular Grid (b) Regular Grid (c) Tile Grid

Figure 6.9: Example views of the horizontal time surface visualization with a regular grid (a,b) and

a tile grid (c) texture. The tile grid offers a more legible representation of surface deformation, at

the cost of increased occlusion of the foot model and underlying surface layers.

(a) Initial deformed time surface (b) Intermediate state (c) Final surface position

Figure 6.10: Example views of the vertical time surface visualization with horizontal guidelines.

The deformed time surface in (a) and (b) gradually converges to a flat surface in the final timestep

(c), visualizing the origin of all particles on a surface in a way that mimics natural fossil cross

sections (Figure 6.11).

To give them better control over pathline exploration, we implemented an adaptive selection

technique that allowed them to extend a chosen ”seed” pathline to an interactively-sized group of

pathlines with similar shape characteristics (see Fig. 6.7). We define pathline similarity as the

least-squares distance between point pairs of two paths. To make the metric translation and rota-

tion invariant, we align the paths using the rigid transformation that minimizes pathline similarity.

The transformation is calculated using the method introduced by Sorkine-Hornung and Rabinovich

[2017]. This metric is the result of empirical testing and fine-tuning over the course of multiple

development cycles to fit the needs of our collaborators. It captures similar particle movement in

multiple regions of the dataset and is time-dependent to avoid clustering substrate movements of

different track creation stages (e.g. entry vs exit motion of the foot). We visualize the similarity

of pathlines to the original selection as a color gradient from green (highly similar) to red (least
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similar). Our collaborators report that this method of pathline visualization has enabled them to

’learn’ the dataset and explore expected and novel patterns of particle motion. The color gradients

have been noted to be a particularly effective and non-overwhelming means of representing a large

amount of pathline similarity among the data.

6.3.3 Time Surface Visualization

Another important analysis task in track simulation data is to investigate and compare substrate de-

formations within particle regions of the volume throughout the simulation. Particle visualizations

in distinct slabs give a rough overview of the total deformation, but information about initial neigh-

borhoods is often lost in the complex particle motion paths. To address this problem it is helpful to

think of slabs as continuous surfaces instead of individual particles. This representation is referred

to as time surface [Krishnan et al., 2009]. Several students have proposed and sketched visualization

ideas based on virtual surface deformation (see Fig. 6.3 and Fig. 6.8). Our paleontologists were

intrigued by the concept, since it effectively mimics the thin layer structures found in many fossil

samples (see Fig. 6.4). This provides a direct comparison between simulation outcomes and field

data.

Horizontal Time Surfaces

To implement this visualization concept, we reconstructed slab surfaces by using Delaunay trian-

gulation on particles within thin horizontal slabs. Opaque flat-shaded rendering of these surfaces

proved to be not effective. Each slab covered a wide area within the volume and often occluded

lower layers and the foot geometry itself. Additionally, the lack of a geometric pattern on the sur-

face made it difficult to follow more complex deformations. To solve this problem we applied a

semi-transparent horizontal grid texture to the surface. Locking the texture coordinates during the

initial animation step ensures that the grid deforms while following the particle motion. Overall

substrate deformations can then be analyzed by observing the distortions of grid cells (see Fig.

6.9). The size and line thickness of the grid texture impacted the legibility of the visualization.

More transparent grid layouts often allowed too much view on underlying surface slabs and made it

harder to follow individual grid cells.

Based on promising prototypes developed during our courses, we inverted the grid texture to

give it a tile-like design (Figure 6.3 and Fig. 6.9). This gave us better control over the visibility

of underlying surfaces and made the visualization of deformations more legible. Our collaborators

found this to be a very accessible visualization technique that provided them with new insights into

patterns of substrate movement within the horizontal plane of the slab.
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Figure 6.11: Cross-section of a fossilized track showing deformed horizontal material layers at

regions the dinosaurs toes passed through. Our vertical time surface visualizations mimic this effect

through surface color and horizontal guidelines.

Vertical Reverse Time Surfaces

Based on the successful implementation of time surfaces in horizontal slabs, we attempted to apply

the same method on vertical slabs through the particle volume. We found that in this case, our

collaborators were interested in the origin of particles within vertical slabs at the last timestep of the

simulation. We implemented this by triangulating the surface in the final timestep, while selecting

grid texture coordinates and color based on the particle location in the first frame. This results

in a ”reverse” time surface, that starts in a heavily deformed state and gradually approaches the

vertical plane over the course of the simulation (Figure 6.10). The deformed horizontal gridlines on

the final flat surface correspond to layer structures found in cross-sections of fossils. This makes

it an intuitive metaphor for paleontologists and allows them to effectively analyze the sediment

movement that lead to the final state of the fossil. It also provides another effective comparison

point between simulation outcomes and real-world fossils (Figure 6.11).

6.3.4 Foot Motion Visualization

The difference between actual foot motion and the shape of the final track is another research ques-

tion of our collaborators. Critical points in a track, like toe entry points, often shift in position

during substrate deformations. To gain insights into these offsets, students have prototyped visu-

alizations of pathsurfaces created by tracking the central axis of each bone in the geometric foot

model throughout the simulation (see Fig. 6.12). This visualizes the entire foot motion sequence as

a simplified static 3D model. In combination with the previously introduces particle and time sur-
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face visualizations, this data representation allows researchers to explore the offsets between actual

foot motion and substrate deformation in great detail (Figure 6.13).

6.4 Discussion

In this section we discuss our results and experiences with the Scientific Sketching design process.

These include the advantages and disadvantages of using a large group of students to represent the

artists, the overall results of the project, and lessons learned from employing this design methodol-

ogy.

In the early sketching stages, as students began to explore the problem space, they came up with

a large number of potential visualization concepts. The relatively large group size allowed us to

cover a wide range of visualization ideas. However, this came at the cost of significant overhead.

The artistic expertise of course participants varied and critique discussions had to include basic

introductory sessions to bring everyone closer the same level of understanding. The process of

evaluating and critiquing all sketches also required a considerable time commitment by our scientific

collaborators.

While each student created multiple sketches for each stage of the project, only a select few

sketching results were unique visualization ideas. In many cases there was a significant overlap

between student designs during paper and VR sketching stages. However, thanks to the critique

sessions, students were able to coordinate their works and focus on their own distinct visual concepts

during the VR prototype stages.

At the end of each course we collected feedback questionnaires from our students, with positive

results in both cases. Students commented that the course helped to promote ”creativity and under-

standing of virtual reality science visualizations” and taught ”the importance of legibility and how

to creatively display data”.

6.4.1 Influence of Scientific Introduction

We observed that the initial presentation of the scientific problem had considerable influence on

the outcomes of the sketching stages. In particular, we found differences in the variety of visual

designs created by students between the two iterations of the design course. In the 2015 class,

students explored a wider range of visualization ideas than in the 2017 one. This difference could

have been caused by the increased expertise of the science collaborators. In 2015 the research

questions presented to students were strongly exploratory, without specific expectations about the

visualization outcome. In the 2017 class students were presented with more specific research ques-
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(a) Paper sketch/model (b) VR Sketch

(c) Implementation

Figure 6.12: A physical model (a) and VR sketch (b) of a concept to visualize the foot motion with

pathsurfaces of the central axes of individual bones. An example of the implemented visualization

showing the pathsurfaces trailing the foot motion trailing throughout simulation timesteps (c).
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Figure 6.13: Combining foot motion pathsurfaces with vertical time surface visualizations high-

lights the offset between the actual motion of the foot anatomy and the trails it leaves behind. This

discrepancy was one of the main take-aways of our science collaborators.

tions and improved examples of the data and existing visualizations. It also contained a second

dinosaur track related assignment, providing students with deeper background knowledge. Hav-

ing additional information might have caused sketches and prototypes to be visually closer to the

already implemented VR visualization concepts. While the second course did not result in drasti-

cally different visual metaphors, it still provided compelling ideas for improvements to our ongoing

implementation stage.

6.4.2 Benefits of VR visualization

Our paleontologist collaborators confirmed our hypothesis that VR visualization offers significant

benefits compared to their standard desktop-based analysis tools. The main advantages reported

over the course of the entire project were the following:
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The large interaction space of VR environments was beneficial to data analysis. Our VR system

surrounds users almost entirely with screen space, as opposed to a single stationary desktop-screen.

This allows our visualization to show data at a larger than usual scale. Users can inspect specific re-

gions of the visualization simply by stepping closer, which effectively zooms into the visualization.

While focused on specific details users can still connect them to the context of the entire dataset

by looking around in the immersive environment. However, this context was easily lost when users

were completely surrounded by the visualization. In the YURT, and CAVE-like displays in general,

this also distorts the visualization for viewers without head-tracked stereo glasses. We found that

our collaborators mainly used the available screen and interaction space to physically walk around

the entire dataset. As a response we scaled the visualization to comfortable allow this in our YURT

display room.

The depth cues provided by stereo imagery and motion parallax greatly improved our collabo-

rators understanding of their volumetric datasets. Interacting with their data through an intuitive 3D

wand interface gave the visualization a feeling of physicality. These factors combined caused our

collaborators to feel more present within the virtual environment, a feature that has been linked to

increased visualization effectiveness [Slater, 2003]. Many of our implemented visualization tech-

niques, would not work as effectively on a 2D display due to the spatial complexity of our visual

metaphors (e.g. initial and intermediate stages of the vertical time surfaces, see Fig. 6.10).

The paleontologists also commented positively on the collaboration aspect in our YURT display

room, which can host multiple people at the same time. Being surrounded by data visualizations

minimized distractions and stimulated discussions. While only one person can drive the visualiza-

tion at a given time, other observers were still able to follow the exploration process of the driver.

This collaborative exploration sometimes discovered new perspectives by serendipity and generated

valuable intuition about the structure of the datasets. Our successful visualization project under-

lines the benefits of high-fidelity VR displays and immersive visualizations for the exploration of

spatially complex scientific datasets. Insight gained through data explorations with our VR appli-

cation has inspired two publications by our collaborators [Turner et al., 2020, Falkingham et al.,

2020]. The capabilities of our tool have been demonstrated to other paleontologists with an HMD

live-demo at the International Congress of Vertebrate Morphology conference 2019 (ICVM ’19) in

Prague, Czechia.

6.4.3 Using Scientific Sketching

After observing Scientific Sketching in two separate design courses we observed several factors that

could influence the effectiveness of this methodology:
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• Scientific Background Information

As previously stated, we found some evidence that the initial introduction of the scientific

problem can have significant impact on the expected sketching outcomes. We suggest to

consciously control the amount of detail given at the introduction phase to steer the creative

process of the artists and influence the variety of expected visualization outcomes. Broadly

defined research questions, for example, give artists a wider design space to work with, but

might result in visualization ideas that do not directly address the scientists’ problems.

• Group Size

There are potential diminishing returns on the artist group size. Our courses had 13 and

12 student participants, respectively. In both cases we found a gathered a larger number of

overlapping visualization ideas. This suggests that smaller groups could still work effectively

while reducing organization overhead.

We also found that using a single CAVE system for VR sketching leads to scheduling chal-

lenges at our group sizes. We overcame these problems by allowing students to work in

groups of two. However, in order to ensure the accessibility of the drawing environment we

suggest to use more VR devices, or appropriately sized groups.

• Artistic Capabilities

Our course groups were made up of artists and computer scientists at varying skill levels.

Bringing the group to a basic common level of artistic capabilities required additional teach-

ing effort. While it might be more efficient to use a small group of well-trained illustration

artists, the mixed group had some distinct benefits. Learning the artists’ terminology and cri-

tique style gave computer scientists the ability to articulate their questions and describe their

sketches in the most constructive way. The teaching aspect of beginner critique sessions also

familiarized our domain scientists and software experts to the artistic process and Scientific

Sketching.

• Scientist-Artist moderation

Keeping the dialogue between scientists and artists going throughout all stages of the design

process is critical to its success. Scientists should be available to answer student questions

even outside of critique sessions, to help them better understand the scientific problems and

guide their visualization designs in relevant directions.

• VR Sketching Environment

After completion of the course, several students commented that they would have preferred

additional drawing features in the CavePainting VR environment, including the capability to
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load 3D models and animations from desktop applications. Giving the art students access to

their usual design tools would most likely allow them to realize some of their designs in more

detail and in shorter time. However, this would reduce their exposure to the VR environ-

ment and in turn their understanding of the specific interaction requirements for immersive

visualizations.

• Importance of the Implementation stage

While the original methodology paper of Scientific Sketching [Keefe et al., 2008] mainly

focuses on the initial sketching and prototyping stages, we want to stress the importance of the

transition from VR prototype to implementation. We suggest that the group of visualization

experts extends their role during the VR prototype phase to provide warnings about potential

implementation issues with problematic visualization concepts.

6.4.4 Limitations and Open Questions

The effectiveness of Scientific Sketching depends greatly on the provided data and the research

questions to be answered. Since the methodology’s goal is the inception and creation of novel im-

mersive visualization techniques, it might fail to produce adequate solutions if the research problem

does not benefit from the extended visual space provided by VR environments. A thorough study of

existing techniques and desktop visualization applications should be performed before starting the

project to ensure useful outcomes.

However, even if a non-immersive solution seems more appropriate for a project, Scientific

Sketching could still be used to guide the design process. This would only require the replacement

of the VR Sketch and VR Prototype stages with equivalent stages in 2D drawing applications.

An evaluation of this adapted use of Scientific Sketching, would be an excellent target for future

investigations.

Another research opportunity would be to evaluate whether immersive visualizations can be

”back-ported” into 2D applications. While our collaborators underline that the complex shapes of

pathline clusters would be difficult to evaluate in non-immersive displays, aggregate visualization

techniques like the (reverse) time surface could work with only minor losses in visual clarity in a

desktop application.

6.5 Conclusion

We presented results of an iterative VR visualization development process to analyze unsteady flow

in dinosaur track creation datasets of our paleontologist collaborators. The visualization concepts
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implemented as part of this work have become effective tools for our collaborators and continue

to be the base for an ongoing research partnership. The process of developing these tools with the

Scientific Sketching methodology was overall successful.

Iterative sketching and prototyping stages allowed us to examine a wide range of visualization

ideas and choose the most viable ones for implementation. Ultimately, we created VR tools that

help paleontologists to analyze their data through particle, pathline and time surface visualizations.

By actively participating and guiding the sketching processes, our collaborators gained new insights

into the intricacies of their simulated flow data and drew new connections between dinosaur foot

movement and substrate deformation.

Assessing the Scientific Sketching method itself, we found that it was very effective in our

scenario. Over the course of our project all three involved groups, artists, visualization experts

and paleontologists gained new insights about visualization design and the effective use of VR as

a medium for scientific exploration. Based on our results, we can highly recommend Scientific

Sketching as design methodology for VR visualizations.
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Chapter 7

Discussion and Conclusions

The goal of this dissertation was to generate insights benefiting the creation of effective and intu-

itively usable immersive visualizations. Over various chapters, we explored fidelity aspects of VR

environments, how they influence user behavior in scientific date exploration tasks, and potential

ways to design effective immersive visualization applications. Our collected outcomes cover new-

found aspects of human perception and interaction paired with practical advice for the development

of VR visualization applications. This chapter summarizes the insights derived from the performed

experiments and discusses limitations as well as open questions for potential future research.

7.1 Summary of Contributions

Each of the four studies presented in this work provided key insights for effective VR application

design, outlined in the following sections. The first two projects addressed basic research questions

about human perception in varying VR hardware environments, while the later focused on practical

evaluations of VR from a user and developer perspective.

7.1.1 Evaluating Field of Regard and Stereoscopy in Immersive Data Exploration

In our initial experiment we evaluated how VR display fidelity components affect user performance

in immersive data exploration tasks on biological datasets (Chapter 3). We found that higher fidelity-

levels, in particular the use of stereo displays, can improve task completion times in specific explo-

ration scenarios of spatially complex visualizations. However, these benefits were not present in

all tasks. We argue that the interaction strategies utilized by study participants, in particular their

walking behavior, acted as a mediating factor in lower-fidelity conditions. This suggests that the

use of environments that invite users to explore data by physically moving around it might mitigate
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shortcomings in display-fidelity and improve the effectiveness of VR applications. While physical

motion is an intuitive way of interacting with VR visualizations, it may slow down the exploration

process as a whole. This indicates that user interaction methods and exploration strategies should

be considered as controlled variables in display fidelity experiments to ensure deeper insights into

human perception.

Our outcomes have already inspired follow-up research by our collaborators at Virginia Tech,

who analyzed differences in data exploration performance between walking and controller-based

viewpoint selection [Lages and Bowman, 2018]. These extended findings show that the spatial cog-

nition capabilities of users and their experience with non-walking interfaces like 3D games influence

their exploration performance. Here, the intuitive walking controls improved task completion times

of users without gaming background, while experienced users were able to reach shorter perfor-

mance times using the efficient, but more mentally demanding wand interaction.

Our own follow-up research on text perception also benefited from our findings on the influence

of user motion. As a result we incorporated restrictions on user motion into the experimental design,

to avoid it as a confounding factor.

7.1.2 Text Perception in Immersive Environments

Our text perception experiment evaluated the readability of text panels under various viewing con-

ditions in immersive particle visualizations. Our results reaffirmed the effect of text-resolution and

angular size on reading speeds across multiple VR displays, leading to a recommendation of a

minimum angular text size of approximately 30 arcmin (LogMAR 0.8) to accommodate for the res-

olution limitations of current HMD hardware (e.g., HTC Vive 2019). Smaller text sizes are feasible

in higher-fidelity displays, opening up a wider design space in future applications. Yet even in the

YURT, which operates close to the resolution-limit of the human eye, we observed reading speeds

slower than reference speeds for physical text documents. This indicates that there are additional

VR fidelity components influencing text perception at a lower level.

We also showed that several display concepts of 2D tooltip panels can be transferred from 2D

desktop applications into immersive VR visualizations. In particular, removing occlusions in front

of 3D text panels was very effective in increasing the text readability. In difficult reading conditions

with high numbers of occluding objects, displays with higher visual fidelity offer improved reading

speed, even without removing occlusions in front of the text panel. We could not find significant

advantages of orienting tooltips to always face the user within our experimental framework (see

Section 7.2.1). However, this last outcome was potentially influenced by the restrictions on user

movement in the experiment and might have a meaningful impact if the application allows for
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changes of the viewpoint.

Overall we provided a list of guidelines regarding text size selection based on the display fidelity

properties of VR devices and visualization-specific text occlusion factors.

7.1.3 Feature Perception in Immersive Medical Data Exploration

Our case study of immersive medical data exploration evaluated the feasibility of using VR MRI

visualizations in the diagnosis of vessel-related diseases. Our results show that medical profession-

als were able to accurately identify minute diagnostically-relevant vessel features thanks to their

increased scale and intuitive zooming interaction in the virtual data representation. Despite a lack

of formal training in MRI data analysis, our study participants identified a majority of blood vessels

marked by a vascular disease expert, highlighting the effectiveness of immersive data visualization

for this exploration scenario. Study participants reported difficulties with the task of marking vessel

regions at the correct 3D depth within the VR environment, underlining the difficulty of 3D trac-

ing based on visual cues without haptic touch feedback and the need for interaction methods that

support users in this task.

Interview feedback from study participants showed that the annotations generated in our ex-

perimental system can be helpful in analyzing and discussing individual vascular structures. Our

application is a step towards a surgical planning VR environment for TTTS intervention. However,

to become an integral part of the clinical workflow, VR technology needs to become more accessi-

ble to medical experts. This includes the available of immersive displays at medical facilities and

interaction methods that are more intuitive to use for medical data analysis and procedure planning.

7.1.4 Methodology for VR Application Design

Alongside the other experiments, we evaluated the Scientific Sketching design methodology in a

multi-year study, developing an iterative VR visualization to analyze unsteady flow in dinosaur

track creation datasets. The iterative sketching and prototyping stages allowed us to examine a wide

range of visualization ideas and choose the most viable ones for implementation. Ultimately, we

created VR tools that help paleontologists to analyze their data through particle, pathline and time

surface visualizations.

By actively participating and guiding the sketching processes, our scientific collaborators gained

new insights into the intricacies of their simulated flow data and drew new connections between di-

nosaur foot movement and substrate deformation. Over the course of our project the involved artists,

visualization experts, and paleontologists gained new insights about visualization design and the ef-

fective use of VR as a medium for scientific exploration. The results underline the effectiveness of
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Scientific Sketching as a design methodology for VR visualizations. In particular, we provide prac-

tical recommendations on group sizes, actor composition, initial presentation of the visualization

task and VR hardware selection.

7.2 Discussion and Open Research Questions

In our experiments we evaluated general visualization and interaction concepts and studied detailed

domain-specific use cases. As a result, we generated insights for the field of perception research

and the practical use of VR for immersive visualizations. However, each project also opened up

compelling research questions, leaving several avenues for future work.

7.2.1 Utilizing VR Display Resolution

The current popularity of VR devices has led to rapid advancements in immersive display tech-

nology creating two diverging challenges for immersive perception studies. One is to design ex-

periments that can provide insights applicable to future device generations, the other is to ensure

a certain level of backward-compatibility to existing devices in order to value for the increasing

fidelity spread of VR displays. Over the course of this thesis we have upgraded our experimental

equipment multiple times to keep up with technological advances. HMDs were a particular focus

of this, due to their high availability and their potential for hardware improvements.

Based on the almost yearly HMD releases, it is obvious that hardware providers focus on in-

creasing the display resolution with every new generation. Our experimental results on text and

feature detection suggest that this development will increase the effectiveness of new devices for

scientific applications. However, our work focused on using current devices at their highest resolu-

tion settings, which caused a wide gap in fidelity between evaluated HMDs and our high-resolution

YURT system. While HMDs may at some point reach retina-level resolution, investigating inter-

mediate resolution steps at potential resolution levels provided by future HMD generations could

provide valuable insights for optimizing viewing parameters in immersive visualizations. Even in

retina-resolution VR displays, some viewing Parameters that could potentially benefit from a more

detailed evaluation include the scale of geometric primitives and text representation used within VR

visualization applications. Due to its orthogonal condition design, our experiment on tooltip reading

evaluated only two density setting for occluding objects. Further study of this topic could lead to

more insights into the interaction between occluder geometry, size, and density and embedded text

perception.

In a similar way, further analysis of occlusion reduction is needed to evaluate techniques that
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preserve the context of given host-visualizations, e.g., through the use of object transparency. Here

the additional depth cues provided by VR displays have the potential help distinguish between semi-

transparent 3D objects and maintain text readability, without a loss of data clarity.

Finally, the orientation property of text embedded within immersive visualizations warrants

further investigation. Due to the limitations of our study design we did not evaluate viewing angles

with a large offset from the orthogonal view. While one can expect an increased reading difficulty

in more slanted views, it remains an open question if panels that rotate towards the user, and thereby

potentially intersect with other virtual primitives of a scene, have effects on their sense of immersion

within the VR environment. Evaluating the trade-off between readability and immersion could lead

to distinct guidelines to build effective immersive applications.

7.2.2 Developing Interactions in Immersive Visualizations

The development process of our particle visualization application with Scientific Sketching led to

novel immersive visualization techniques that greatly contributed to the data exploration work of

our collaborators. However, creating immersive mockup drawings of new interaction techniques

was one of the most challenging aspects for our artist collaborators. This was in part caused by the

use of our VR drawing application, CavePainting, which lacked sophisticated animation features.

With the emergence of more powerful immersive drawing applications and design tools, it would

be of value to revisit Scientific Sketching and evaluate its effectiveness with respect to the develop-

ment of new interaction techniques. An example would be the interaction with time surfaces as

shown in Figure 7.1. The tight and sometimes overlapping placement of 3D pathlines can make it

difficult to select specific lines with tracked wand devices. Developing new interaction techniques to

aid a user’s selection accuracy would be a relevant evaluation scenario for upcoming VR application

design studies.

7.2.3 Improving Particle Flow Data Exploration

Our design study on immersive particle flow visualization indicated advantages of pathline cluster-

ing to derive new insights into fluid motion. The clustering methods used in our prototype were

based on distance functions on well-established line shape and orientation metrics. While this pro-

vided our collaborators with a valuable new data analysis tool, the use of immersive environments

opens up new research directions to improve clustering results.

The 3D selection capabilities available in immersive environments, especially spatial brushing

techniques, could be employed to give users the ability to directly improve clustering outcomes by

intuitively marking pathline bundles for inclusion or outliers for exclusion. Using these user selec-
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Figure 7.1: A user interacting with an particle immersive particle visualization to analyze time

surfaces.

tions as additional inputs in Machine Learning methods like the FlowNet Deep Learning Framework

presented by Han et al. [2020], could lead to novel ways of exploring particle movement in spatially

dense datasets.

7.3 The Future of VR

Over the multiple years it took to complete the projects presented in this thesis VR technology saw

rapid development. Devices used in our first perception experiment would be considered out-dated

by the of the submission of this work. In this section I would like to summarize personal insights in

the development for and use of VR displays, collected over the course of my research.

One of the main problems encountered when starting inter-disciplinary collaboration projects

for VR visualizations was the perceived entry cost for domain scientists. The development time

of domain-specific VR software to a level matching that of then existing desktop solutions and the

price of VR hardware were a prohibiting factor. But with every year, developing applications for

VR displays has been becoming easier, especially when considering head-worn devices. As more
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HMDs found their way into the homes and labs of users, extending the APIs of graphics frameworks

(like Unity3D, Blender and Unreal Engine) and visualization toolkits (like VTK and ParaView)

to support VR displays became a priority. Consequently, the bar to develop novel visualization

methods tailored to the capabilities of immersive displays has been lowered significantly.

It seems like this trend will continue to a point where domain-specific applications will provide

VR support directly. This will be the milestone after which VR visualization techniques could see

significant improvements. As shown in our work on Scientific Sketching, domain scientists are in

some cases unaware of the possibilities provided by VR displays. Once they are provided with

means to freely explore the design space of immersive visualizations on their own terms, they may

be able to formulate problems with existing visualization methods and collaborate with computer

scientists to find novel solutions. The ease of entry makes HMDs the prime choice for single user

VR applications.

CAVE displays have not benefited as strongly from API improvements, due to the focus on

HMD devices. The relative rarity of CAVE setups combined with the fact that most of them use

unique combinations of projectors and screens make them a difficult target to develop for. However,

even here new frameworks, like MinVR, have reduced the entry requirements for developers.

Despite the success of HMD devices, I would disagree that they make CAVE systems obsolete

at this point in time. As the YURT system at Brown University exemplifies, detaching the physical

screens from the headset removes limitations on their size and allows for retina resolution rendering

across the entire screen area. At the same time this change greatly reduces the weight of the headset,

increasing the wearing comfort. Additionally, the ability to view your own body and those of

other users within a CAVE display is a feature that improved the effectiveness of collaborative

data exploration within our own experiments. In HMDs, mimicking this personal interaction with

virtual avatars is still an active research topic and it will take more time until the fidelity of these

avatars reaches a realistic representation. The lighter and easy to handle stereo glasses typically

used in CAVEs are also a benefit when demonstrating VR environments to multiple groups, as they

can be changed in quick succession. If a VR systems aim is focused on teaching scenarios or if

local collaboration of up to three users is a concern, CAVEs are still an architecture that should be

considered.

Despite their advantages, HMD and CAVE VR displays incur a “cost” on the user that might

limit their inclusion into small scale data exploration workflows. Switching from actual to virtual

reality takes time and once inside the immersive environment users often lose access to tools and

information available in their real world workplace. Until a majority of the working environment

can be adequately represented within the environment, users will frequently have to swap out of VR

for tasks like reference reading and note taking.

107



The devices that bridge this gap will hopefully be future AR displays. Blending virtual objects

and scenes into a users perception of the real world allows the seamless use of immersive visualiza-

tions in general research workflows, even for short exploration tasks. Since users don’t lose access

to any of their other tools, developers and scientists can focus on directly creating visualizations,

without having to replicate entire work environments for the user. Instead, AR visualizations could

be integrated into desktop software as immersive window that can be accessed at a moments notice.

AR devices have yet to reach the Field of View and resolution of current VR HMDs like the HTC

Vive Pro, yet I am convinced that they will see their use scientific visualization once they catch up.

7.4 General Conclusions

This research thesis investigated effective ways of using VR visualizations in scientific data ex-

ploration and their specific benefits for perception and interaction. In a set of multiple perception

experiments and case studies we have identified effective ways of using immersive visualizations

to aid domain scientists. Our results show that VR tools allowed them to view and analyze their

data in ways currently not provided by 2D displays, by providing them with intuitive movement

and interaction methods as well as screen-space encompassing almost their entire field of vision.

The results of our experiments advance our understanding of effective data representation in VR

displays in relation to human perception.

As VR displays become more prevalent in the future, opportunities for novel scientific visual-

ization techniques and interaction methods will open up. Yet to make full use of all aspects provided

by immersive displays, further studies of human perception is required. We believe that the results

presented in this thesis will form a solid basis for these future experiments, and will provide im-

mediate insights for software and hardware developers to build effective VR applications pushing

domain and visualization research to greater heights.
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Appendix A

Evaluating the Effects of VR Fidelity on

Data Exploration Performance

A.1 Detailed results of the statistical analysis
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Table A.1: Anova Results - Significant effects on time (all tasks)

Source Nparm DFNum DFDen F Ratio Prob >F

Platform 2 2 48.0 1.0278577 0.3655

FOR 1 1 48.0 2.784237 0.1017

Platform*FOR 2 2 48.0 0.5482773 0.5815

Stereo 1 1 48.0 20.754133 <.0001

Platform*Stereo 2 2 48.0 0.2768874 0.7593

FOR*Stereo 1 1 48.0 1.5533848 0.2187

Platform*FOR*Stereo 2 2 48.0 0.8287739 0.4427

Table A.2: Group numbers of our twelve experimental conditions

FOR Stereoscopy CAVE A CAVE B HMD

90 Stereo 1 5 9

90 Mono 2 6 10

270 Stereo 3 7 11

270 Mono 4 8 12
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Table A.3: Significant differences between CAVE A groups. Conditions by group number are (1)

90 stereo, (2) 90 mono, (3) 270 stereo, (4) 270 mono.

Metric Task Groups p̂ CIlower CIupper p

Time 10 2,4 0.00 0.0000 0.6161 0.032

Time 6 2,4 0.10 0.0198 0.5543 0.025

Time 4 2,4 0.12 0.0133 0.5791 0.042

Time 2 2,4 0.10 0.0188 0.5816 0.035

Time 6 1,2 0.96 0.5364 0.9980 0.006

Time 1 1,2 1.00 0.3838 1.0000 0.032

Time 6 2,3 0.00 0.0000 0.5837 0.032

Time 4 2,3 0.00 0.0000 0.6018 0.032

Time 2 2,3 0.08 0.0157 0.5647 0.024

Time 1 2,3 0.12 0.0107 0.6308 0.065

Time 4 1,3 0.02 0.0009 0.2979 <0.01

Accuracy 13 1,3 0.14 0.0175 0.5980 0.042

Accuracy 1 1,2 0.2 0.0415 0.5905 0.047

Table A.4: Significant differences between CAVE B groups. Conditions by group number are (5)

90 stereo, (6) 90 mono, (7) 270 stereo, (8) 270 mono.

Metric Task Groups p̂ CIlower CIupper p

Time 3 5,6 0.04 0.0019 0.4736 0.006

Time 5 5,8 0.08 0.0058 0.5647 0.024

Time 8 6,7 0.00 0.0000 0.6019 0.032

Time 8 6,7 0.00 0.0000 0.6161 0.032

Grade 6 5,8 0.16 0.0230 0.6057 0.05

Grade 13 5,8 0.14 0.0191 0.5764 0.032
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Table A.5: Significant differences between HMD groups. Conditions by group number are (9) 90

stereo, (10) 90 mono, (11) 270 stereo, (12) 270 mono.

Metric Task Groups p̂ CIlower CIupper p

Time 12 9,10 0.08 0.0060 0.5544 0.024

Time 03 9,10 0.88 0.3990 0.9878 0.042

Time 12 9,11 0.08 0.0058 0.5647 0.024

Time 06 9,11 0.10 0.0094 0.5642 0.025

Time 05 9,11 0.12 0.0127 0.5914 0.042

Time 11 9,11 0.08 0.0060 0.5544 0.024

Time 11 10,11 0.04 0.0019 0.4736 0.006

Time 14 10,11 0.00 0.0000 0.6161 0.032

Time 05 9,12 0.08 0.0073 0.5059 0.010

Accuracy 14 9,12 0.90 0.4685 0.9892 0.015

Accuracy 10 9,11 0.88 0.5139 0.9807 0.007
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Table A.6: Significant differences found between same conditions on the three platforms.

Metric Condition Best Tasks

Time Mono 270 CAVE A < HMD 1

Time Stereo 270 CAVE A < HMD 4

Time Mono 90 CAVE B < HMD 3

Time Mono 90 CAVE A < HMD 3

Time Mono 90 HMD < CAVE B 13

Time Mono 90 HMD < CAVE A 13

Accuracy Mono 270 CAVE B > HMD 13

Accuracy Mono 270 CAVE B > CAVE A 15

Accuracy Stereo 270 HMD > CAVE A 7,10

Accuracy Stereo 270 HMD > CAVE B 10

Accuracy Stereo 90 HMD > CAVE B 6,14

Accuracy Stereo 90 CAVE B > CAVE A 6,8

Accuracy Stereo 90 HMD > CAVE A 14

Accuracy Mono 90 HMD > CAVE A 1

Accuracy Mono 90 CAVE B > HMD 11

Accuracy Mono 90 CAVE B > CAVE A 1,15
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