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The current paradigm in health tracking research, as performed in fields such as public health, social sciences,

and research initiatives like mHealth, is to find generalizable effects that can be disseminated to the public.

However, by definition, there only has to be a small effect on a subset of that population for those studies to

claim a positive result. In order to avoid following general advice and to find out what works specifically

for them as individuals, some people perform experiments on themselves (self-experiments). However, in

reality the insights people draw are often flawed because not everyone is trained to conduct scientifically valid

experiments.

The aim of this work is to study how individuals perform self-experiments and to build novel systems

that guide people through the steps of such experiments. This dissertation outlines tools and guidelines to

make self-experimentation accessible by providing easy to understand interventions and results. The first

system presented is SleepCoacher: an automated system for self-experiments in sleep that includes a sleep

tracking smartphone application that collects data from sensors and user input to provide and evaluate the

effect of actionable personalized recommendations for improving sleep. Next, based on findings from studies

with the system, the SleepCoacher approach is modified to add more guidance, flexibility, and agency in

the self-experimentation process to create a robust app called SleepBandits. In SleepBandits, Thompson

Sampling, a heuristic from reinforcement learning, estimates how likely it is that the behavior change is

helpful for the given user. Finally, extending this line of research, Self-E is developed as a system for broader

self-experiments, which lets the user choose which behaviors to change and automatically breaks down the

experiment into a series of steps, and communicates them to the user through actionable messages. Together,

these systems are a step towards a vision of perpetual self-experiments, where users can continuously receive

recommendations and change little snippets of their behavior to constantly improve their well-being.
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Chapter 1

Introduction

Thesis Statement: Self-experiments are difficult for people to conduct themselves, due to tracking fatigue,

lack of randomization in the experimental conditions, and flawed data analysis. Guidance from automated

mobile apps can improve understanding and introduce randomization in their experiments by balancing

agency with scientific validity. Several iterations of this framework lead to systems that guide the user through

the steps of collecting data and evaluating the effectiveness of personalized recommendations, resulting in a

lowered barrier to the wider adoption of self-experimentation.

1.1 Motivation

“To find out what happens when you change something, it is necessary to change it.” —- George Box

Data derived from male subjects for diagnoses and treatments has long been considered one-size-fits-all

in biomedical research [91]. However, generalized health advice based on that data might not be applicable

to each individual’s specific outcomes and could lead to negative reactions. In contrast, self-experiments, a

form of single-case studies, focus on finding outcomes that work specifically for a given person, rather than

on finding generalizable results that can be disseminated to the public. Self-experimentation is a form of

scientific experiment in which the experimenter is the subject under study [186]. Sometimes called an N-of-1

study, it has been applied in a variety of research fields, such as medicine, psychology, and research initiatives

like mHealth [62, 141]. This dissertation aims to investigate how people perform self-experiments and how

we can build tools to better support them when they need guidance. The goal of this work is not to discover

knowledge about a broad population, nor to find correlations, but to investigate behaviors’ causality: to help

people learn about what affects them, specifically for the parts of their lives that matter to them the most.

Personal informatics incorporates the collection, analysis, and reflection on various facets of personal data

and experiences, primarily with the aid of technology. Recent research shows that 69% of U.S. adults already

1
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engage in self-tracking practices [70]. Studies have also identified how people perform self-tracking, what

reasons motivate them to do so, and what data they track most commonly [116, 39]. The findings from these

investigations have shown that people generally perform descriptive analyses and that tracking one’s own

behavior is a beneficial process. People perform self-tracking for various reasons, including to be mindful

of their behavior or to improve their lives by solving a current problem they are experiencing. Although

self-tracking has other benefits and can reveal interesting insights or correlations, we focus on determining

a causal relationship, which requires a different approach: self-experimentation. Our findings are aimed at

empowering people to run effective self-experiments.

Beyond passive monitoring, the next step towards better understanding one’s self is to perform self-

experiments: to create and test hypotheses on the effect of small behavior changes [68]. Self-experimentation,

however, can be challenging for people as it entails collecting and analyzing data in a systematic way.

Even “extreme users” as defined by Choe et al. with experience in self-tracking encounter difficulties in

rigorous self-experimentation [39]. Many individuals who perform self-tracking do not have the capability

to conduct such analyses or run rigorous experiments, and may create “under-specified goals that [are] not

actionable” [115].

As a first step towards making self-experimentation accessible, we focused our approach on a single

domain: sleep. Sleep problems are estimated to impact over 70 million people in the United States alone,

resulting in $50 billion of lost productivity annually [130]. However, people might not know exactly how

to improve their sleep habits, and prior studies have shown that they are receptive to sleep-related sugges-

tions [51]. The most common suggestion for improving sleep is to follow the generic sleep hygiene guidelines,

such as “sleep 7–9 hours” or “avoid caffeine close to bedtime” [3, 5]. While these guidelines may be helpful

for the overall population, they fail to acknowledge individual differences and thus might be inappropriate or

even detrimental to an individual’s sleep. For example, chronotypes [156], the characterization of a person’s

tendency to wake up early or feel refreshed when they go to sleep late and wake up late, are not typically

incorporated in these recommendations.

Individually-tailored methods for improving sleep require patients to be observed in a sleep clinic by a

physician using costly and obtrusive sensor technology such as polysomnography. In contrast, prior research

has shown that people are most interested in unobtrusive sleep monitoring technology that does not require

additional devices [36], making the smartphone an ideal form factor for sleep monitoring. Indeed, widespread

use of tools to track aspects of our daily lives are on the rise, meaning that while the bulk of our work has

been completed in the domain of sleep, our findings can be applied to other areas of well-being and lifestyle.
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1.2 Overview of Contributions

Each chapter in this dissertation builds towards our goal of making self-experimentation accessible to novices.

We develop guidelines and systems (including smartphone apps) that guide the user through the steps of the

self-experiment. A central theme of our approach is making all our apps publicly available. To this end, we

open source our system code and list the apps publicly on the Android and iOS app stores. The bulk of this

thesis has been previously published in journal and conference papers.

SleepCoacher: A Personalized Automated Self-Experimentation System for Sleep Recommendations

Daskalova, N., Metaxa-Kakavouli, D., Tran, A., Nugent, N., Boergers, J., McGeary, J., & Huang, J. Sleep-

Coacher: A Personalized Automated Self-Experimentation System for Sleep Recommendations. In Proceed-

ings of the 29th Annual Symposium on User Interface Software and Technology (UIST 2016).

As mentioned earlier, sleep is an ideal domain to start exploring solutions for systems for self-experiments.

Previous work has shown that even when people are aware of the general sleep hygiene guidelines, they often

do not adhere to them [126]. We set out to study how we can automate the process of providing personalized

health recommendations. We developed SleepCoacher: an integrated system, which combines automated

data collection using smartphones with input from professional clinicians to collect user data. The system

guides users through iterative experiments to test the effect of recommendations on their sleep. Unlike most

other sleep tracking systems, SleepCoacher was developed through a novel approach of collaborating with

sleep experts, as described in Chapter 3. The design choices behind how the system selected and phrased

the recommendations, as well as how it presented the results, were made with their guidance and feedback.

Chapter 3 also provides a detailed explanation of the system and the studies we conducted to evaluate its

effectiveness.

Cohorts of Self-Experimenters: Lessons Learned from Personal Informatics Self-Experiments

Daskalova, N., Desingh, K., Papoutsaki, A., Schulze, D., Sha, H., & Huang, J. Lessons learned from two

cohorts of personal informatics self-experiments. In Proceedings of the ACM on Interactive, Mobile, Wearable

and Ubiquitous Technologies (Ubicomp 2017).

Chapter 4 describes the guidelines for self-experiments we developed based on our observations of how

two cohorts of novices designed and developed their own self-experiments [47] without the help of any

specific guiding system. The study showed that people often design experiments that are heavily affected

by confounding variables or ones that require too much manual tracking, which in turns leads to tracking

fatigue. Based on these findings and on a review of existing literature, we have developed a set of guidelines

that novices can use to run successful self-experiments based on an iterative framework that encourages them

to revise the setup until they are confident in it.
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SleepBandits: Guided Flexible Self-Experiments for Sleep

Daskalova, N., Yoon, J., Wang, Y., Beltran, G., Araujo, C., Nugent, N., McGeary, J., Williams, J., & Huang, J.

SleepBandits: Guided Flexible Self-Experiments for Sleep. In Proceedings of the ACM Conference on Human

Factors in Computing Systems (CHI 2020).

In the studies we completed to evaluate both SleepCoacher and the guidelines for self-experiments, we

noticed a recurring theme of tracking fatigue and a lack of adherence to the intervention. In order to address

those issues, we developed SleepBandits, a modified version of SleepCoacher, described in detail in Chapter 5.

In addition to collecting sleep tracking data, the SleepBandits smartphone app allows people to select their

own interventions and length of their experiments. To achieve that, it uses the Thompson Sampling heuristic

to provide users with the condition (baseline or intervention) that is most likely to help their sleep on any

given day. Every day, SleepBandits presents the likelihood that the intervention is helpful, so the user is free

to move on to a new intervention at any point. To evaluate the utility of this approach, we released the app

to the Google Play Store and conducted a study with a broad audience of users. We find that SleepBandits

and its use of Thompson Sampling are effective at helping novices perform sleep self-experiments, while

ameliorating the issues of tracking fatigue and lack of adherence to the intervention.

Self-E: Guided Self-Experimentation Beyond Sleep

Daskalova, N., Kyi, E., Ouyang, K., Park, A., Nugent, N., & Huang, J. “Self-E: Practical Self-Experiments.”

(in submission).

While the first self-experimentation systems we built were focused on the domain of sleep, we wanted to

explore whether the approach for flexible self-experiments is applicable to other aspects of our well-being.

Thus, we developed Self-E, a novel system which guides users through the steps of self-experiments beyond

sleep. Chapter 6 describes the system implementation and study in more detail. Similarly to SleepBandits,

Self-E lets the user choose which behavior to change and then it automatically guides them through the whole

experiment. Self-E tracks common variables like productivity, diet, and exercise, and provides instruments

for reporting them: for example, it uses experience sampling to collect responses related to mood tracking.

Investigating the Effectiveness of Cohort-Based Sleep Recommendations

Daskalova, N., Lee, B., Huang, J., Ni, C., & Lundin, J. Investigating the effectiveness of cohort-based sleep

recommendations. In Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies

(Ubicomp 2018).

Self-experimentation systems that provide personalized recommendations are limited by the amount of

data collected for each user. The first time an individual uses SleepBandits or Self-E, they have to either pick
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a recommendation from a general list or come up with a hypothesis on their own. However, these systems can

be further modified to provide suggested experiments based on what cohorts of other similar to the individual

users have undertaken in the past. To investigate this claim, Chapter 7 describes a qualitative study with

which we explored how to leverage other users’ data to provide meaningful recommendations and what users

believe their cohort should be based on.



Chapter 2

Related work

This chapter presents an overview of the previous work related to self-experiments, personal informatics,

single-case designs, and current methods for sleep tracking.

2.1 Behavior Change and Persuasive Technology

The transtheoretical model of health behavior change claims that there are six stages of change: precontem-

plation, contemplation, preparation, action, maintenance, and termination [143]. Most self-technologies are

focused on helping people monitor their behavior and health progress over time.

Persuasive technology aims to promote changes in users’ behaviors or attitudes [67]. Researchers often

try to change behavior based on a set of generic guidelines, for example to prompt smoking cessation [66].

One such behavior change system, ShutEye, focuses on displaying sleep hygiene guidelines on a user’s

mobile phone home screen [18]. On the other hand, Fogg’s “Tiny Habits” approach implies that knowing

what change to make is not always enough to actually change behavior. However, it might be easier for users

to create a new habit if they are already seeing positive changes from their self-experiment.

Such technologies, however, assume that there is a generalized set of advice that works for everyone, and

may neglect the reality of individual differences. Prior work indicates that an individually-focused closed-loop

system consisting of self-monitoring and suggestions can improve sleep [48]. The systems outlined in this

dissertation aim to address the lack of personalized tools providing actionable feedback.

Some non-clinical studies evaluate their systems based on the behavior change of users, but Klasnja et

al. [106] argue a better focus for early stage human-computer interaction technologies would be on the users’

experiences with the system. Thus, in our work, we analyze qualitative data from participant interviews and

questionnaires, as well as some quantitative metrics about the use of our systems. This method is in line with

previous studies, which use similar feedback from participants to evaluate their systems.

6
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2.2 Self-Tracking and Personal Informatics

People have been tracking their own behavior, health, and feelings for a long time. Diaries are an example

of such record-keeping as they provide the means to look back and reflect on one’s experiences, or simply

because “we forget all too soon the things we thought we would never forget” [54]. Recently, self-tracking

devices have become ubiquitous, allowing passive tracking of a wide range of variables. People can now

record not only aspects of their health such as calories and amount of time slept, but also how they spend

their time and money.

The most common tools for self-tracking are smartphones and other portable and wearable devices, such

as FitBits [1]. Previous studies of self-tracking have addressed areas such as food intake [44, 45, 40], personal

fitness [81], multiple sclerosis [11], mindfulness [12], migraines [164, 140], menstrual tracking [60], personal

finance [98], mental wellness [99], and productivity [187, 87, 103, 157, 102]. Prototypes for manual and

automatic self-tracking of general factors in one’s life have been developed by Kim et al. [104].

However, the amount of data people collect about themselves is so overwhelming that certain innovations

focus on synthesizing the information from multiple platforms and presenting it in a simpler, more under-

standable form [19]. Interpreting the collected data is challenging, so people often turn to health providers

for help [39, 116, 164]. It has been observed that even experienced users fail to make the most of their

personal data even if they desire to do so [38]. The “Quantified Self” community comprises individuals

who use and design tools for personal informatics [112]. Quantified Self participants hold Meetups around

the world, during which they present what they tracked, how they tracked it, and what they learned from it.

Choe et al. studied this community by analyzing videos from the Meetups and extracting valuable lessons

from the self-tracking practices of this extreme user group [39]. They found that Quantified Self enthusiasts

compromised the validity of their results due to three common pitfalls: 1) tracking too many things, 2) not

tracking triggers and context, and 3) lacking scientific rigor, such as not including control conditions. In our

research, we look at how guidance can support more scientifically rigorous N-of-1 style experiments.

Hekler et al. point out that many current self-tracking technologies do not provide the tools to self-

experiment, as knowledge on its own is not enough for behavior change [84]. While self-tracking tools

can help people make their own interpretations about their data [11], that alone does not lead to actionable

changes [115]. However, such tools can be useful in gathering the appropriate data to then be used to determine

causal relationships for effective lifestyle interventions [47, 94]. These tools can also be complemented by

previous research in the persuasive technology field to develop encouraging and trustworthy software [67, 31].

2.3 Self-Experimentation and Existing Sytems

Sanctorius of Padua conducted one of the earliest documented examples of scientific self-experiments. Since

then, self-experimentation has been applied in a variety of research fields such as medicine and psychology.
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One notable example of such experiments performed as a classroom assignment is that of Allen Neuringer

in an introductory psychology class [133]. Neuringer asked his students to perform a self-experiment for 2

weeks to illustrate the possibilities of self-experiments outside the laboratory. Some of his students designed

their experiments in phases and mainly looked at the difference of means between the conditions. In this

dissertation, we build on that model by providing more structure to the steps of the self-experiment, making it

accessible to a broad range of novices.

The value of personal informatics comes from the process of discovery and reflection on one’s data.

Anyone can start self-tracking, but only people who know what to study and how to interpret the results will

gain useful insights [154]. Li et al. derived a stage-based model of personal informatics composed of five

stages (preparation, collection, integration, reflection, and action) and identified barriers that current systems

pose in each stage [116]. They argue that personal informatics tools should allow users to iterate on their

experimental stages to find the optimal procedure; this supports the iterative model of self-experiment design

that we present in Chapter 4. Epstein et al. [61] build on Li et al.’s model by expanding it to the processes of

preparing and selecting tools for behavior change, as well as maintaining the new behavior. They emphasize

that some trackers either wanted to or had to change tools during their experiments [61].

Some forms of personal informatics do not require self-experimentation. For instance, people track simple

things such as daily steps or number of push-ups to motivate themselves toward specific goals, or to archive

various aspects of their lives as a new way of journaling and reflection [39]. However, to determine if there

are causal relationships between variables in their lives, people must perform self-experimentation to get

scientifically valid results. Self-experiments can be further motivated by a user trying to solve a problem by

finding the right behavior change protocol to address the issue [115]. Lee et al.’s work investigate how to help

people (mostly students) develop a behavior change protocol using habits developed based on triggers and

SMART (Specific, Measurable, Actionable, Realistic, and Timely) goals.

Roberts has played a pioneering role in introducing self-experimentation to the self-trackers that are new

to the Quantified Self community [152, 153]. He ran numerous experiments over a period of twelve years,

identifying several novel causal relationships which he later found to be related to conventional research

findings. He also popularized a method for weight reduction based on his experiments, which was anecdotally

reported to be effective. He argues that self-experimentation has several benefits over conventional research,

including strong self-motivation, no limit to experiment duration, and easier idea generation and validation.

Karkar et al. present an initial framework of how to run self-experimentation, specifically with a focus on

problems with irritable bowel syndrome [95]. While the framework works well for the proposed cases with

no carryover effect, it would need to be customized further to adapt for other domains. Furthermore, another

limitation of the main premise of the framework is that the self-experimenter would re-run the study if they

are not satisfied with the results after the end of the study. We build on this work by accounting for these

issues in our proposed guidelines for self-experimens, discussed in Chapter 4.

The goal of self-experiments in the context of personal informatics is finding knowledge about oneself
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that is individually meaningful [115, 39]. Previous systems have explored self-experimentation in specific

domains, such as TummyTrials for IBS management [94], or Trialist for chronic pain management [17].

QuantifyMe, another self-experimentation app, asked users to follow a rigid experimental schedule that only

1 of the 13 participants was able to adhere to and to finish a self-experiment [162]. These studies contributed

to self-experimentation literature through collecting and analyzing qualitative data [57], providing rationale

for single-case design experiments [94] and improving quantitative data evaluation methods [47, 94, 95]. Two

systems, Paco [63] and Galileo [180], exist to help people conduct experiments outside of a study setting.

However, they are not optimized to help novices conduct self-experiments with only their own data.

2.4 Single-Case Research Design

The traditional method that clinical studies employ to determine causality involves numerous subjects and is

called a randomized control trial (RCT)[42]. Single-case study designs (SCDs), on the other hand, can help a

specific individual determine the efficacy of different interventions. In SCDs, hypotheses on the effect of

different changes in lifestyle or behavior are created and tested.

Due to inherent limitations, RCTs are not ideal study designs for self-experimentation. For example, most

findings from RCTs are based on the responses of average persons in a study; therefore, people who are not at

the center of this bell curve may not respond as expected to a particular intervention, as has been reported

in reactions to drugs [131, 146]. The average can also be skewed by significant exclusion criteria or lack of

diversity in recruitment for such studies [125]. RCTs would not inform an individual about their specific case,

and a controlled environment is unfeasible for apps and burdensome for people.

In SCDs, on the other hand, individuals serve as their own control, and baselines are established based on

whether an intervention was carried out or not, which can reduce the inferential errors of group analysis in

RCTs [100]. Thus, SCDs allow the empirical testing of whether an intervention is effective for an individual,

which makes them more suitable for self-experiments because they provide more personalized interventions

and flexibility than RCTs [94, 119].

Self-experiments in the form of SCDs have been conducted by academics from medicine [101] and

psychology [155], as well as by non-academics in areas involving well-being in Quantified Self and its

practitioners [39]. The standard rigorous single-case designs, specifically Kratochwill et al.’s standards for

single-case designs [111], aim to reduce the confounding effects of time-based events and other the commonly

cited limitations of SCDs such as internal validity [94, 83].

These standards, created by a group of quantitative and single-case design methods experts, are based on

the AB phase design. In the AB experimental design, the participants change their behavior at a predefined

time in order to analyze the effects of the independent variable on a dependent variable [176]. This change

in behavior signifies a new phase of the experiment. The A phases are one pattern of behavior, usually
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Figure 2.1: Experimental design methodologies can have different time series patterns. For the randomized
design, each phase is just one measurement. For AB designs, each phase has a randomized length with
multiple measurements. There can also be more than just two types of phases: in ABC, for example, there are
two levels of treatment in addition to the control phase.

the baseline, and the B phases are another pattern of behavior, usually the intervention. Figure 2.1 shows

the different design methods and their phases in a time series experiment [15]. For example, the ABA

experimental method divides the experimental period into three phases: the experimenter starts with behavior

pattern A, followed by behavior pattern B, and then A again.

According to Kratochwill et al., the ABAB phase design variation is the most appropriate one for

experiments with carryover effect, as the basic AB design is susceptible to confounding variables, thus

affecting the quality of the conclusions [111]. The ABAB design, and even more sophisticated designs such as

the ABABAB, allow for the suggested minimum of three attempts of change to demonstrate the intervention

effect. The ABAB phase design, which combines the least bias with enough time for users to acclimate to the

recommendations, was used in SleepCoacher [51] (Chapter 3), which studied the success of a sleep tracking

system that provided participants with personalized sleep recommendations. However, as discussed in our

findings in Chapter 4, the time period required to complete an ABAB phase design might deter novices from

conducting self-experiments. Thus, for the development of the SleepBandits and Self-E systems (Chapters 5

& 6), we used a randomized phase design in which each day is a new phase. Chapter 5 expands on how we

further evolved our self-experimentation systems by using Bayesian techniques in the data analysis, which

aim to increase rigor while maintaining practicality [165].

2.5 Sleep Tracking and Studies

Sleep is one of the most commonly tracked personal informatics variables [117]. Yet, in the domain of sleep

monitoring, the existing professional solutions use specialized equipment to improve detection of some sleep

events. These methods are costly and require professional oversight.

Polysomnography (PSG) is the traditional method of sleep monitoring used to detect sleep disorders [169].

PSG is an overnight study performed in a hospital or sleep clinic. It can cost patients hundreds to thousands of

dollars, and requires the placement of medical equipment including electrodes on the scalp, eyelids, and chin,

heart rate monitors, and other devices [22, 173]. Although this is a noninvasive procedure, PSG is obtrusive,

costly, and cannot detect occasional problems as sleep in clinics may not be representative of in situ.
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Low-cost alternatives to professional sleep tracking include smartphone applications and wrist-worn

devices, such as Fitbit, which leverage a built-in accelerometer to employ actigraphy [89, 142, 161], a

technique which infers sleep and wake states based on the person’s movement patterns. While these trackers

have shortcomings such as limited battery life, non-standardized accuracy, and discomfort [108], research

shows that one in ten Americans owns one [114]. However, such devices mainly gather data and show

summary statistics and general sleep tips.

Some non-clinical sleep studies have also focused on building systems that use various sensors to detect

sleep events or predict sleep quality [128, 96, 78, 51]. While the accelerometer is the best feature to use when

predicting sleep duration [34], it may be less accurate when placed further away from the body.

2.6 Conclusion

Self-tracking systems are becoming ubiquitous and are helping people reflect on their experiences. However,

they do not provide the necessary tools to perform self-experiments. This dissertation builds on existing

personal informatics research to create automated and personalized behavior-powered systems that guide

users through a complete cycle of a self-experiment. Thus, the intervention is constantly evolving over time,

so the user is always being asked to make actionable changes and is notified of ongoing results. The work

poses a new paradigm for societal improvement – flexible and computationally guided self-experiments.



Chapter 3

SleepCoacher: A Personalized
Automated Self-Experimentation
System for Sleep Recommendations

This chapter presents SleepCoacher, a sleep tracking system that collects data using smartphones and provides

clinician-approved personalized recommendations to improve sleep. This chapter is a summarized version

of [51], where I was the first author and was responsible for the implementation, the running and analysis of

the user studies and a majority of the writing.

Millions of people have downloaded sleep monitoring apps, which sense noise using the phone’s micro-

phone and movement using the accelerometer, to show users their sleep patterns [4, 134]. Users of such apps

are receptive to recommendations about behaviors preceding sleep to improve their sleep hygiene [2, 18].

While offering an improvement over traditional methods, current app-based solutions lack many of the

features of successful clinical methods, including personalized analysis and professional guidance. Our

system, SleepCoacher, addresses this deficit by implementing a self-experimentation framework based on

clinician-generated sleep recommendations. SleepCoacher goes beyond the description and visualization of

sleep patterns to automatically generate tailored recommendations for improving sleep based on sensing data.

Our contribution is twofold. We present: (1) a framework for guiding users through personalized

micro-experiments in cycles, observing the impact of data-driven recommendations over time and improving

iteratively; and (2) SleepCoacher, an open-source system implementing this framework for the purpose of

improving sleep.

12
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3.1 Related Work

While personal informatics and persuasive technology tools have advantages and disadvantages, neither is

sufficient for troubleshooting complex individual phenomena. Personal informatics researchers collect user

data, but generally do not take the next step of using the data to generate recommendations, and test the

efficacy of such recommendations. On the other hand, while single-case experiments may involve a baseline

and intervention period, these experiments are often small-scale anecdotes and are not rigorous enough as

they do not incorporate enough data to allow for the development of a predictive model. This work aims to

combine these methodologies into an integrated closed-loop model by tracking the effects of personalized

feedback over time.

3.2 SleepCoacher System

As mentioned before, sleep is one of the most commonly tracked variables of our health [117], and yet current

technologies provide mainly summary statistics. If a novice wanted to better understand the effect of an

intervention on their sleep, they would have to learn how to appropriately collect data, design a study setup,

and analyze the data. In order to lower the burden on the user, we set out to develop SleepCoacher: a system

for self-experiments in sleep. SleepCoacher combines automated data collection using smartphones with input

from professional clinicians to collect user data and, in return, send daily feedback and participant-tailored

recommendations to improve sleep. Participants follow each recommendation for a number of days in a

predefined experimental design. The system then determines whether the intervention had a positive effect on

sleep and sends the user a message with the conclusion of the experiment. It also generates a correlations

profile for each user, mapping the different factors of their sleep to key metrics, and then the feedback loop

repeats (Figure 3.1). Basically, SleepCoacher iteratively learns which recommendations are effective, informs

the user what they should continue doing, and over time gradually improves the user’s sleep in the long term.

The SleepCoacher system uses a novel recommendation testing methodology consisting of four key

components: (1) gather baseline data for 5–6 days, (2) calculate personal correlations between independent

and dependent variables, (3) generate and deliver relevant recommendations based on the highest correlation,

and (4) test whether following this recommendation improved the target sleep variable, thus suggesting

causality, by measuring the impact of the intervention over 10–11 days. This framework allows for the

exploration of possible causal relationships since impact is tracked over time, as well as the cyclical structure

to allow a user iteratively improve over time. The complete open-source SleepCoacher system is available

online at http://sleep.cs.brown.edu.
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Collect data
Data collected from 
sleep sensing app on 
user’s phone.

1

Calculate personal 
correlations based on 
key metrics

2

Generate recommendation 
and test it
Did the recommendation 
improve the target variable? 
Measure impact of intervention.

3

Deliver conclusion
Communicate to user 
outcomes of the study.

4

Figure 3.1: SleepCoacher employs a closed feedback loop: a user’s data is uploaded to the cloud and a profile
with correlations is created for each user. Next, recommendations are generated and sent back to users, who
adjust their sleep habits accordingly.

3.2.1 Sensing and Data Processing

SleepCoacher’s underlying framework can be applied to sleep improvement on top of any app which collects

motion and noise data. For this study, we worked with developers of an Android sleep self-tracking app,

Sleep as Android, which has over 10 million downloads (1.5 million of whom are active users) [4]. Sleep

As Android provided us with a modified version of their publicly available app, which captures higher

resolution movement data. We made further modifications to simplify the interface for our study, removing

visualizations and extra options that could confuse users or influence their usage of the app and perception of

recommendations. Figure 3.2(a) shows the home screen of the original Sleep As Android app with its four

tabs, whereas Figure 3.2(b) shows our modified version, with just a single tab.

The application collects bed and wake times, accelerometer-based movement data at 10-second intervals,

microphone noise levels at approximately 5–10 minute intervals and times of any alarms set and snoozed.

Upon waking up, users stop tracking by manually indicating they are awake, and as shown in Figure 3.2(c),

the app also collects the user’s self-reported rating of how refreshed they felt upon waking up (by picking

a 1-to-5-star rating), and user-associated tags for each night’s sleep (e.g. #earplugs, #alcohol). From these

features, SleepCoacher computes the sleep onset latency and awakenings throughout the night using heuristics

common in sleep actigraphy literature [9, 138]. Details can be found in [51]. The app uploads the night’s data

to our servers under an anonymous identifier.

Our system then downloads the users’ sleep data, computes statistics such as hours slept and sleep onset

latency, and sends daily feedback based on these details to each user. Next, we compute Pearson correlations to

determine which intervention suggestion to send to each user from a collection of recommendations provided
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(a) (b) (c)

Figure 3.2: (a) The original Sleep As Android home screen contained multiple tabs with extra graphs and
features that were deemed unnecessary for the purposes of our study. (b) We simplified the interface in order
to minimize distractions in the app. (c) Once the user stops tracking in the morning, the app asks them to rate
their sleep between one and five stars, and also lets them add tags with anything that was relevant for them,
for example #home if they slept at home.

by sleep clinicians based on each user’s raw data. Finally, we determine whether the recommendation had a

positive effect on the target sleep variable.

3.2.2 Sleep Clinician Input

Two clinical researchers from the Bradley Hasbro Research Center and a psychiatry and sleep researcher

from the Providence VA Medical Center provided input in the design of SleepCoacher’s analyses. One of

the clinicians is a nationally-recognized expert in behavioral sleep medicine, studying the effects of sleep

disruption on family and academic functioning. The second investigates health behaviors in trauma-exposed

populations and has clinical and research experience in the assessment of behavior change. The third

researcher investigates individual differences and relates them to behavioral and mental health outcomes. His

prior work includes measuring the impact of sleep quality on neurocognition and depressed mood.

We conducted two studies, a Preliminary and a Final one, as described in Section 3.3. In the Preliminary

study, clinicians provided recommendations for each user on a per correlation basis. This process taught us

that clinical insights could be pattern-matched into a collection of recommendations. In the Final study, having

worked with the clinicians to generate personalized recommendations based on user data, we aimed to expand

and integrate this expert feedback at scale into a more highly automated and scalable SleepCoacher system. To
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do so, we surveyed clinicians and sleep literature for common independent and dependent variables affecting

sleep, creating a library of 114 recommendation templates with each independent-dependent combination

mapped to a recommendation. The clinicians then edited and ranked these recommendations, and each

rank was integrated into the system as a weight on the likelihood of a user receiving the corresponding

recommendation. More details on this process can be found in [51].

3.2.3 Collection of Recommendation Templates and Selection Algorithm

In the Final study, we focused on three measurable dependent variables: sleep rating, onset latency, and

number of awakenings per hour. We created a list of all possible independent and dependent variable

combinations, both positive and negative correlations. We selected recommendations from three key lifestyle

dimensions: environment (specifically factors affecting sleep such as light and noise), physical state (including

diet, and exercise), and mental state (for instance stress level before bed). We augmented the three lifestyle

dimensions with a fourth for the special case of sleep: chronotype, an individual’s natural sleep rhythm.

Each template recommendation aligned with three key criteria, ordered from most to least important:

recommendations had to be measurable (easy to observe and tag), easy for users to comply with, and

empirically supported by prior research. Notably, support from prior research was the least important criterion

since this work focuses on identifying individual sleep responses that may or may not match existing literature.

On the day before a recommendation was due to be delivered, SleepCoacher calculated the Pearson

correlation coefficients for every independent-dependent variable combination for each participant. Then, the

recommendation selection algorithm identified the combination with the highest correlation and returned the

recommendations mapped to the combination.

Once the recommendation template is selected, SleepCoacher tailors it according to the user’s sleep

statistics and the system sends the tailored recommendation to the user. The recommendation templates

included average values for certain sleep factors (noisiness, sleep onset latency, frequency of awakenings)

and average and optimal values for others (bed/wake time, hours slept).

3.3 User Studies

We performed two studies: the Preliminary Study (an exploratory study of 28 continuous nights), and a Final

Study for 42 continuous nights. The purpose of the former was to work with clinicians to learn how they

develop recommendations based on a user’s data, as well as to test the mechanics of running such a study.

Next, we focus on the Final Study, but details about both can be found in [51].

The ideal participants for our studies have three attributes in common: (1) their schedules are not rigorous

and thus they have opportunities to enact the interventions in their sleep habits; (2) they do not have severe

sleep problems that would interfere with our study; and (3) to meet logistical constraints, they have Android
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smartphones in order to run our system. We chose to recruit undergraduate students for both studies, since

individuals in this group are particularly at risk for poor sleep and are also early adopters of many technologies.

As such, this population has much to gain from sleep tracking personal informatics technologies. Also, relative

to the rigid schedule required of most full-time working adults, undergraduates have a flexible schedule that

allows opportunity for intervention.

Participants were instructed to use the sleep app nightly, placing the phone on their bed near shoulder-level.

To begin tracking, participants pressed a button upon getting into bed and stopped the app upon waking

up. In the morning, each participant provided a rating of how refreshed they felt (1 star: very tired; 2 stars:

somewhat tired; 3 stars: refreshed; 4 stars: very refreshed; 5 stars: super refreshed). They could also add

personalized tags (e.g. #whitenoise, #latecaffeine).

Following the culmination of each study, each participant was given an exit survey asking, for each

recommendation, whether they followed it, found it helpful, or had other comments about the experience.

They were also asked whether and (if so) how participating affected their sleep habits.

3.3.1 Final Study

The participants, 11 women and 8 men, were all undergraduate students between 18 and 23 years of age. Of

our 19 participants, 17 recorded their sleep for at least 80% of the duration of the study, and the remaining

two were excluded from data analysis.

Each participant received a total of 2 recommendations during this study, one every 21 days. Figure 3.3

shows the study setup based on the single-case design (SCD) standards format of the ABAB phase design [111],

where the A phases are the no-intervention days, and the the B phases are the days with the intervention

(following the recommendation). The SCD standards further state that each phase should have a minimum of

3–5 measurements, and since one measurement for sleep tracking is one night, that meant a minimum of 3–5

nights. We chose 5 nights since in the Preliminary study we saw that 3 nights were not enough to show effect

on sleep. Thus, one ABAB cycle would be complete in 20 days. We tracked participants for a final day to

Figure 3.3: In the ABAB phase design of our Final Study, A phases (yellow) were non-intervention days, and
B phases (blue) were intervention days.
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round to a full 3 weeks, assigning that extra day to one of the previous five-day phases at random. We repeated

this ABAB design twice in order to better evaluate the system, so each participant received 1 recommendation

every 21 days, for a total of 2 unique recommendations throughout the 6-week study duration.

To pick which recommendation to send, the correlations were calculated right before the recommendation

was due and were based on all previous data. The first recommendation was given on Day 5 or 6, and the

second was given on Day 25 or 26.

3.3.2 Recommendations and Daily Feedback

In both studies, participants were asked to track their sleep every night and enter a rating and tags in the

morning. In the Final Study, users received a text message with some statistics about their sleep every day

at 10pm (called “daily feedback”). In the event that a user did not track the previous night’s sleep, this was

communicated to the user in lieu of a daily feedback message. Otherwise, one of four other daily feedback

option was sent at random, giving statistics about the individual’s hours slept, onset latency, or awakenings

for the previous night. Table 3.1 includes two of those options.

3.3.3 Example Final Study Scenario

In phase A1, a participant tracks her sleep with comments and ratings. On Day 5, SleepCoacher computes

correlations and finds the highest one of 0.7 between bedtime and onset latency. The system finds the

recommendation templates mapped to the given combination and sends one as a text message: “On average,

you go to bed at 11 pm. We’ve noticed that when your bedtime is consistent you tend to fall asleep faster. For

the next 6 days, try going to bed at a consistent bedtime, around 11 pm.” She then follows the recommendation

for phase B2. Then, SleepCoacher prompts her to stop following it for another 5 days (A2), and then prompts

her to follow the same recommendation again (B2). At the end of B2, SleepCoacher evaluates the effect of

the recommendation and sends her a text message with the outcome: “Based on your data for the last 3 weeks,

following the recommendation to go to bed consistently at 11pm helps you fall asleep 23% faster.”

3.4 Findings

Based on lessons learned from the Preliminary Study, SleepCoacher sent a greater diversity of suggestions

in the Final Study. It also focused on more actionable recommendations, avoiding the ones that had a low

compliance rate in the Preliminary Study.
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Study, Phase Example message sent to user

Preliminary study

“When your bedtime is variable, you have more trouble falling asleep. Try to go to bed around the same
time every night.”
“The longer you slept, the better you rated your sleep quality. You might need more sleep. On average,
you slept {N} hours. Experts recommend 7–9 hours of sleep.”
“You wake up more often when it’s noisy: consider using earplugs or a white noise generator (from an
app on your phone, website on your computer)”

Final study, A1

Daily feedback: “Last night, it took you {N} minutes to fall asleep, and you slept for a total of {N} hours.”
Daily feedback: “Last night, you slept for a total of {N} hours and woke up about {N} times per hour.
Usually we experience 3–5 awakening arousals every 90 minutes.”

Final study, B1

Recommendation: “On average, you go to bed at {N}am/pm. We’ve noticed that when your bedtime is
consistent you tend to fall asleep faster. For the next {N} days, try going to bed at a consistent bedtime,
around {N}am/pm”
Recommendation: “On average, you sleep for {N} hours. We’ve noticed that when you get {N} hours of
sleep, you are on average more refreshed. For the next {N} days, try getting {N} hours of sleep. That
might mean that you have to go to bed earlier than usual, so plan ahead to get {N} hours of sleep every
night”
Recommendation: “On average, the noise level of your bedroom is {N}. We’ve noticed that when your
room is noisy during the night, you tend to take wake up more during the night. On average you wake
up {N} times per hour. For the next {N} days, listen to light soft music or white noise or wear earplugs.
Please tag #earplugs afterwards.”
“Please remember to follow your recommendation today and add a rating and a comment in the morning.
Your rec was: {Recommendation}” + {Daily feedback}

Final study, A2 “Starting tonight, for the next {N} days, you do not need to follow the recommendation”
“No need to follow the rec tonight” + {Daily feedback}

Final study, B2

“Starting tonight, please follow the same rec again for the next {N} days. Your rec was: {Recommenda-
tion}”
“Please remember to follow your recommendation today and add a rating and a comment in the morning.
Your rec was: {Recommendation}” + {Daily feedback}

Final study, End

“Based on your data for the last 3 weeks, following the recommendation to {Recommendation} did not
improve your sleep or we just don’t have enough data to make a conclusion”
“Based on your data for the last 3 weeks, following the recommendation to {Recommendation} helps
you [feel {N} more refreshed] OR [wake up about {N}% less] OR [fall asleep {N}% faster]”

Table 3.1: Examples of templates used to send messages to users depending on which study they participated
in, and the phase in the ABAB experiment cycle. Messages in the Final study were automatically generated
using a collection of recommendation templates.
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3.4.1 Greater Adherence, Greater Improvement

In the Preliminary Study, we sent each user three recommendations, one per three days, for a total of 66

recommendations. Participants were free to choose whether to follow the recommendations or not. When

surveyed, users reported following 32 of 66 recommendation cases. For some recommendations, such as

wearing earplugs, we could not tell from the raw data whether the user followed them. In the Final study, we

addressed this challenge by only sending recommendations which could be verified from the data and we did

not need to rely on self-reported compliance rate.

While there was sleep improvement in the results of the Preliminary Study, it was not enough to show

causation. We address this in the Final Study by conducting more rigorous experiments through an ABAB

phase design. In the Final Study, we sent two recommendations to each participant over the course of 6

weeks. For each recommendation, we guided the participant to follow an ABAB phase design by telling

them what to do each day via a text message (Table 3.1). Since each of the 17 participants received two

recommendations, we had 34 cases to observe the effect on their sleep. Overall, the target variables improved

in 22 of the 34 cases. A closer analysis shows that the more a user adhered to our ABAB study design, the

greater the change in improvement. Figure 3.4 shows the improvement rate of the target dependent variable

for the respective adherence rate for each of the 34 cases in this study. There is improvement in 13 of the 16

cases when adherence rate is higher than 60%, but only 9 of the 18 cases with rate lower than 60% improved.

Target variables were improved in all 7 of the cases when adherence was higher than 80%.
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Figure 3.4: The more a participant adhered to the experimental outline in the Final Study, the more their
target sleep variable improved. All participants with adherence rate higher than 80% improved their sleep.
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3.4.2 Reasons for Non-Adherence

In the Final Study’s exit survey, there were only two instances when users said they did not follow their

given recommendation. Reasons for non-compliance fell into two main groups: participants were often not

intrinsically motivated, or they found it difficult to follow concrete suggestions due to lifestyle constraints.

When users found the effort or time-cost of following a recommendation to be low, many were happy to

follow recommendations. In other cases, however, users were deterred by the effort needed to adjust to

a new sleep behavior. Many users reported following recommendations “as much as possible.” Overall,

participants report their busy schedules and overwhelming amount of work as reasons for not being able to

adhere to recommendations. This suggests that a future system needs to be more flexible and potentially

suggest recommendations that do not necessarily concern exact and drastic changes, but rather start with

incremental improvements. Alternatively, it could let participants select their own interventions.
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Figure 3.5: Aggregate rating correlations across all participants show large individual variation for some
variables, but not for others. Every dot is a user in our study. Each bar represents the lower bound, first
quartile, second quartile (median), third quartile, and upper bound, respectively. The variables with “#” are
either pre-defined or personal tags.
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3.4.3 Individual Differences in Correlations

Research has shown that individuals show great variation in which key factors influence sleep and other

aspects of life quality [19]. Figure 3.5 shows the aggregate correlations between rating and all available

independent variables across all participants. The size of the bars suggests this large degree of variation. For

example, while all participants had a positive correlation with hours slept (the more hours they slept, the

higher their rating), the correlation between bedtime and rating varied. This is expanded in Figure 3.6, which

shows the correlations for just two participants. One of them has a high negative correlation between rating

and bedtime (later bedtime leaves this participant less refreshed). The other, in contrast, has a high positive

correlation between bedtime and rating (this user feels better with a later bedtime).

The range (and sign) of correlations between the independent variables and awakenings per hour or sleep

onset latency are similarly varied, further strengthening the claim that recommendations must be tailored

to each user’s data. This data suggests that before accumulating sufficient personal data for a user, a future

system can start by providing a base recommendation that works for a majority or plurality of people, such as

increasing hours slept, and later tailor the recommendation algorithm parameters as more data is collected.

Figure 3.6: There is large individual variation across correlations between independent and dependent
variables. Here, the sleeper on the left has a strong positive correlation between bedtime and rating, whereas
the one on the right has a strong negative correlation for the same variables.

3.4.4 Areas for Improvement

We conducted exit surveys following each study. Overall, users felt their sleep habits were positively influenced

by SleepCoacher, which is consistent with previous research on self-monitoring and suggestions [48].

Furthermore, participants in the Final Study rated the second recommendation as more personalized, which

strengthens the intuition that as we collect more data for users, they receive recommendations that they are
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increasingly able to recognize as personalized.

Feedback from participants about possible improvements across studies revolved around three points:

(1) make the recommendations more flexible (for example by focusing on something easy to change in the

sleep environment or providing multiple options and allowing the user to choose); (2) take into account more

aspects such as whether the recommendation would affect a partner or roommate; (3) add explanations or

references to justify each recommendation.

In the Preliminary Study, participants asked for more specific, personalized, and more frequent recom-

mendations. The lack of concrete metrics drawn from their data made some participants less convinced that

recommendations were indeed based on person-specific patterns. Thus, for the Final Study, we tried making

them more personalized by adding some actual statistics for the user’s sleep as can be seen in Table 3.1. We

made them more frequent by sending a sleep feedback text every day, which included one piece of information

about the person’s sleep last night, as can be seen in Table 3.1. In the Final Study, 4 of the 17 participants said

the daily feedback would be better if it combined all the information we had for the previous night. Further

suggestions for improving the daily feedback were related to phrasing, adding more diverse or detailed daily

feedback, and adding immediate feedback on whether the person followed the recommendation last night.

3.5 Discussion

3.5.1 Helping Users Help Themselves through Computation

At its core, the framework behind SleepCoacher provides guidance and scaffolding for users to make targeted

behavior changes, and evaluates the results of those adjustments. In the Final Study, participants conducted

small-scale personal experiments, altering a sleep attribute and tracking the results of that change over time.

Each person has different needs, constraints, and responses to health interventions, so experimentation at an

individual level is particularly valuable. Additionally, by tracking these mini-experiments and their outcomes,

SleepCoacher can give better recommendations to similar users in the future through a rapid feedback cycle.

As with any automated system, attempts to force changes in user behavior may quickly be perceived as

annoying and thus fall into disuse. Instead of using a prescriptive model of feedback, recommendation systems

should aim to empower users by informing them about the effects of following a given recommendation.

To enable users to reliably troubleshoot through complex sleep problems, we take inspiration from control

systems engineering. A closed-loop system requires four components: first, a forward path for input; second,

error reduction by adjusting the system input; third, a feedback path for system output that either increases or

reduces the next input; fourth, reliable and repeatable performance. We investigate how this structured cycle

of repeated self-experiments could enable people to sleep more successfully and improve their quality of life.
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3.5.2 Limitations

One limitation of this study is that actigraphy’s degree of sensitivity does not allow it to distinguish between a

user awake in bed but not moving, a user in deep sleep, or an empty bed, hindering accuracy in measuring

sleep onset latency. Additionally, the commercially available sleep tracking app we used to evaluate our

system does not require users to rate their sleep, though this was necessary for adherence to our study. Thus

we were only able to analyze data for 81% of the nights.

Imperfect tailoring of recommendations occasionally had unintended consequences. One user, whose

suggestion was to wear earplugs, gently informed us, “I am hearing impaired and take out my hearing aids

when I sleep,” so this advice was inappropriate. To better support a diversity of users, these systems must be

developed conscientiously, with the flexibility to accommodate differences.

3.6 Conclusion

This work presents a framework for guiding users through personalized, cyclical micro-experiments, combin-

ing the benefits of convenient technologies with the efficacy of ongoing observation and individually-tailored

treatments. We develop and evaluate SleepCoacher, a self-tracking system for sleep improvement that

automates single-case experiments through actionable recommendations.

SleepCoacher’s recommendations are generated by identifying correlations between sleep behaviors and

outcomes; the recommendation text comes from a collection of templates generated with the help of clinicians.

We evaluate this system and the framework underlying it by conducting two user studies with a total of 43

participants. Our results demonstrate that as users adhere more to the system, they derive greater benefits,

including improvements in perceived restfulness, sleep onset latency, and frequency of awakenings. We also

note that correlations between aspects of sleep differ dramatically between users, validating the need for

personalization, as well as the need to conduct micro-experiments targeting causality. Flexible systems that

let users select their own intervention might further lower the barrier for self-experimentation.

Clinicians seek to tailor general health guidelines to their individual patients, but are limited by reliance on

the person’s self-report and infrequent patient interactions. Rather than attempt to recreate polysomnography

and expert counseling sessions, computationally-enhanced interventions suggests a vision for healthcare

that includes but also goes beyond face-to-face communication. SleepCoacher is the first step towards a

personalized sleep coach for every user, with the capabilities of an automated data-driven learning algorithm.



Chapter 4

Cohorts of Self-Experimenters: Lessons
Learned from Personal Informatics
Self-Experiments

This chapter presents a set of guidelines for running successful self-experiments that address the pitfalls

novices encounter, such as inadequate study design and analysis methods. This chapter is substantially

similar to [47], where I was the first author and was responsible for the initial draft of the framework, the

analysis of the studies, and a majority of the writing.

While SleepCoacher was a first step towards building an automated system for self-experiments, we

wanted to learn more about how people run such experiments on their own across different domains, without

specific guidance from professional tools. Previous research has shown that novices encounter pitfalls such

as inadequate study design and analysis methods. We conducted a study to determine whether a set list of

guidelines for self-experiments can help people run successful ones with whatever tools and analysis methods

they have available. Thus, in this chapter we seek to answer: (1) what lessons for future self-experiments

can we extract from observing novices run such experiments, and (2) how do guidelines on self-experiment

design affect the way people run self-experiments and analyze their data?

We present the findings on self-experimentation from of two cohorts of participants (a total of 34 students

in a Human-Computer Interaction seminar) performed an experiment of their choice on themselves as part

of a class assignment. The students designed hypotheses, tracked the appropriate variables, and submitted

reports comprising their procedures, a day-by-day journal, visualizations, and analyses. The first cohort

was given minimal guidance, and the lessons we learned from how they conducted their self-experiments

25



26

informed a structured set of self-experiment guidelines. In order to evaluate their effectiveness, we then asked

the second cohort of participants to follow these guidelines. Finally, we further iterated on the guidelines

based on what we learned from the second cohort’s self-experiments.

There are two main contributions of this work: (1) a series of lessons about self-experimentation from an

exploratory study with two cohorts performed in a classroom setting, and (2) a proposed set of guidelines

which aims to help non-scientists run N-of-1 style self-experiments and discover positive effects of behavior

change. This is the first systematic analysis of multiple self-experiments conducted in a structured and guided

environment where participants are given the freedom to choose their experiment. We combine the findings

from both cohorts to present these guidelines, which can help both future self-experimenters and designers of

self-experimentation tools, as one way of conducting an iterative self-experiment.

4.1 Self-Experiment Study

4.1.1 Study Method

We performed an exploratory study with two cohorts of participants: Cohort 1 and Cohort 2. The study in

both cohorts was distributed as an assignment in two offerings of a seminar at a university.

Based on the findings from Choe et al.’s study [39], self-experimenters need some background in analysis

and visualizations in order to effectively design their own experiments and learn from the results. Students in

our cohorts developed the essential background by reading about analysis methods and visualizations and

discussing them in class. They were also introduced to topics in experimental methods and behavior analysis.

Furthermore, building on Choe et al.’s advice, we learned that it is not enough to have a basic understanding

of analysis methods; rather, self-experimenters need to be cognizant of specific methods for analyzing results

from single-subject experiments. However, real-world novice self-experimenters might not have any prior

knowledge in these areas. Thus, future self-experimentation systems need to guide them through all the steps

of data collection and evaluation. In this chapter, we are focusing on general guidelines that novices can

follow even before the proper self-experimentation tool is created.

4.1.2 Students’ Self-Experimentation Methods

4.1.2.1 Self-Experiments Method: Cohort 1

In the first part of the study, a cohort of 20 computer science students ran a month-long self-experiment

as an assignment in Human-Computer Interaction seminar. In total, the assignment lasted 5 weeks, with

a combined 1 week for planning and analysis and 4 weeks for tracking. The students were instructed to

design and conduct a self-experiment by forming two hypotheses based on at least one independent and two

dependent variables. However, they were not given any guidance on exactly what type of analysis to perform.
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Table 4.1: Demographics and experience of students in the two cohorts.

Cohort 1 Cohort 2

Total Cohort Size (N) 20 14
Male 12 4
Female 8 10
Undergraduate 8 10
Graduate 12 4
Computer Science Concentrators 19 12
Statistics Experience 13 8
Self-Tracking Experience 5 7

Stage Goal Length

Stage 1 Exploration 1 week
Stage 2 Preliminary Hypothesis Testing 2 weeks
Stage 3 Real Experiment 6 weeks

Figure 4.1: Stages of the study design in Cohort 2: students start with an Exploration period, followed by a
Preliminary Hypothesis Testing, and finally they run the Real Experiment for 6 weeks.

4.1.2.2 Self-Experiments Method: Cohort 2

In the second part of the study, a cohort of 15 students ran a semester-long self-experiment in a later offering of

a Human-Computer Interaction seminar. They were asked to follow specific guidelines about their experiment

design and analysis. The assignment was run in three stages, as shown in Figure 4.1. More details about the

stages can be found in [47]. It is important to note that based on the pitfalls encountered by Cohort 1 students,

we made sure the self-experimentation had a built-in time for trying out the whole study design and analysis

from end to end and revise it if necessary before the official data collection began in Stage 3. In total, Cohort

2 students had 9 weeks for the assignment.

Students were instructed to track any combination of independent and dependent variables, as long as

there was a testable hypothesis and the data could be analyzed. We observed commonalities across all students

in the various aspects of the process, including variables, confounding factors, and statistical results.

Data from self-experiments is autocorrelated and probably not normally distributed, which means that

not all regular statistical analysis methods are appropriate. Participants in Cohort 2 were asked to perform

specific analysis on their collected data: a t-test and an effect size calculation with a confidence interval for

the standardized mean difference. According to single-case design literature, standardized mean differences

and effect sizes are appropriate for self-experimenters as they are simple to perform [171].
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4.1.3 Participants’ Expertise with Statistics and Personal Informatics

Based on what we learned from the Cohort 1 self-experiments, we created a set of guidelines that novices

could use if they were looking for guidance on running such experiments, including how to analyze the

results. We presented these guidelines to Cohort 2 participants so that we could evaluate their effectiveness

and improve them further. Unlike Cohort 1 students who were introduced to a wide variety of statistical

methods, Cohort 2 students focused on using a difference of means test and looked at the size of the effect.

We turned to literature about single-case designs and self-experiments for advice on the best way to

perform analysis on self-experiment data since this data is autocorrelated and might not be normally distributed.

These stipulations are important as they violate the assumptions of most common analysis methods. Despite

the abundance of techniques that attempt to address these pitfalls, there exists no single completely agreed-

upon method for analyzing data from self-experiments. However, Smith’s review of current methods and

standards for analysis suggests using standardized mean difference approaches because the effect sizes

calculated with these were the least affected by autocorrelation [171]. The advantage of such methods is that

they are relatively simple to perform, which makes them appropriate for novice self-experimenters.

4.2 Study Findings

This section focuses on two of the most interesting and relevant to this dissertation findings. Each subsection

is focused on a single issue uncovered in the Cohort 1 study and then addressed in the Cohort 2 study. More

detailed findings can be found in [47].

4.2.1 Randomization in the Self-Experiment

Randomized single-subject experiments can be helpful for individualized treatments of patients, and systematic

replication can lead to insights about a larger population [59]. The students in Cohort 1 were introduced to

randomization as a good practice for an experiment. However, none of the ones who performed some form of

AB phase design randomized the start of each phase.

This lack of randomization decreased the validity of their experiments. We believe that students did not

realize that randomization could and should be applied to self-experiments specifically, or perhaps they did

not know how to apply it to their design. To address this problem in the next study, we provided Cohort 2

students with specific guidelines on how to introduce randomization in their experiments by randomizing the

moment of phase change [86]. All students’ experiments in the Cohort 2 study involved some randomization.

We find that providing students with a simple script to randomize the start of the phases helped decrease

the effect of confounding variables [86]. Future self-experimentation tools could help people perform more

rigorous experiments by automatically introducing randomization in the experiment.
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4.2.2 Self-Experiment Analysis Method

In Cohort 1, four of the students did not perform any tests to analyze the data—they relied solely on data

visualizations for identifying differences between the phases. However, visual analysis is known to be

inconsistent and affected by autocorrelation, meaning that it is not a reliable way to reach a valid scientific

conclusion [171]. It might be more useful for generating a hypothesis, so we suggested that Cohort 2 students

incorporate visualizations in Stage 2, Preliminary Hypothesis Testing.

Cohort 2 students were confused how to interpret the p-values after they performed the required analysis

methods. However, the same students reported that the confidence intervals and effect sizes were easier

to calculate and understand. Therefore, as previous findings suggest [73], we recommend those analysis

methods to novice self-experimenters.

4.2.3 Tracking Fatigue

Possibly because of the increased study duration, tracking fatigue became a prominent challenge in the Cohort

2 study. All students in the class expressed that they felt decreasing motivation to continue tracking their data.

That these self-experiments were part of a class assignment was likely the motivation for them to complete

the study. It is interesting to note that students who tracked a variable more than once a day expressed that

they wished they had less to track, but they had been too optimistic when they first designed their experiments.

We find that self-experiment methods and technologies must address the trade-off between extending the

length of the study to allow for more conclusive results and preventing tracking fatigue.

4.3 Proposed Self-Experiment Guidelines

The cohorts of self-experimenters helped expose the challenges and tensions we described in Section 4.2.

Here, we revise our initial guidelines, and offer them as suggestions for one proposed way of running a

self-experiment, meant to empower novices who are looking for guidance. Below is a summarized version of

the guidelines, with the full details in [47]. We propose that the self-experiment be separated in 3 stages:

(1) Stage 1: Exploration – try out any devices and variables you think you might be interested in tracking.

(2) Stage 2: Preliminary Hypotheses Testing – formulate hypotheses and perform a two week test to

assess the data collection, measurement, and analysis methods, and to operationalize the variables.

(3) Stage 3: Actual Experiment – either a completely randomized ABAB phase design with a set length,

or a Bayesian ABAB phase design without a set length (as discussed below).
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Table 4.2: Summary of the challenges identified by both cohorts and their suggested mediation.

Challenge Suggested Mediation

collect reliable self-tracking data explore various tools
generate a testable hypotheses explore variables; iterate on hypotheses
support iteration conduct preliminary hypotheses testing
control for carryover effects randomize phase order or each measurement
conduct and interpret statistical analyses calculate mean differences and size of the effect
avoid tracking fatigue automate tracking; conduct Bayesian analysis

4.3.1 Choose Testable Hypotheses

As summarized in Table 4.2, one of the tensions we identified is between the need for a testable hypothesis

and the lack of clarity on how to come up with one. Based on our findings, we suggest that after the initial

Exploration stage, the experimenter picks what she thinks her variables should be, and then designs and

conducts a mini self-experiment that runs through the basic structure of the Real Experiment. The goal of this

second stage is to operationalize the intervention, variables, and measurements in order to make sure that the

intervention is significant enough to make a difference. We discuss how tools can help self-experimenters

choose appropriate variables by combining Karkar et al.’s framework with Lee et al.’s use of SMART goals

for behavior change in the Discussion section [115, 95]. Furthermore, self-experimentation systems can

provide instruments for reliable and rigorous data collection.

4.3.2 Conduct and Interpret Statistical Analyses

A major challenge that self-experimenters face is how to analyze data in the best way and how to interpret the

results. We turn to literature about the appropriate statistical analysis methods for single case experiments,

such as Smith and Duan et al. [171, 58]. In the two cohorts of our study, students were asked to run a t-test,

calculate the standardized difference of means, and compute the confidence interval and size of the effect for

their data. However, the p-value from the t-test was challenging for novices to interpret. Cohort 2 students

claimed in their reports that the difference of means and size of the effects made more sense when they

were analyzing their results. Furthermore, if at the end of the long self-experiment, the p-value revealed an

inconclusive result, it would be uncertain whether it is due to an insufficient number of measurements or to

the actual lack of evidence against the null hypothesis.

Therefore, in order to mediate this issue, we follow the recommendation of Smith [171], who emphasizes

that a novice should take a simple approach and look at the difference of means. Then in order to interpret

the data, she would look at whether the effect is large in the expected direction. Alternatively, one could

analyze the data with a two-sample t-test, with the assumption that each measurement is an independent data

point even though the data is autocorrelated since it is from the same person. Duan et al. summarize the most
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common models used for dealing with autocorrelation in the data, but those models might be too sophisticated

for novices to apply on their own [58].

4.3.3 Bayesian Analysis as a Way to Reduce Tracking Fatigue

One tension that we identified, and was more pronounced in Cohort 2, was between the necessary minimum

length of the study and the experience of tracking fatigue. As a possible mediation, we propose the use of

Bayesian analysis, as it could be particularly well-suited for self-experimentation. Bayesian methods have

been discussed before in relation to single-case designs, but the focus has been on meta-analysis across

participants [168]. Alternatively, Jones has focused on a Bayesian analysis using p-values as likelihoods [93].

Bayesian-based experiments can use either the ABAB phase design or the completely randomized design.

Schmid and Duan further highlight the usefulness of Bayesian methods when the study design is not fixed,

as it provides the opportunity to adapt the design as the study is going on [58]. This makes the Bayesian

approach unique by allowing self-experimenters to stop the experiment at any moment and see the probabilistic

likelihood of their interventions being effective, and simply having this option could reduce the effects of

tracking fatigue. Kay et al. explore the benefits of Bayesian statistics, emphasizing that they lead to more

reasonable conclusions for small-n studies, and shift the question towards the strength of the intervention

effect rather than a binary “does it work” [97]. Kay et al. also discuss that confidence intervals are often

misinterpreted, which makes them less reliable for use with self-experiments. The previously mentioned

PREEMPT study also suggests using Bayesian analysis on the N-of-1 trials [17].

A Bayesian multi-armed bandit approach like Thompson sampling [7, 32] could also reduce the common

problem of tracking fatigue by having the participant do more of the condition that is more likely to be

beneficial. Specifically, the random probability that they are assigned a condition is equal to the posterior

probability of that condition being beneficial. This method has been used in applications from website

testing [167] to education [190] and increases the amount of benefit to users beyond traditional A/B testing.

However, it is important to note that this kind of analysis might be more challenging than a simple

difference-of-means test for novice self-experimenters and can require more initial data. Thus, this method

could be implemented in a system for guiding self-experiments that would analyze the collected data and

provide a probabilistic result on any day. We present a possible implementation of this method in our

SleepBandits systems in Chapter 5. One issue that arises, however, is that because of the nature of the

self-experiment, if the experimenter looks at the current result of the experiment, she will become biased and

affect the following measurements. Therefore, while it is possible to check the current probability on any day,

it poses the danger of affecting the later actions and their effects. Bayesian analysis uses prior probabilities to

calculate the posterior probability. In the case of self-experiments, prior probabilities might be helpful as they

bring in information from previous self-experiments that might be relevant. Duan et al. discuss in greater

detail the issues of the analysis of N-of-1 trials, which are important considerations for self-experiments [58].



32

4.4 Discussion

4.4.1 Designing Tools for Self-Experiments

In the Cohort 1 study, we attempted to address the pitfalls that Choe et al. [39] point out. However,

participants still faced challenges with every step of the experimental process, including designing the

experiment, collecting data, and analyzing data. We identified some of the main tensions when conducting

self-experiments, and we summarized our suggestions on how to mediate them in a list of self-experimentation

guidelines which we then tested with Cohort 2. We provide these guidelines as a response to each of the

tensions shown in Table 4.2 so future developers of self-experimentation tools can use them as one way to

provide guidance if experimenters were looking for help.

To address the challenge of finding the most reliable and convenient way to track data, it would be helpful

if self-experimentation tools could recommend what variables to track and what the most common methods

of tracking are. Thus, in order for designers and developers to create effective self-experimentation tools,

they need to find a way to help the user explore various tools for collecting data. This might be especially

important for populations with lower scientific or technological literacy, who might need more guidance

from the moment they decide to start self-tracking. Complete novices might not know what devices and

applications to even look at or what variables they might want to track, so a possible first step could be to

prepare a guide of most commonly tracked variables and what people used to track them. This process would

be a part of the Exploration Stage in our model.

In order to address the challenge of finding an appropriate testable hypothesis, we recommended that

self-experimenters explore different variables and iterate on their hypothesis formulation. Similarly to

showing a list of common variables and their tracking methods, self-experimentation tools might show a list

of hypotheses that were commonly tested for the variables and tracking tools they picked. Furthermore, the

self-experiments tool could guide the novice through setting up the self-experiment by asking a series of

simple questions. Table 4.3 shows these sample questions, based on Karkar et al.’s framework [95]. They can

be further combined with Lee et al.’s use of SMART (specific, measurable, actionable, realistic, timely) goals

to make sure the hypotheses naturally lead to a more successful behavior change [115, 113]. For example, if

a user picks “sleep quality” as her dependent variable, and “exercise” as her independent variable, the tool

can then ask more specifically what she wants to track and give further options such as “time to fall asleep”

and “frequency of exercise.”

Furthermore, we need personal informatics tools that, by design, emphasize the iteration on the hypothesis

and thus encourage and enable users to perform rigorous self-experiments. The Preliminary Hypothesis

Testing stage of our model would be the perfect time to do so. Such tools need to guide users through

the initial stages of the self-experiment to operationalize their variables (as in Table 4.3), visualize their

preliminary data, and generate hypotheses. By conducting a more scientifically rigorous experiment, users
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Table 4.3: Suggested questions for novices to match Karkar et al.’s framework [95]. The answers to all
yes/no questions should be “yes.” (DV – dependent variable, IV – independent variable).

Karkar et al. Absolute Requirements Our Suggested Questions

DV: Well-specified (not part of the
original Karkar et al. requirements)

These are the most common things people have tried to improve.
Pick something you want to improve:
[list of most common DVs], or something else.
Now, pick a more specific aspect of your DV: [list of specific aspects]

DV: Recurrent episodes or flare-ups
Is your DV something that happens or that you do more than
once in a lifetime?

DV: Quantifiable and measurable
Is your DV something that you cannot change just because you
want to?
Can you measure your (DV) either with a device or by hand?

IV: Controllable and actionable Can you change your IV just because you want to?
Can you measure your IV with a device or manually by hand?

IV: Well-specified
These are the most common things people have tracked. Pick
something you think might influence your DV:
[list of most common IVs], or something else.
Now, pick a more specific aspect of your IV: [list of specific aspects]

DV: Follow the application of the
independent variable within a defined
period

Does your DV happen after your IV (within a reasonable time)?

IV and DV must not result in any serious
health risks (immediate and/or long-term)

Is it safe for you to change your IV and DV (no health risks)?

People must be uncertain about the effect
of the independent variable on the
dependent variable(s)

Do you want to find out how your IV affects your DV?
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are less likely to be affected by confounding variables and are more likely to reach a conclusive result in a

shorter period of time.

A crucial part of any experiment is selecting the appropriate study design. However, as we saw in our

study, this was challenging for the novices of Cohort 1, who received no guidance, as their designs were

flawed from the beginning. Therefore, this would be an important piece that self-experimentation tools can

help with—the designers and developers of such tools could lead the user through a series of questions in

order to find the best study design. We summarize those questions in Table 4.4.

For example, one of the main tensions in our study was between a fully randomized experiment and the

possibility of a carryover effect, e.g., if the person chooses to experiment with sleep, the application can easily

point that that anything affecting sleep might involve a carryover effect, therefore a randomized phase design

might be better than a completely randomized one.

Table 4.4: Suggested tasks to further guide the self-experiment beyond the choice of variables.

Tool side User side

Choose variables to track Use questions from Table 4.3.

Confirm hypothesis question
“Will I fall asleep faster if I exercise for
30 minutes that day?”

Guide user towards most appropriate study design:
either completely randomized design or randomized
AB phrase design

“Looks like you are tracking your sleep,
and it might take a few days for a change
to show its effect on sleep. So it’s best to
follow a “randomized phase design” which
means that you will be doing the same
thing a few days in a row. We will remind
you every day about whether you should
exercise tonight.”

Use Bayesian statistics to analyze the results on
the backend of the tool.

Advanced self-experimenters can perform
further analyses

Present the results in a manner that novices
might be most comfortable with

“If you exercise tonight, there is a 30%
chance that you will fall asleep faster.”

The statistical analysis methods of participants in both cohorts delineated a clear tension between

conducting sound analysis of the data and reaching easy to understand findings. This is another a piece of the

self-experiment that would benefit greatly from the help of a personal informatics tool. Designers could create

template tools for commonly tracked activities. For example, 13 students tracked similar activities, such as

sleep quality. Although the students were introduced to various experimental methods, many were still not

confident in their skills and their ability to choose the appropriate kind of analysis. Self-experimentation tools
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could be designed in a way that provides both basic and advanced means of computing statistics after running

an experiment: the analysis method could be selected based on the individual’s interest and the variables they

want to track. One of the simpler methods we suggested based on Smith was to use mean differences and look

at the size of the effect [171]. However, there are some more sophisticated common methods in the literature

for analyzing data of N-of-1 trials [58]. The tool could present such sophisticated modules and others like

intervention analysis [77, 88] and provide further guidance on when to use each tool.

One final tension identified by the study was between the length of the experiment and the needed quantity

of data. If a variable can be measured only once a day, the suggested minimum study length, according to

the single-case design standards, is twenty days [111]. In the Cohort 2 study, the duration was extended to

six weeks as it was a semester-long project. The novice self-experimenters expressed high levels of tracking

fatigue by the end of the study. In our suggestions, we recommended, similar to Duan et al., that Bayesian

analyses are used in order to mitigate some of those effects, but further work is needed on developing tools

that support such methods [58].

Thus, researchers and designers of self-experimentation tools need to further investigate how to strike a

balance between this tracking fatigue and the participants’ desire to have tracked more variables. We can

turn to behavior change literature about possible solutions focused on helping users stay motivated to keep

tracking throughout the duration of the experiment. At the same time, technologies need to allow for the

passive tracking of a wider range of variables. One suggested way to mitigate this tension is also to build

tools that include methods for calculating the power of the experiment, which would help determine how

many data points are needed to find an effect.

4.4.2 Limitations

One of the main limitations of this study is that it was conducted in a class setting in a university. While we

did not specifically answer questions about how to conduct self-experiments beyond what has already been

discussed in this chapter, it is important to note that students were free to talk amongst themselves and this

could have affected how they chose their variables and the rest of the methods. The most important effect

of the classroom setting was perhaps that despite the immense tracking fatigue, students continued with the

experiment, even though, as they pointed out, they would have given up if they were tracking on their own.

Another limitation of the study is that we conducted this study with two cohorts of university students,

who had relatively high statistical and experimental literacy. We have suggested some ways to make self-

experiments more accessible to people who lack this kind of background, but we have not yet tested them on

such a population.

However, both of these limitations were necessary to help us create a controlled environment where we

could present participants with the exact methods we wanted to. Future work could focus on developing a

self-contained self-experimentation tool that can allow studies with broader populations outside the class
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environment while still preserving the ability to control what is being suggested to users.

While we suggest questions in Table 6 and tasks in Table 7 to guide users to perform self-experiments,

there might be further limitations that we have not yet addressed. Our goal was to make the questions

as straightforward as possible. However, the language and format might need to be altered for specific

populations. Veterans, for example, a high percentage of whom suffer from post-traumatic stress disorder

(PTSD), might need to specifically focus on self-experiments related to sleep, which is particularly affected

by PTSD. Therefore, a self-tracking tool for this vulnerable population would have to be more sensitive

towards the kinds of variables they can track related to sleep and interventions that might be most effective

for them (such as cognitive behavioral therapy [74]), rather than for the general population. Similarly, the

questions and tasks might need to be fine-tuned to address the needs of other specific populations, but the

overall framework would remain the same.

4.5 Conclusion

We described a systematic analysis of self-experiments conducted by two cohorts of 34 novices. The first

cohort was given minimal guidance, and the lessons we learned from how they conducted and analyzed

their experiments were turned into guidelines for the second cohort. We further iterated on these guidelines

based on what we observed in the second cohort. We present the guidelines as one way of conducting

self-experiments, aimed at novices who want to self-experiment. Based on our study, our guidelines offer

an iterative structure for designing self-experiments, and propose a Bayesian approach to making statistical

conclusions as better suited to self-experiments so they can be shortened or extended while ongoing.

Our work contributes to the broader understanding of personal informatics, extending prior work that

emphasized the importance of self-experimentation and showed that self-trackers often lack the background

to run a rigorous experiment. We learned how people conduct self-experiments when they are given guidance

and a basic understanding of experimental design. This allows us to move from broad population studies,

which are often cast too widely, to single-case studies which are immediately relevant and targeted to oneself.



Chapter 5

SleepBandits: Guided Flexible
Self-Experiments for Sleep

This chapter presents SleepBandits, a system that helps people run self-experiments on their sleep. It

incorporates a sleep tracking app and a list of suggested experiments, developed with the help of clinicians.

This chapter is a substantially similar to [52], where I was the first author was responsible for the overall

system design, back-end server implementation, the running and analysis of the user studies, and a majority

of the writing.

5.1 Introduction

By integrating the findings from the first version of SleepCoacher (Chapter 3) and what we learned about

how people conduct experiments on their own (Chapter 4), we developed a set of design principles for

self-experiments that focus on maximizing user agency by identifying interventions that work specifically

for the self-experimenter. We implemented these principles in the domain of sleep since, as discussed in

Chapter 3, it is a focus of commonly conducted self-experiments, and allows for objective measures such as

time to fall asleep and awakenings per hour [48, 162].

While self-tracking apps are popular among the general public with 10 million+ downloads on the Google

Play and App Store, user compliance to continued tracking and behavior change is highly variable. Thus, it

is crucial to evaluate our principles with a real-world implementation in the wild. This requires combining

the natural environment of a consumer app with the statistical analysis of an empirical research study. We

designed and developed a mobile app called SleepBandits. However, when we deployed it to the Google

37
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Play Store, we published it under the name “SleepCoacher,” as it was in line with our previous work and

better reflected the app’s purpose to the user. However, throughout this chapter, we will refer to the app as

“SleepBandits.” Users voluntarily downloaded and used it without any direct interaction with the authors.

Like other consumer apps, we used online marketing strategies such as paid advertising campaigns and social

media to recruit users.

Participants in previous studies [39, 47] experienced tracking fatigue if the experiment was too long or

burdensome: a loss of interest in tracking because of the time and effort required to achieve a meaningful

outcome. Thus, we explored an experimental design that alleviates this issue while nudging towards higher

validity. Rather than a classical experimental approach or a randomized controlled trial, our user-centric

method focuses on incorporating the flexibility people need to conduct an experiment in their daily lives.

As suggested in previous chapters, our implementation uses Thompson Sampling, a Bayesian approach,

to analyze the data so that users receive results relatively early, which helps avoid tracking fatigue. Users

receive a probabilistic outcome of what affects their sleep after only a few nights of tracking rather than

several weeks. This study compares two designs: in one, users were shown the calculated result of their

experiment after 2 nights in each condition (total of 4 nights minimum). In the other, they had to spend 5

nights in each condition before seeing the result summary (10 nights minimum). We find that although a

10-night study period is more rigorous, it may be too long for users as only 7% of those in the 10-night group

reached a result compared to 17% in the 4-night group.

Our contribution is twofold. We present a set of proposed design principles for guided flexible self-

experiments and an implementation of an open source system, SleepBandits, that embodies the proposed

principles in the form of a robust app available on the Google Play Store. We discuss how this self-

experimentation system maximizes user agency, and investigate how 365 active users chose an experiment,

how long they conducted it for, whether the flexibility of the approach made self-experimentation appealing

to novices, and what can be further improved in the design principles.

5.2 Related Work

5.2.1 Existing Systems and Frameworks for Self-Experiments

Overall, existing consumer apps for sleep tracking in general provide mainly descriptive statistics and do not

guide users through self-experiments. The system presented in this chapter, SleepBandits, is the first system

to implement a Bayesian approach to guided self-experiments. Paco [63] and Galileo [180] are two systems

that help people conduct self-experiments in a non-lab setting. However, neither system is optimized for

novice users to design their experiments: users either have to share their data with the creators of an existing

experiment, or get overwhelmed with the multitude of forms to fill out when creating their own experiments.

While these approaches might be ideal for a more advanced self-experimenter, it is unclear whether they are
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simple and straightforward enough for a broad audience.

QuantifyMe [162] and SleepCoacher [51] are two systems aimed specifically at guiding novices through

the steps of the self-experiment in a simpler manner. However, they both lack the flexibility in experiment

choice and study length that people need. QuantifyMe, for example, allowed users to choose one of only four

preset experiments, and its six-week study approach was too strict (only one of the 13 participants completed

an experiment) [162]. SleepCoacher, focused on self-experiments in sleep, assigned people an experiment

rather than letting them select one. It was also not tailored to be a robust system for self-experiments and it

required a 3-week experiment length, which led to tracking fatigue and loss of interest in experimentation [51].

Furthermore, both systems were evaluated with participants recruited through campus mailing lists which do

not represent the general population.

TummyTrials [94], another self-experimentation app with a focus on irritable bowel syndrome, applied a

framework for self-experimentation in personalized health [95]. It allowed users to set the length of their

experiment beforehand (default was 12 days, 6 per condition), but they were not able to change it once the

experiment began. The participants were also not completely autonomous in setting up their experiments:

they received guidance from the researchers as to what hypotheses to test and how to interpret the experiment

results. The study identified areas for future improvement such as: (1) using domain experts to design a list of

valid experiments and dependent variables that people can choose from, (2) incorporating “flexibility in the

design to have tolerance for missing or corrupted data and ensuring common failure points are accounted for

in the design,” and (3) seeking a balance between scientific rigor and the reality of everyday life [94].

Our design principles build on the findings from existing self-experimentation frameworks and systems

and introduce the flexibility to account for conducting such experiments independently in the wild. With

these principles, users can select what interventions to try, which variable to focus on, as well as for how long

to conduct an experiment. Furthermore, while our principles still guide users towards a specific condition

each day, they tolerate actual user compliance in the interest of flexibility and user agency.

5.2.2 Comprehensible Results

An important design consideration identified by existing systems is how to display the experiment results

to users. Previous studies have used difference of means or p-values [51, 94, 162]; however, the statistics

surrounding null-hypothesis testing can be confusing for the lay audience [47, 165]. Probabilities, on the

other hand, have been shown to be easier to understand if reported reliably [136]. However, it is important to

acknowledge that probabilities still require a level of numeracy that not all potential users possess.

5.2.3 Dynamic Experimentation and Thompson Sampling

Multi-armed bandit algorithms have been used to ensure that data from experiments yields practical improve-

ments. They have been applied to testing in educational games [123], identifying effective explanations and
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feedback messages [190, 191], activities for mental health [139], and interventions for behavior change [110].

While there are many algorithms for solving these problems, Bayesian approaches like Thompson Sam-

pling [7, 32] may be more easily interpreted by users [191, 165]. Our current work investigates whether such

an algorithm provides users with a clear way to understand their self-experiment results.

In contrast to null-hypothesis testing, Thompson Sampling provides easily understandable numeric results

that update rapidly with the user’s progress (e.g., 64% chance that “earplugs” is better than “no earplugs”).

In health, it offers an advantage over traditional A/B testing because the user is instructed earlier and more

frequently to follow the condition that is more likely to improve their sleep. This helps users achieve their

health goals sooner and may also reduce tracking fatigue.

5.3 Design Principles for Guided Self-Experiments

Previous studies have shown the need for a self-experimentation system that both maximizes user agency and

introduces scientific rigor to how people run such experiments in their daily lives. Building upon recent related

work [51, 162, 94, 95], we chose to focus on two main questions while developing a set of design principles

for guided self-experiments: (1) How can we create a system that grants user agency in the self-experiments

to address the tension between scientific rigor and the demands of everyday life?, and (2) How do we calculate

results from these experiments and present them to the users in an intuitive and ongoing manner?

The four principles listed below aim to aid in addressing the needs of novices and in designing systems

that support flexible self-experimentation. While there are other principles that could play a role in the

effectiveness of such systems, we chose these four to focus on based on prior research [51, 94, 145, 162]:

• Guided Agency refers to the need not only to provide flexibility to users to select their self-experiment

hypothesis and length, but also to give them guidance by nudging their choices towards the best

practices (as illustrated by the findings in [47, 51, 94]). This can be accomplished through providing

experiment length suggestions, a shortlist of first-time experiments, or a recommended, auto-generated

experiment schedule.

• Scientific Rigor needs to be introduced in the experiment, for example by incorporating randomization

to help account for confounding variables, since novices often do not account for them in their own

designs (as shown in [47]). Randomizing the experimental condition is one way to accomplish this, and

our approach uses Thompson Sampling to display one condition more frequently but still at random.

• Tolerance refers to the need to accommodate real-life circumstances such as missing data and lack

of compliance to the experimental condition because if the experimental design is too rigid, novices

will not be able to follow it (as only 1 of the 13 participants in [162] managed to finish an experiment).

An ‘as-treated’ analysis can be applied to calculate an experiment result despite the user not following
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the randomized study schedule perfectly. However, the effect of the experiment can also be calculated

with an ‘as-instructed’ approach, and both results can be shown to the user to emphasize how much

deviation from the study schedule has lowered the scientific rigor of the results.

• Comprehensibility refers to presenting the experiment results in an easy-to-interpret way, rather than

the p-values that can be challenging for novices (as shown in [51, 94]). One way to do that is to present

probabilities generated from Bayesian analysis [115, 165], such as Thompson Sampling.

5.4 SleepBandits System

To demonstrate the value of our design principles, we implement them in SleepBandits, a system for self-

experiments for sleep. SleepBandits is comprised of two components: an interactive Android smartphone

application and a backend server that stores the data and performs the analysis. The complete open-source

SleepBandits system is available online at http://sleep.cs.brown.edu.

Welcome to SleepBandits!

SleepBandits may help you optimize your 
sleep by trying out clinician-approved sleep 

experiments. SleepBandits is a part of a 
Brown University research study on sleep.

(a) (b) (c)

Figure 5.1: SleepBandits onboarding screens for new users. (a) Welcome screen, explaining that this is part
of a research study. (b) Screen explaining what to expect from the app and to keep the phone on the bed while
sleeping. (c) The user initially has six curated experiments to choose from.

The SleepBandits mobile application was designed to work without any interaction with the researchers

and run on various Android OS versions and Android smartphone models. The application collects sleep
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(a) (b) (c)

Figure 5.2: SleepBandits screens. (a) Home: tonight’s condition on top, then the current experiment with
the option to change it, and current results below. (b) Experiment selection: users first select an experiment
during onboarding, but then are free to change it at any point. (c) History of sleep outcomes: users receive an
update with summary statistics for every night they track.

data by using the device’s built-in microphone and accelerometer to track sound amplitude and the user’s

movements during the night, so the phone must be placed on the bed overnight (Figure 5.1(b)). Unlike

traditional sleep tracking studies, users do not have to keep a diary of manual entries with their sleep statistics.

When users go to bed, they open the SleepBandits application and tap the “Track Sleep” button (Fig-

ure 5.2(a)) to begin collecting data. When they wake up in the morning, they tap the “Wake up” button to stop

tracking, and the application compresses then uploads the encrypted data to the server. The server decodes

the received data, calculates time to fall asleep and awakenings per hour, and sends back an encrypted version

of this data in a few seconds. The app then decrypts it and sends a push notification to the user. Clicking into

the notification, the user sees a summary of their sleep factors (Figure 5.2(c)): time to fall asleep, number of

awakenings, and hours slept. This gives the user immediate feedback on their previous night’s sleep quality.

Keeping track of the data is done automatically, minimizing the burden of self-tracking.

5.4.1 List of Self-Experiments

According to our Guided Agency principle, the system must provide users with the ability to select their

own experimental hypothesis, while limiting their options in order to guide complete novices towards more
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scientifically based experiments. Thus, SleepBandits contains a list of 26 possible interventions, some of

which are shown in Figure 5.2(b). We developed this list by using general sleep hygiene guidelines [69] as a

starting point. We then surveyed medical literature and sleep research journals for habit recommendations.

Finally, we recruited three experts to refine the list: a clinical psychologist with experience in behavior

change, an expert in behavioral sleep medicine, and a psychologist and geneticist who focuses on how

individual differences relate to health outcomes. All of the experiments on the list were purposefully selected

as interventions that someone can try on a given day (e.g., earplugs, chamomile tea, room temperature) and

immediately see same-night effects, minimizing carryover effect.

Following the Guided Agency principle, our expert collaborators selected the most appropriate first-time

experiments (i.e., those that were both most likely to be helpful and required the least effort to implement).

These six are the only ones that users see when first selecting an experiment during the onboarding process,

which helps nudge them towards selecting a valid initial experiment without being overwhelmed by choice

(Figure 5.1(c)). However, once in the app, users can see all 26 in the “Experiments” tab and change to a new

one at any time.

5.4.2 Self-Experiment Variables

In accordance with the Guided Agency principle, SleepBandits also lets users to select one of three common

sleep variables: (1) time to fall asleep, (2) number of awakenings during the night, and (3) the user-reported

rating of how tired they feel upon awakening. The first two are common aspects of sleep that are tracked with

actigraphy sensors in sleep studies, while subjective sleep quality is often reported via paper diaries [161, 26].

We chose not to include sleep duration or timing since people’s schedules, not the interventions on our list,

predominantly determine those factors. While sleep quality is complex, we chose to start with the simplest

experiments, so users are asked to select only one variable to focus on for each experiment, with the default

being “time to fall asleep” since it is the most common sleep complaint in US adults [149].

To determine how long a user takes to fall asleep, SleepBandits employs a heuristic from the sleep

literature that was previously used in SleepCoacher [51]. The limitation of this heuristic is that it uses a static

threshold to determine whether someone is awake or asleep. If a user places their phone closer to their body,

the data would show more awakenings than if they kept the phone further away. There is a trade-off between

static and dynamic thresholds: personalizing the threshold would require at least a week of sleep data for

calibration before analysis can begin, so we chose the static one in order to show results as early as possible.

5.4.3 Interface and User Flow Design Choices

The “Home” tab contains three sections, organized in a hierarchical manner: “Tonight’s Condition” is at the

top, followed by the current experiment and current results (Figure 5.2(a)). “Tonight’s Condition” is critical

as it incorporates randomization in the experiment and guides the users on what to do each day which is at
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the heart of the experiment. For example, for the “Earplugs” experiment, the condition would be to “wear

earplugs” on some days and to “not wear earplugs” on others. This design was based on our Scientific Rigor
principle, as randomization helps account for confounding variables.

The “Home” tab also contains the floating button to “Track Sleep,” a common Android UI element that

calls the user to the main action. Once users tap on “Track Sleep,” a pop-up (Figure 5.3(a)) asks them to rate

how tired they feel using a visual scale with five emojis that we designed to match the states between “very

sleepy” and “very awake.” Here, the user is also able to tag anything else that they did during the day that

might have affected their sleep.

The pop-up also (Figure 5.3(b)) asks users whether or not they had adhered to “Today’s Condition.” For

example, if the user was required to perform an activity during the day, such as “exercise for 30 minutes,” the

pop-up would ask them if they had actually completed the task. However, for overnight instructions such as

“listen to an audiobook,” we chose to ask the adherence question the following morning, having a pop-up

appear when users tap “Wake up” (Figure 5.3(b)). This implementation, related to the Tolerance principle,

was inspired by early informal iterations of the app in which users complained that they forgot to actually

listen to an audiobook even though they said that they would, but there was no way to edit their adherence for

the night. While the app could have automatically tracked the adherence to some interventions, we chose to

keep the design consistent and ask for the manual input of the adherence to all experiments.

According to the Tolerance principle, the system needs to be able to accommodate real-life experiment

compliance. To address that in SleepBandits, we applied an “as-treated” analysis [85], meaning that the

difference of means was calculated according to the way users actually behaved rather than what condition

they were assigned for each day.

5.4.4 Presentation of the Self-Experiment Result

SleepBandits collects data about the user and, after a few nights, uses Thompson Sampling to determine which

experimental condition is more likely to improve the user’s sleep. To incorporate our Comprehensibility
principle, we had to consider how to display these results to users, some of whom might be inexperienced

with statistics.

Before these results are calculated, the displayed in-app result states that there is a 50% chance that either

condition will be better for sleep. After enough nights of data are collected (2 or 5 nights per condition,

depending on the study group), the result changes to what is shown in Figure 5.3(c). This design is based on

multiple informal iterations with users and feedback from the clinicians. In larger font is the conclusion of

the experiment: “So far, you sleep better when you DON’T wear socks to sleep.” This sentence was added

because users noted that the text and percentage were confusing without it.

Below that, three numbers display the likelihood that the condition (“not wearing socks”) is helping

(76%), the size of the effect (6 minutes), and the duration of the experiment so far (12 nights)(Fig. 5.3(c)).
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(a) (b)

��

(c)

Figure 5.3: (a) User prompt before sleeping: subjective rating of how tired they feel and adherence to
the condition, if applicable. (b) User prompt after waking up: subjective rating of how tired they feel and
adherence to the condition (if applicable, e.g. earplugs at night). (c) Home screen explaining that wearing
socks leads to falling asleep 6 minutes sooner, with 76% likelihood estimated from 12 nights of sleep.

The likelihood percent is based on the Thompson Sampling algorithm, and we discuss how it is calculated in

the “Thompson Sampling” subsection below. Research shows that the difference of means is one of the best

analysis methods for self-experiments due to its simplicity [47, 171]. Lastly, the sentence at the bottom places

the numbers in context and summarizes the conclusion of the experiment. This way, the system provides

users with information they can understand, in order to help them draw informed conclusions. Following the

Guided Agency principle, we set a minimal length of the experiment (4 nights or 10 nights depending on the

study condition), but users are free to continue their experiment for as long as they would like beyond that.

5.5 Method

We conducted a user study reviewed by our institution’s Human Subjects Office between June 1, 2018 and

September 1, 2019. After many iterations, the app was published to the Google Play Store in May 2018 for

anyone to download. SleepBandits appeared as a regular sleep application with the appropriate affiliations

and informed consent built into the app and description. All participants were people who downloaded the

application voluntarily. They agreed to participate in the study and were given the agency to start or stop
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using the application whenever they liked. Users were not paid monetary compensation for their participation.

Users were randomly assigned to one of two groups – the “4-night group” or the “10-night group” – to

determine how many nights to require before displaying a self-experiment’s result. In the 4-night group, users

had to follow each condition for at least 2 nights (e.g., earplugs on 2 nights and no earplugs on another 2

nights). In the 10-night group, they had to complete at least 5 nights in each condition. We selected these

lengths based on the single-case intervention research design standards [111] which require each phase of an

AB phase design to have 3–5 data points. Thus, the 10-night group followed a traditional 5-day per phase AB

design. The results from this group were compared to those from the 4-night group. This was designed to test

the limits of this approach by being shorter than the minimum recommended standard.

SleepBandits was downloaded over 5,000 times from the Google Play store. As per our ethics protocol,

agreement to the consent form and an email address are required in order to use the app. From these

downloads, 1,781 resulted in registered users. We excluded 51 users from analysis due to self-identification

of having a sleep disorder or taking potentially sleep influencing medication, both of which would interfere

with the study results. Of the remaining users, 365 tracked their sleep for at least 1 night (39% female, 60%

male, 1% other/prefer not to disclose; age range between 18 and 85 (M=33, SD=12)). This retention rate is

typical for such apps because 21% of users only open an app once [121]. Overall, we collected 1,859 nights

of sleep, totaling over 14,200 hours.

Finally, we conducted remote semi-structured interviews with 10 participants (5 female, 5 male) from

different study groups (5 from each group) who had been using SleepBandits for various amounts of time

(between 0 and 27 nights). Of these interviewees, 4 did not complete any experiments. Of the remaining 6, 4

said they improved their sleep. The goal was to get a better understanding of why they used the app for as

long as they did, what challenges they faced, and what their overall impression of the flexible approach was.

5.5.1 Participant Recruiting

Understanding behavior change and self-experimentation is challenging in a lab setting, since being in a

(usually paid) study leads to different behaviors than people would naturally have outside a study [120]. To

recruit a natural audience, we mimicked the marketing techniques of existing sleep tracking products by

posting on social news and product launch websites, advertising on sleep forums, optimizing search engine

results, and creating paid online marketing campaigns. We also aimed for organic discovery in the Google

Play Store. While our study does not focus on different user acquisition channels, we wanted to find users “in

the wild” who would be motivated by only what the SleepBandits app itself offered.

This approach allows us to realize results that are less affected by experimenter bias which is important

for personal informatics applications – especially those aimed at understanding behavior change. Specifically,

while we know that tracking fatigue is one of the most common reasons people lose interest in behavior

change and self-improvement through personal informatics [38, 47], we only have a qualitative understanding
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of it. Experiments to identify how to overcome tracking fatigue or reduce it are nonexistent because measuring

it naturally is difficult. There exists a trade-off between the challenge of tracking fatigue and the benefits

of tracking. There is also a natural tension between the desire to have more days of data, a larger N, and

seeing a result quickly and moving on to other experiments or other apps. The typical uninstall rate for an app

is 28% [135], the one-month retention rate is 43% [121]. Therefore, behavior change and self-experiment

applications in the wild must be designed with a strong focus on guided agency, scientific rigor, tolerance,

and comprehensibility.

Furthermore, achieving success with voluntary users can potentially allow us to study a larger population.

Most user studies tend to comprise of 10–40 users [28] as there is a natural limit to the amount of time

and effort researchers can spend recruiting and engaging with participants. However, behavior studies in

everyday life naturally have a lot of noise due to the variation in people’s days or personalities. The format of

self-experiments using traditional statistics where users follow a set study schedule for a long duration is a

poor user experience. Users may get tired or frustrated with the lack of timely results, but seeing intermediate

results, or “peeking,” reduces the statistical validity of the experiment. Experiments can also be inconclusive

even at their completion (when p > 0.05), leading to wasted time and uncertainty if the problem was a lack of

statistical power. Thus, since self-experiments are about self-discovery, if users are not discovering anything

about themselves, they will halt the experiment early.

From this, we conclude that analyzing real user data gives us a sense of what behavior change is like in

the wild, since they are using an actual product rather than a research prototype. As such, rather than running

a typical lab study, we deployed SleepBandits using traditional online user acquisition techniques. While

this required spending more time making it compatible with many operating system versions and fixing bugs

that arose from poor networks or unusual system configurations, we ended up with a system that provides

benefit to any potential user. This is similar to Harvard’s Lab in the Wild [148] or Citizen Science, but rather

than using a survey, we offer benefits from using a sleep tracking application. We accept the challenge by

Bernstein et al. [20], “to stop treating a small amount of voluntary use as a failure, and instead recognize it as

success. Most systems studies in human-computer interaction have to pay participants to come in and use

research prototypes. Any voluntary use is better than many HCI research systems will see.”

5.5.2 Thompson Sampling

As data is collected, SleepBandits updates the parameters of a beta distribution for each experimental condition

(e.g., audiobook and no audiobook), which indicates how likely an outcome is to occur. The outcome in

this case is whether one experimental condition is better for the user than the other. The shape of the beta

distribution is determined by the α and β shape parameters. The α is calculated as some prior probability and

updated with the number of successes (number of nights when sleep is better than some threshold). The β is

based on the prior of the other experimental condition and the number of failures (number of nights when
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Figure 5.4: Example where the Thompson Sampling algorithm indicates a success or failure based on
whether the time to fall asleep is above or below the average threshold so far.

sleep is worse than the threshold). Figure 5.4 shows an example with successes and failures.

Once we have the α and β for each condition, we can create a beta distribution for each one. Next, we

sample from each distribution 1000 times, and each time we get a probability for each of the two conditions

(e.g., P=0.7 for audiobook, P=0.5 for no audiobook). The one with the higher probability (most likely to

be helpful, i.e., audiobook) is returned. After 1,000 times, we count how many times each condition was

returned (e.g., 660 audiobook, 340 no audiobook). Thus, the likelihood the condition is helping is 66% for

audiobook, and 34% for no audiobook; there is a 66% chance the user will be asked to listen to an audiobook.

Equation 5.1 shows that the goal in Thompson Sampling is to return the action xt from a set of actions

χ={1, . . . , K} that maximizes the expected value E, where K is the number of conditions. Each observed

value yt has an associated reward rt . Observations and rewards are modeled by conditional probabilities

qθ (1|K) = θk and qθ (0|K) = 1−θK, where θ is the beta distribution. q
θ̂

is the expectation of θ , based on the

random sample that the algorithm draws from the distribution [158].

xt ← argmaxx∈χEq
θ̂
[r(yt)|xt = x] (5.1)

As shown in Figure 5.5, when a new data point arrives on the fifth day, the beta distribution for “no

audiobook” is updated, and the current likelihood of audiobooks improving the target sleep outcome is

estimated to be 62%. However, as a few more nights of sleep are tracked, the beta distributions keep updating

and the likelihood increases to 84% (Figure 5.6).
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Figure 5.5: On Day 5, we have another data point for
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Figure 5.6: After a few more nights of data, the beta
distributions changed shapes for both conditions, and
the likelihood of audiobooks helping is now 84%.

In this study, we focused on just one intervention at a time as the first step to applying Thompson Sampling

to self-experiments. However, it is important to note that it can be used to compare multiple interventions as

well. For example, instead of the conditions being “earplugs” and “no earplugs,” they could be “earplugs,”

“eyemask,” and “socks.”

5.5.3 Experiment Adherence and Duration

In a rigorous scientific setting and in previous studies [162, 51], participants are asked to use the systems in a

constrained manner and to follow a specific schedule. However, our study gave participants complete freedom

on how to use the application. To introduce randomization in the experiments and encourage scientific rigor,

SleepBandits users were informed about which condition to follow each day (e.g., wear earplugs or do not

wear earplugs). As shown in Figure 5.3(b), each day participants were asked whether they followed the app’s

suggestions. However, as seen in previous research [51, 94, 162], users sometimes experience unexpected life

events that prevent them from adhering to the correct experimental condition. Thus, instead of excluding

the nights when users do the wrong condition, we retain all the data. We recognize that this introduces a

limitation in the self-experiments since the conditions in each night are not strictly randomized. People adhere

to the behavioral recommendation in only about 50% of the cases [51], so this trades off some control in the

randomized controlled trial configuration to accommodate natural user behavior.
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5.6 Findings

The goal of this study was to implement the design principles for guided self-experiments into a robust

self-experimentation system. We chose to explore these themes in the sleep domain with SleepBandits, but

the principles are extensible to other domains for future research. Here, we present quantitative results along

with user feedback from both the 4-night and 10-night groups. To get more context around how people were

using SleepBandits, we conducted a thematic analysis on the 10 in-depth interviews. Due to the qualitative

nature of this data, we did not seek measurable differences between the two groups.

5.6.1 Flexibility to Choose Self-Experiment and Target Variable

Following the Guided Agency principle, SleepBandits presents users with a list of experiments that have been

pre-approved by experts as being beneficial for the general public. This is helpful because previous studies

have shown that people often pick a behavior change they want to implement despite not necessarily knowing

whether it is suitable for self-experimentation [47]. Unlike participants in the TummyTrials study [94], the

ones in SleepBandits did not receive guidance from researchers on which experiment or variable to pick.

The most commonly selected first-time experiment in SleepBandits was “Relax before bed” (21% of all

first-time picks). Interviewees who selected this experiment liked the low effort and preparation it required.

SleepBandits also presents users with three commonly tracked sleep variables and allows the user to select

one to focus on. While we expected time to fall asleep to be most commonly selected, only 39% of users

selected it, whereas 46% of users selected how refreshed one felt in the morning. Most interviewees pointed

out that a sign of a good night of sleep was waking up rested, which highlights the importance of letting users

decide what to focus on.

Our flexible approach gives users control over what experiments to conduct, with the option to switch

at any time. All interviewees thought that the ability to choose your own self-experiment was helpful,

particularly for novices because, as P2 said, “you can tailor it more closely to your life.”

5.6.2 Adherence to Instructions: Balancing Scientific Rigor and Everyday Life

Previous studies show that people do not intuitively randomize their conditions [47], even though it helps

decrease the effect of confounding variables [86]. Following the Scientific Rigor principle, SleepBandits

automatically randomizes which condition users are instructed to follow each day. While interviewees

noted that the daily guidance was helpful, users only adhered to the instructions 60% of the time on

average (SD=38%). The average adherence rates among previous related studies ranged from 22.5% in

QuantifyMe [162], to 53% in SleepCoacher [51], and 95% in TummyTrials [94]. In comparison, the median

adherence reported in randomized controlled trials was 88.4% (range: 48%–100%) [193]. SleepBandits

employed an “as-treated analysis”: it used all data points from a given user to calculate their result, even
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if some points did not adhere to the app’s instructions for that day [85]. While this reduced the effect of

the randomization, a system focused solely on rigor would discard a lot of data, making experiments take

substantially longer and discouraging users. Thus, SleepBandits applies the Tolerance principle and handles

adherence rates with high variability, since this reflects the way people conduct self-experiments in the wild.

5.6.3 Effect of Minimum Experiment Length on Completion

In rigorous in-lab studies with systems like SleepCoacher [51] and QuantifyMe [162], which employed AB

phase designs, participants were asked to conduct a single self-experiment over the course of weeks (16 days

in [162] and 21 days in [51]), before they saw a result. TummyTrials [94] was designed to allow users to

set an experiment with as few as 3 days per condition, but they only conducted a study with a set length of

12 days. The long study duration was found to lead to tracking fatigue, so SleepBandits aimed to explore

whether a shorter duration led to better results.

SleepBandits employed the Guided Agency principle to set a required minimum number of days before

a result was shown, but then let participants continue with the experiments for longer if they wanted to. All

interviewees found this flexible length helpful. Nine of them thought that the required minimum number

of days was fine, but most wished for a graph of their data throughout the experiment. Two of the three

interviewees in the 10-night group who never reached a result discontinued self-experiment because 10 nights

was too long.

As shown in Figure 5.7, the overall number of nights tracked followed a similar trend in both groups: 28%

of participants in the 4-night group tracked their sleep for at least 4 nights, compared to 32% in the 10-night

group. About fourteen percent of the participants in each group tracked their sleep for at least 10 nights. The

presented usage rates are an important baseline for future self-experimentation systems.

This natural usage of the app could be the reason why participants in the shorter 4-night group were

almost three times more likely to reach a result than those in the 10-night group: thirty-one of the participants

(17%) in the 4-night group reached a result, compared to seventeen of those (7%) in the 10-night group

(χ2=19.9, p < 0.01). This highlights the need for systems that allow users to see results earlier since their

natural inclination will likely be to conduct shorter self-experiments. That way, people will be able to learn

something quantitative about themselves and make informed decisions about their behavior change choices.

We also conducted a traditional t-test analysis on the users’ data, which revealed that none of them would

have reached a statistically significant result at the end of their experiments (p < 0.05).

5.6.4 Reasons for Users Ending the Experiment

Once users reached the required minimum number of days in each condition, they were shown a result

(Figure 5.3(c)), representing the likelihood that the intervention was helping them. At that point, they were
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Figure 5.7: The overall number of nights tracked followed a similar trend in both groups of users. Around
the fifth night, however, there is a dip in the percentage of users from the 4-night group that tracked their
sleep (which is when those users saw a result in the app).

free to continue with the same experiment and collect more data points or to end this experiment by moving

on to a new one or by discontinuing app use.

Four of the six interviewees who reached a result (regardless of their group) explained that they stopped

using SleepBandits because they did not want to keep their phone on the bed, as it was either impractical

or uncomfortable. Personal issues, such as health or traveling, were another common reason for ending the

experiment. Other reasons included wanting to have their sleep tracked more passively, without the need to

manually start and stop tracking, as well as to know more details about their sleep such as graphs of their

sleep stages during the night. Overall, the interviewees’ reasons for discontinuing use of SleepBandits were

centered around circumstances beyond their control, or wanting features that further visualize their data and

alleviate the burden of tracking.

5.6.5 Confidence in the Thompson Sampling Likelihood Score

Overall, users who saw either a very high likelihood percent or one between 50% and 60% were more likely

to continue the experiment, whereas those who saw likelihoods in the middle range (65%-85%) were more

likely to stop tracking. The median likelihood on the first day of the results for those who continued tracking

further was 84% (M=77%, SD=16%), whereas those who stopped tracking as soon as they reached a result

saw a median likelihood of 65% (M=69%, SD=15%). The interviewees mirrored these findings: those with

initial scores under 65% or above 85% talked about wanting to track their sleep longer. On average, the 48

users who reached a result saw a likelihood of 79% on the last day of their experiment. Overall, the principles

behind our flexible approach increase user agency by letting users conduct the experiment until they are

satisfied with the confidence level of their result.
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5.6.6 Usefulness of the SleepBandits System

With this system, we are able to identify the most popular and helpful experiments in order to further iterate

on the list. Four experiments were completed by at least five users: exercising for 30 minutes (where 5 of

9 users who completed it improved their target variable), wearing socks to sleep (4 of 8 users improved),

listening to white noise or music (2 of 5 users improved), and relaxing before bed (1 of 5 users improved). We

are also able to track which target variable improved the most. For example, users whose goal was to reduce

their time to fall asleep saw an average difference of 7 minutes (SD=8.4 minutes). In comparison, people fall

asleep just 12 minutes faster when they take popular prescription pills, which often have side effects [147].

In general, 17 of the 31 participants (55%) who reached a result in the 4-night group improved their

target variable when implementing the intervention, compared to 11 of the 17 (65%) in the 10-night group.

This could be due to certain interventions not necessarily having a positive effect in the first few days, but

leading to improvements in the long term. For example, earplugs can be uncomfortable at first, but we

eventually get used to them and they improve our sleep overall. Future iterations of this system can identify

such interventions and suggest a longer experimental duration.

Overall, all interviewees stated that they would recommend SleepBandits to someone wanting to conduct

a sleep-related self-experiment, and nine of them said they learned something about how to improve their

sleep. All interviewees who saw a result said that it was presented in a clear and understandable manner

and that they were able to make a behavior change decision based on it, demonstrating the application of

the Comprehensibility principle in SleepBandits. P7 stated that “it’s easy to use and gives you immediate

feedback, and if you have this information, it could also help you change your habits, and that’s powerful.”

While the interviewees were a self-selecting group, most of them were conducting self-experiments for the

first time, so their feedback was valuable and led to multiple suggestions for optimizing the approach.

5.6.7 Suggested Improvements

During the interview, participants were also asked how the app and experimentation approach could be further

improved to better fit their self-experimentation needs. Three interviewees said they would like to see other

people’s success rates for the experiments because it would help them pick which one to undertake. One

participant also wanted to see for how long other people conducted each experiment. His intuition was that

experiments that lead to subtle changes should be conducted for longer. Two interviewees specifically said

that it would have been nice to be nudged to do another self-experiment after the results of their current one

reached a stable point. By far, most interviewees who never finished an experiment stated that they wished

the application was able to track their sleep automatically, without having to turn it on every day, and without

having to keep the phone on the bed.

In summary, the aspects that participants most appreciated in SleepBandits were those that gave them

agency over their experiments: the ability to see a result early, as well as the ability to pick their own
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experiment and target. Overall, participants thought that the flexible approach was suitable for novice self-

experimenters, but that there are some changes that can make it more effective. We consider the implications

of these findings in the Discussion section below.

5.7 Discussion

5.7.1 Shortened Duration of the Self-Experiments

At their core, the design principles behind SleepBandits aim to maximize user agency and find a balance

between scientific rigor and how people run self-experiments as part of their everyday lives. We built on

existing systems such as QuantifyMe, TummyTrials, and SleepCoacher to explore the challenges with the

guided yet flexible approach. We compared a more traditional 10-night study with a shorter 4-night one. By

applying a Bayesian approach, we were able to calculate experiment results after just four data points, and

our study showed that users found the presentation of the Thompson Sampling results to be clear and concise.

To check how consistent results were over time, we focused on the users who had at least 5 nights in each

condition, regardless of their assigned study group (N=19). We find that there was a 17% average difference

(SD=11%) between the likelihood percentages after two nights in each condition and after five nights in each

condition. The average difference in time to fall asleep was 2 minutes (SD=8). Thus, the results in general

were relatively consistent throughout the experiment, but there was high variability between users. Shorter

experiments might not be appropriate for every user, so future work can explore ways to identify users for

whom a longer study might lead to more stable results. Overall, we find that by presenting the results while

users are still interested in them, the system empowers people to make educated decisions about their health.

However, it is important to consider the ethical implications of systems that deliver such prescriptive

results to users. In one group, SleepBandits calculated the results after just 2 days per condition, a duration

that might be too short for statistical rigor. With the language and framing of the sentence we tried to convey

that the result is just an estimate of the probability that represents how likely a condition is to be helpful, but

it is crucial to consider whether such results could be misleading to the novice user. Future work should take

this implication into account, as we need to further explore the role of technologies like SleepBandits.

5.7.2 Challenges in the Existing Design Principles

An important takeaway from this work is the need to balance the tradeoffs between design principles.

SleepBandits was not designed to directly increase user engagement, but it provides users with agency over

how much they adhere to the daily instructions, as well as how long they conduct the experiment. However,

this agency comes with low adherence rates and drop outs during the study: as shown in Figure 5.7, most

participants only tracked for one night. This shows that the principles we have focused on might not be
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enough to encourage sustained user engagement. Further work is needed to refine SleepBandits with the help

of insights from previous work on user engagement [56, 30]. To increase adoption, future systems should be

tolerant towards low adherence and alleviate the stress on the user by adding features such as the ability to

keep their phone on a night stand, using the microphone as a secondary sensor for detecting when the user is

asleep, and graphs to visualize overall progress of the target variable.

5.7.3 Nudging Users Towards Most Helpful Recommendations

Overall, our analysis shows that participants most often chose a recommendation that was towards the first on

the list, so apps for self-experiments should prioritize the ones that are most likely to be helpful for the largest

number of people. This is in accordance with the Nudge theory [175] which states that the healthiest choices

should be most readily available. Self-experimentation systems also need to set the most appropriate defaults

for each experiment. For example, we had set “time to fall asleep” as the default target variable, but users

often chose a different one. Perhaps the default target variable should change for each experiment. As one

interviewee pointed out, systems could even nudge people towards the optimal length for each experiment

depending on the expected result. Additionally, future systems can even identify cohorts of similar users and

recommend experiments that other people comparable to the given user found helpful.

5.7.4 Increasing Agency over Result Details

One trend from the participant interviews was that they often conducted a self-experiment with something

that they had heard about or even tried before. Thus, participants often already had a preconceived notion of

whether it was helping them sleep better or not. They then either kept using SleepBandits until the results

agreed with that preconceived notion, or they stopped using the app altogether when the findings did not

match their mental model. This trend has important implications: how can we design future systems in a way

that both helps the user keep an open mind about the outcome and enhances the credibility of the results? If

users are able to view all the details of their experimental results, they might trust the system’s findings more

than their initial hunches.

5.7.5 Limitations

The current implementation of SleepBandits focuses only on interventions with minimal carryover effect.

For experiments that have a carryover effect, future systems can apply an AB phase design and other lessons

from [51, 162, 111]. In this work we found that users prefer to conduct shorter self-experiments, but two days

per condition might be too short. Thus, going further with the development of the app, we will increase the

minimum number of days in the system to 3 per condition (6 nights), as recommended by the standards in
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[111]. Additionally, the findings here are based on a novel system released in the wild, but further research in

self-experimentation is needed to determine optimal practices and design choices.

5.8 Conclusion

This work presents a set of design principles for systems for flexible self-experiments that focus on guided

agency, scientific rigor, tolerance, and comprehensibility. We implemented this approach in SleepBandits, an

integrated open-source system that includes a sleep tracking app, which allows people to run self-experiments

on their sleep. Our experimental results are computed using the Bayesian approach of Thompson Sampling

and are continuously updated to provide a tentative outcome and its certainty.

Based on data from 365 active users, we investigated which aspects of the approach are most enticing

to users and what helped them successfully conduct a self-experiment and reach a conclusion. We find that

people who conducted shorter self-experiments (4 nights vs 10 nights) were almost three times more likely to

reach a result. We also discovered that users who received a likelihood in the range between 65% and 85%

were convinced by the results, whereas those with very high or low likelihood scores chose to continue the

experiment. We can build on the lessons learned from implementing these principles for self-experiments

in sleep, and apply them to other domains such as mental health and physical well-being. As self-tracking

becomes easier and more common, people will be able to benefit more from new statistical approaches that

provide them with personalized recommendations.



Chapter 6

Self-E: Guided Self-Experimentation
Beyond Sleep

This chapter presents Self-E, a system that helps people run self-experiments beyond sleep. This chapter is

substantially similar to a paper currently in submission [49].

6.1 Introduction

While sleep was the first domain in which we implemented our self-experimentation approach, other significant

aspects of our lives can also be tracked, such as exercise, pain, or nutrition [94, 177, 44, 45]. They may

differ for each individual, even in the case of identical twins [75]. For example, even interventions widely

believed to be beneficial and harmless, such as meditation, may not be advisable for some individuals [64].

Self-experiments allow an individual to vary aspects of their lifestyle in a controlled way and discover what

works for them [119, 165].

Existing studies of self-experimentation systems have focused either (1) on the self-tracking aspect,

which helps little in determining potential causation and generating actionable goals [115], or (2) on self-

experimentation systems for one specific purpose [51, 47, 94], or for a specific population [39, 11], and thus

lacked the flexibility required in real-life contexts for a general user.

From this background, two main motivations emerged for our study. First, previous studies have surfaced

the need for a general self-experimentation tool that people can use to investigate potential causal relationships

in their daily lives [11, 95]. Second, consumer self-tracking tools tend to be designed for more technologically

literate populations as compared to the average user [131]. We were motivated to build a system for a novice

from the general population to increase accessibility to technological systems. To alleviate the burden on

57
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novice self-experimenters, we developed a tool that manages data analytics while providing a guided interface

with simple instructions that take most of the manual steps out of rigorous self-experimentation.

Our contribution is twofold: (1) an system, Self-E, that allows people to conduct practical self-experiments

that are more applicable to real-life contexts, and (2) an empirical study of how novices perceive and

instinctively design their own self-experiments, followed by insights around their two-week use of Self-E

for conducting real experiments in their lives. We also present critical considerations for the design and

development of future self-experimentation systems for general users, including suggestions on how to better

match the novices’ mental models of self-experiments.

6.2 Related Work

Self-experiments have been of interest to a diverse group of research communities. Research has shown that

self-tracking as an activity can encourage reactivity in people where they can monitor a behavior and decide

if they want to change or maintain it [132, 109, 39].

Previous work has identified challenges that people face in self-experiments, such as tracking fatigue and

flawed experimental design. Even “extreme users” with above-average background experience in self-tracking

face common pitfalls such as tracking too many things, not knowing what to track, not knowing how to

analyze or interpret data to extract insights, and having non-actionable and under-specified goals [115].

Karkar et al.’s TummyTrials system is based on the researchers’ framework that could be applied to the

design of a general self-experimentation tool [95]. In this dissertation, we built on this framework to outline

guidelines for self-experiments that can be helpful for novices [47], and develop a system for self-experiments

in sleep [52]. Lee et al. developed a prototype for self-experiments on pen and paper [115]. However, while

systems that aim to alleviate certain challenges of the self-experimentation process exist, there is currently no

system to fully guide novices through general self-experiments in a practical and low-burden way.

Overall, our study extends this work through evaluating a different approach towards conducting self-

experiments, one that is aimed at conducting more practical self-experiments. Self-E is a guided self-

experimentation system, built on top of existing self-tracking efforts, to help people in scientific self-discovery

so that they can make more informed decisions.

6.3 Self-E System Design

Building on our work in SleepBandits, we develop Self-E, a system for self-experiments beyond sleep.

Self-E is comprised of two components: an interactive Android smartphone application and a backend server

that stores the data and performs the analysis. In this section, we outline our design considerations when

developing the system, as well as the way it collects and analyzes the data.
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6.3.1 Design Considerations

Self-E is a guided self-experimentation tool that uses self-tracked data to deliver individualized health and

behavioral insights to the user. In contrast with existing self-experimentation systems, Self-E was designed

without a specific experiment or user profile in mind (e.g., TummyTrials was built for those suffering from

IBS, and SleepBandits was built for sleep). Additionally, Self-E was built with learnability in mind to

minimize the burden of a novice looking to explore the potential advantages of scientific self-experimentation.

Lastly, Self-E was designed to encourage user adherence during experiments, which required considerations

around balancing experimental rigor with practicality for the user.

6.3.1.1 Guidance vs Generalizability

Extending existing work within the domain of automated single-case experiments, we designed Self-E with a

focus on generalizability. Although the list of experiments presented to the users is preset, it is designed to be

as general as possible. To provide clarity and ease of understanding to the user, every experiment is structured

as a pair of a “cause” intervention (often a behavioral change, such as drinking caffeine) and an “effect”

variable (such as sleep). Users are only allowed to conduct one experiment at a time, but the experiments can

be customized to better reflect the individual’s real-life goals.

6.3.1.2 Guidance at Different Levels of Experience

Another design consideration we addressed in Self-E was to strike a balance between providing guidance

while not sacrificing user agency, so that novices of different experience levels could always find and learn

something in the app. Self-E minimizes user burden by employing design strategies such as notifications

to schedule interventions, data abstraction, and automatic analysis of the results to simplify aspects which

are otherwise challenging even for experienced users [39]. To accommodate novices at different levels of

learning, we incorporate both guidance and opportunities for more fine-tuned customization.

6.3.2 Architecture

The Self-E system is comprised of a backend server built in Python and a mobile client built in Android.

When a new user begins using Self-E for the first time, they are taken through an on-boarding process that

briefly introduces the concept of self-experimentation and its advantages. User profiles are created upon

registration with an email and are stored in the backend server, and any configurations made or data tracked

are sent to a backend server throughout use of the application. Storing this data in a server rather than locally

allows users to change devices without losing their experiment history. Daily check-ins are sent to users’

phones via the app notifications from the backend service.
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After registration, users are required to select an experiment from a list of starter experiments (shown in

Figure 6.1(a)). This list was curated to highlight the advantages of self-experimentation, where the user only

cares about their individual results, which can be impacted by complex factors such as genetics, lifestyle,

physiology, social/cultural environment, etc. Each of the experiments was chosen in consultation with input

from clinicians as well as backed by existing scientific research. The list contains 24 experiments, each of

which is a combination of one of 5 interventions (meditation, physical activity, food & drink, walking, and

hours slept) and one of 5 effect variables (energy level, mood, pain level, productivity, and sleep quality).

The only combination that we did not include in the list was hours slept and pain level due to the lack of

background research to support such experiments.

Once a user selects an experiment, they are taken to a configuration page, Figure 6.1(b). Here, they can

customize the effect variable check-in time window, the check-in style (whether it will be sampled randomly

in a time window or once per day at a fixed time), and the amount of the intervention they will be applying

(10 minutes of meditation in Figure 6.1(b)). The flexibility that users have to change the check-in time

was intended to allow them to fit self-experimentation into their schedule, to encourage a higher response

rate and better adherence. Users can also customize the labels of the scale used to rate the effect variable

(Figure 6.1(c)) because the ranges of experience with something like pain can vary among individuals.

Although we present many customizable features to the user, their values are set by default with the

recommendations based on prevailing research. For example, an effect variable such as “mood” can be

variable throughout the day, so for experiments measuring mood we recommend to users to select randomized

experience sampling as the check-in style to gather sound data [72]. The scale labels for each of the effect

variables are based on a commonly accepted scale for the given variable [127, 53, 29, 76], except for

productivity, which does not have a widely accepted scale, so we choose to make it general (from “very

productive” to “very unproductive”). These default values alleviate friction for a novice starting an experiment

for the first time, while still affording the freedom for an experienced user to alter their in-app experience to

fit their needs. Even though previous studies suggest varying frequencies of check-ins [181], we chose to

limit the maximum number of daily check-ins to 5, as to avoid tracking fatigue [107].

6.3.3 Experiment Flow

Once the user sets up the experiment, they are taken to the home screen of the app (Figure 6.2(b)). Users

check in daily with the app at a fixed time for the intervention they are tracking (we chose 8pm as it was

most appropriate for our list of experiments). Check-ins are initiated via a notification from the app, which

takes the user to a pop-up dialog in the app that asks a “yes” or “no” adherence question for the intervention

(Figure 6.3(a) or a rating scale for the dependent variable’s effect (Figure 6.3(b)). Should a user miss the

notification or decide to not answer the pop-up, they can log their data manually via the “Log Behavior”

button on the home screen (Figure 6.2(b)).
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(a) (b) (c)

Figure 6.1: Self-E screens. (a) Experiment selection: users first select an experiment during onboarding, but
then are free to change it at any point. (b) Experiment Setup: choose a time to be prompted and edit the goal
amount. (c) Revise the labels of the scale.

(a) (b) (c)

Figure 6.2: Self-E screens continued. (a) Confirmation of the experiment setup. (b) Home: tonight’s
condition on top and current results below. (c) Home screen explaining that meditating in the morning leads
to 0.8 increase in energy levels with a 73% likelihood based on 8 days of data.
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(a) (b) (c)

Figure 6.3: (a) User prompt for the independent variable (the“cause / intervention”). (b) User prompt for the
dependent variable (“the effect / the outcome”). (c) History of target outcomes: a new point appears on the
graph for each day of tracking.

As a user continues to use Self-E, their data is displayed on a graph (Figure 6.3(c)), even when the user has

not tracked for the minimum duration of the experiment yet. Self-E requires at least three data points in each

condition (e.g. “meditate” vs “don’t meditate”) to calculate a result. This length is based on the minimum

length required by the single-case intervention research design standards [111]. Similarly to SleepBandits,

Self-E also applies an “as-treated” analysis [85], meaning that it only looks at which condition users actually

followed on a given day, rather than whether they adhered to what they were instructed to do by the app. This

type of analysis is recommended when the adherence rates are low [85]. This choice exemplifies the balance

we attempted to achieve between experimental rigor and practicality.

6.3.4 Statistics

To estimate the likelihood that a given condition is helpful, Self-E implements Thompson Sampling, a

Bayesian analysis approach identical to the one in SleepBandits. The approach is already described in detail

in Chapter 5, section 5.5.2. Figure 6.2(c) shows an example result where the likelihood is estimated to be

73%: “Based on the 8 days of data tracked so far, it is most likely (about 73% likelihood) that your energy

level is 0.8 levels higher when you meditate in the morning.
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6.4 Method

Our study was comprised of three parts: (1) semi-structured initial interviews to gather the participants’

background and experience with self-tracking and self-experimentation, (2) a 2-week diary study with daily

voicemails, (3) and semi-structured exit interviews to discuss the participants’ experiences with the Self-E

app. Our goal was to understand how novices approach self-experimentation in order to improve future

self-experimentation systems.

6.4.1 Participants

We recruited 16 people (4 male, 12 female) who lived in the local area by posting flyers in public spaces

such as coffee shops and supermarkets and posting online in location-based communities such as Reddit

and NextDoor. We selected participants who (1) owned an Android phone, (2) were over 18 years old, and

(3) reflected a diversity of backgrounds in statistics and occupations. Participants’ ages ranged from 20 to

70 (M=33.7, SD=15.4). Their familiarity with statistics ranged from none to expert or professional levels.

The participants’ occupations included 3 undergraduate students, 4 research assistants, as well as auditors,

engineers, librarians, post office clerks, and baristas. Participants were compensated on a pro-rated basis: $10

for each interview, and $2 for each daily voicemail, for up to $30 for the duration of the study ($2 bonus if

they completed all 14 days).

6.4.2 Study Procedure

To understand how people perceived, used, and evaluated Self-E, we first conducted semi-structured initial

interviews. We then conducted a 2-week diary study, followed by an exit interview. Diary studies are high in

ecological value since they allow in-situ data collection on the real experiences of users and have been used

previously in human-computer interaction research for this reason [102, 172, 92, 82, 46, 137]. We followed

recommendations to limit the duration of studies involving recall data collection to 2-weeks [181]. During

the voicemails, participants were asked to share any challenges they encountered with the app that day, and

whether they changed experiments and reasons for doing so.

In this study, we aimed to recruit a varied sample of participants in terms of backgrounds, technological

and statistical literacy, and age. However, a broader sample might also tease apart what health conditions or

variables such experimentation is most beneficial. While this was not the goal of our study, it is a worthy

venue to explore. The main limitation of a diary study is the possibility of demand effects, where participants

may over-observe due to their participatory status in the study [137, 166]. To minimize potential demand

effects, we gave participants flexibility in terms of reporting through study design and app design. The

Bayesian analysis method was able to calculate next steps and ensure validity of outcome data even if a

participant failed to complete the daily intervention as guided by the app.
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Figure 6.4: We conducted thematic analysis on the initial and exit participant interviews.

6.5 Findings

We conducted thematic analysis on the voicemails and interviews data. The researchers used open and axial

coding techniques to come to a consensus on the emerging themes. Based on the thematic analysis, we

identified the following themes: (1) previous impressions of self-experiments and instinctive way to conduct a

self-experiment, (2) experiment length and continuing the experiment, (3) motivations for self-experimenting,

(4) interpreting the results, and (5) self-experimental success.

6.5.1 Previous Impressions of Self-Experiments

6.5.1.1 Experience with Personal Tracking

Most interviewees had already tracked health and non-health aspects of their lives, such as physical activity,

food intake, menstrual cycles, or personal productivity. Five participants reported using automated tracking

tools or devices such as Fitbit wearables, and they were content with the ease of use. However, tracking

fatigue and the high user burden of other tools was one of the main reasons for discontinued tracking.

Once they had some data collected, participants said they would sometimes look back at it and most

often try to identify trends, a common type of insight [38]. Four participants mentioned that they looked at

their past data to identify patterns to inform their future behavior (for example, if they had been eating too

many sweets, they would try to temporarily reduce the amount). While these techniques were not forms of

self-experimentation, they reveal that behavior change, where participants motivate themselves to increase

one known “good” variable, was the dominant way of making use of self-tracked data.
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6.5.1.2 Informal Experience with Self-Experiments

We investigated whether people had attempted to understand what affects their own individual well-being

and how these strategies influenced them. This model of self-tracking focuses on understanding rather

than motivating behavior change. The consensus among participants was that they should incorporate such

personalized methods in their lives as much as possible. Two other themes that emerged were that (1)

participants had tried informal self-experiments before to see if something was helping them personally, and

(2) they saw the need to adapt to new interventions as their life and body changed.

Nine participants had carried out informal self-experiments with varying degrees of rigor. P13 tracked her

skin condition for a month to identify what skin products worked for her. P1 started incorporating breakfast

and found herself feeling better. However, a single day where she accidentally did not have breakfast was

enough to convince her that breakfast was the habit that helped her feel better. In some cases, the participant

stopped doing something by accident and found out that they felt better without it, such as P2 who found out

that sugary carbonated drinks made her jittery. Additionally, three participants brought up the idea that their

bodies were perpetually changing with time (both with age and on a monthly or seasonal basis), so the things

that were once good for them might no longer be as beneficial. As P11 explained, “you’re always just kind of

readjusting parameters.”

This mindset was in contrast with some participants’ that conventional population-level advice was

difficult to follow and did not apply to them. Some participants, like P9, said that “I don’t really listen to

all the advice, because I don’t know how to get started and keep myself accountable.” P5 felt that she “did

not feel like there’s anything that needs to be fixed by changing things.” She explained how she had tried to

follow a health tip, but was inconsistent in her efforts. She said, “I tried my best to put my phone down 30

minutes before I want to be asleep ... it’s not easy to implement.” People desired immediate results or would

otherwise give up on the new change.

6.5.1.3 Perception of the “Self-Experiment” Concept

Most of our participants had not heard of “self-experiments” before the study, but they had an intuition

about what they were (P10: “doing an experiment except you do it on yourself to see if there’s any changes

based on what you changed in your life”). Two participants mentioned that the word itself carried negative

connotations: “when I think of an experiment, I think of something that may be harmful,” (P4), and “I’m

actually a little put off by it because it’s not a super intuitive way to think about it. To me it’s just an attempt

to get better” (P11).
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6.5.1.4 Instinctive Self-Experiment Design

During the initial interview, we asked participants to design their own self-experiment so we could gain a

better insight into how they think such experiments should be conducted. Overall, when asked to come up

with a new self-experiment, novices stated a general goal like “improve sleep” and often had to be nudged to

make it more specific (e.g. “wake up less”) and to clarify how long they would conduct it for, how they would

keep track of the variables, and how they would measure success.

Regarding the setup of the experiment, fifteen of the sixteen participants said that they would simply

implement the change for a given period of time. Most commonly, that duration ranged between 2 weeks

(N=6) and 1 month (N=4), but participants were split about whether they would implement it every day (e.g.

drink coffee) or if they would do something a certain number of times per week (e.g. exercise). Either way,

most of them explained that they would gradually build up to a certain goal amount of the intervention. P1,

for example, wanted to see if meditating 10 minutes per day would help her mood. However, she said she

would “try to build my way up to 10 minutes, at two minute increments. Because if I try to do the full 10, I’m

going to just stress myself out.” Similarly, P15 wanted to decrease her sugar intake, but would “try to make it

gradual rather than cold turkey—decrease per day for a while until it’s down to quite a little.”

Only P11 discussed incorporating a baseline period going forward. For everyone else, the baseline

was their life up until the start of the self-experiment. P11 was also the only one who mentioned multiple

conditions (week 1 would involve just eating one cookie a day, week 2 was going to be about eating just honey,

and week 3 would when she eats neither of those). Three participants brought up confounding variables in

some way and tried to account for them in their designs, such as making sure the intervention was the only

change happening during that time in their lives, or having both weekends and weekdays in the test phase.

Participants said at the end of their predetermined period they would look back and mentally compared

whether there was an improvement over how they were feeling. In essence, participants would instinctively

conjure an interrupted time-series for understanding the effects of a behavior change.

6.5.2 Experiment Length and Continuing the Experiment

6.5.2.1 Length of the Experiment

Once each user completes at least three days in each condition, Self-E calculates the result with the help of

Thompson Sampling. Most participants thought that the default length of 6 days for the experiment was just

enough, and they liked that they were free to continue the experiment for as long as they wanted after they got

the result. Others, however, thought that experiments should be longer, provided that the data shows up on the

graph earlier to give immediate feedback. P14 wanted a longer baseline period because “If I had just the

six days, it would have felt very skewed to me just because the last two weeks [were hectic].” Similarly, P15

pointed out that “two weeks was not really enough to really show” the benefits of the experiment.
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6.5.2.2 Compliance Rate

Every day Self-E instructed people which condition to follow that day. On average, the compliance rate to

those instructions across all participants was 73%. People did not follow what the app recommended for

several reasons: (1) they forgot to check their daily condition and unintentionally did its opposite (N=6), (2)

they were stressed or too busy that day (N=3), or (3) because they did not want to (N=4). A common trend,

when following the instruction was not possible, was for participants to “do the best [they] could,” meaning

that they substituted the exact behavior that the app required with something as similar as they could afford.

Often this substitution was necessary because many of the experiments required an action in the morning in

order to identify its effects during the day. For example, P1 exercised at night instead because that was what

her schedule allowed.

We also found that noncompliance is related to the perception of the self-experiment as a jumping off

point towards a new healthy habit. P11, for example, chose to run an experiment with decreasing the amount

of sugar to see if that helped her sleep better. However, she did not always comply with the app’s instructions

because she wanted to actually stop eating sweet things for a while: “I’m not going to intentionally do

something bad for me. I’m not going to be like nine Oreos and see how I sleep. That’s a bad idea. I don’t want

to do that.” Two other participants brought up feeling guilty for not complying with the app’s instructions. P5

elaborated that it was “not like really guilt because that would be silly, but like a little guilt tearing me up

because no, I didn’t do it today.”

6.5.2.3 Reasons for Continuing or Changing the Experiment

We sought to understand why people chose to continue with the same experiment despite seeing the calculated

result for it. Six of the eleven participants who reached a result said that they continued running the experiment

because they were not sure if the intervention was really helping them or not yet, so they wanted to see if the

result would change with more data points. Another common trend was that the app did not nudge users to

change their experiments once they reached a result: it never prompted them to do so (as P12 mentioned),

nor did it suggest any related and interesting experiments to move on to (as P9 would have liked). Two

participants explained that they actually wanted to change experiments, but were not sure what would happen

to their existing data.

Only three participants changed experiments during the course of the study. They explained that they

wanted to try new experiences after getting a result for the first one. P4 and P11 both changed theirs because

they were bored of the intervention. As P11 explained, it was because she was “the kind of person who

does the thing for two days, [gets bored] and then does another thing.” P13 wanted to restart his experiment

because he noticed that some of his data was faulty, so he changed experiments to a different one and then

immediately changed back to the one he was originally doing.
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6.5.3 Motivation for Self-Experimenting

But why self-experiment in the first place? Participants brought up two reasons as to why they would conduct

a self-experiment on their own: (1) a desire to identify what general advice works specifically for them, or (2)

as a starting point to implement a behavior change and actually stick with it through self-monitoring first. Six

participants said that they chose their specific experiment in Self-E because they had previously heard that it

could lead to health benefits so they wanted to see if it helps them and by how much. P14 said that “It’s about

finding what actually works for me and what I can work into my schedule versus just like overall science

saying, this thing helps with these.” P9 elaborated that “People hear about all these things they should do.

And it’s kind of like a weight on your shoulders. But maybe it’s more about self-knowledge – that really helps

people because they realize what works for them.” Others had specific goals which they hoped to achieve

through self-experiments, such as improving sleep quality, and would try the most enticing experiment aimed

at those goals.

6.5.4 Interpreting Results

The graph and the sentence that summarized the result of the self-experiment were mostly clear and easy to

understand for users. P2 particularly liked that the app “organized everything in my brain” and P14 said that

“what was ultimately more helpful was the result sentence because it summed it up and the data underneath it:

the likelihood and the points difference.”

Overall, some participants revealed that they trust and agree with the results that Self-E was showing them

(P2, P6, P8, P10), especially when it confirmed how they already felt (P5, P10, P15). The reasons for not

trusting the results revolved around three main themes, all related to confounding variables. First, they felt

that the effect of the intervention was too negligible compared to the effects of other things in their daily

life (P15). P11 elaborated that there were a lot more confounding variables in her life that were affecting her

at the time, and the one cookie she was eating a day was not as impactful as the rest: “So like reporting how

my sleep was and whether I eat a cookie or not, like literally one cookie.. or what if I took a nap that day? or

what if I run every other day... like there’s so many variables that, I assume anecdotally, have a stronger

effect on my sleep.”

Second, if the results contradicted a previously held belief, users always brought up potential con-

founding variables that could have been the reason for the unexpected result, such as the “extreme data points”

for P14. People expressed skepticism of the app and their own feelings due to preconceived ideas of potential

confounding variables (P12, P15, P5, P11). P15, for example, did not trust the results because they were

too early: “It was kind of unexpected, because I was thinking oh you know maybe it’ll be lower energy for

the first couple of days, and then overall higher energy. But it just said it was overall less which is little bit

unexpected to me. But maybe it’s just something that needed more time.”

Third, the high likelihood percentage or its drastic fluctuation over the course of the experiment raised
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suspicion. P10 and P13 did not feel that the likelihood was convincing because it was unclear how it was

calculated. Similarly, P12 and P15 were skeptical because the result either fluctuated too quickly (from 66%

to 58% to 97%) or was too high on the first day (96%). P5, P9, and P11 noted that the fluctuations were likely

due to unclear distinctions between the two experimental conditions. P13 thought that he was not varying

his hours slept enough to lead to a difference, and P5 said that on the days she was not meditating, she was

reading before bed, but she realized over time that “it had the same effect on sleep.”

Related to that, we find that most participants pointed out that a convincing likelihood percentage would

be between 65% and 85%, but it would also depend on the level of effort and time required to conduct the

interventions. P14 said “it depends on how much the time investment is. If you go running for an hour, you

have a 70% likelihood of improving your mood, that would be different than if you meditate for five minutes

in the morning. It has a 70% chance to improve your mood, but it’s different investments.”

6.5.5 Self-Experiment Success

Overall, twelve participants (75%) found Self-E useful for their self-experimentation needs. P2, for example,

explained that “The app helped me in self-diagnosing when the doctor wasn’t helping.” She “learned that

it wasn’t the food that I was eating, it was more of physical activity that was causing my inflammation.

Because I’d be like, Hey, I didn’t eat my trigger food, I still hurt. What’s going on?” For P12, Self-E served a

difference purpose than the usual self-tracking apps: “I feel like for some goals, I try something new and I

don’t often stick to it. With this, there is the initial learning curve, but then it kind of pushes you to keep on

with it until you kind of get past that point. And then you can figure out if you actually want to keep doing it.”

Almost all of our participants said they would recommend Self-E to a novice who is interested in trying

to see if an intervention works for them. Some specific reasons they list are that it provides the motivation to

stick with one thing (P7, P16), and that it “provides a minimal amount of structure what would still give you

some flexibility to play with, while making it drastically easier to track it all” (P14). Most participants (75%)

said that they would continue using Self-E after the diary study. Some reported wanting to use it potentially at

a different time of their life, such as when they were less busy (P7) or “if [they were] curious about something

else”(P11). The reasons they brought up for why they would use it were that “it feels more scientific than

saying I have a feeling that it works” (P10), that it was a “good way to keep data about myself while doing

something new” (P5), or that there was another experiment on the list that they were interested in trying out

(P5, P13, P14). For P2, Self-E motivated her to continue self-tracking habits in her daily life and to explore

other tracking apps for different purposes.

The aspects of the Self-E app that participants thought were most helpful were: (1) the preset list of

experiments because “everyone could find something” (P12), (2) the structure that the app provided for the

experiment itself, and (3) the low user burden of the app.

Pre-set list of experiments. Overall, most participants appreciated the list of suggested experiments. P14,
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for example, said“I really like that it had setup experiments because it gives you a place to start if you’re

like ‘I want to improve my health.’ But if you just Google ‘improve your health,’ it’ll tell you 1,200 different

ways to do that. And that’s not particularly helpful.” While the list was one of their favorite aspects, six

interviewees said that this feature could be further improved if it also had the option to create your own

experiment once you finish your first app-approved one. Some additional enhancements that participants

suggested were the ability to see others’ custom experiments and the introduction of more challenging and

longer-term experiments.

Structural guidance. Most participants agreed that the app was helpful in running a self-experiment

because it guided them through: (1) the choice of the experiment, (2) the process of what to do and when to

do it, and (3) the input and analysis of their data to provide “credible results” (P10). P9 elaborated that “I

don’t fully trust myself to design a rigorous self-experiment.” P12 and P15 expressed how they would not

have incorporated aspects of scientific rigor on their own, such as using experience sampling methods for

collection of user data. P7 said “the fact that it was constantly telling you what you had to do, it was like

having a friend that you know, motivated you to do something we didn’t want to do but think you had to do.

It was very helpful. You don’t get the effectiveness like that with a human, you know?” P10 expressed that

“saying ‘Yeah, I feel better’ is less credible compared to using the app, seeing the actual difference, how it

actually improves your mood, is definitely better than doing it on my own.”

Low user burden. Another aspect of Self-E that participants appreciated was the fact that it required a low

level of effort. Six participants expressed that while they might be capable of conducting such experiments

on without the app, it would be too tedious or challenging. P5, for example, said that having all the data

in an app, “as opposed to remembering myself, lets me do something for a longer period of time, when I

wouldn’t be able to keep track in my head.” This sentiment was echoed by P14, who reported that Self-E

made self-experimentation easier since it “kind of does everything for you.” In particular, participants found

the manual logging convenient since it was pushing a single button. They also liked that the notifications

gave them structure and had options for random sampling throughout the day. P14 said that “I work in retail,

especially, one check in a day would probably not have given a good average.” Sixty percent of participants

liked how brief the data entry questions were, and thought the scales for reporting the effect variables did not

need any modification.

6.5.6 Opportunities for Future Improvement

This study surfaced three main opportunities for improving our approach to practical self-experiments. First,

we find that users would like to build up to a given health behavior by taking small steps. Both the instinctive

way participants design their own experiments and the fact that six of them decreased the goal amount while

setting up the experiment suggest that people would like to start with an incremental improvement.

Participants also expressed a desire for more guidance from the app, in three key areas. First, they kept
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bringing up confounding variables that might have affected their experiments, and at the same time did not

always comply with the randomized schedules from the app. The practical approach could be improved by

explaining why randomization is important and how exactly it helps with the confounding variables. Second,

some participants were not even sure how to go about applying the suggested interventions in their lives. For

example, it would have been helpful to either have a short tutorial on how to meditate or to point people to a

specific app that can help them with meditation. Lastly, participants wanted to be able to also create their own

experiment after completing the initial one. Future self-experimentation systems can implement this feature

while also guiding the user towards making scientifically sound choices.

The third opportunity for improvement is related to faulty data. Some participants mentioned that their

experimental data definitely had outliers, which led to them not trusting the results. A possible solution

brought up by them was for the app to let users delete the data points, or even just label them as outliers and

account for that in the analysis.

Participants also brought a few usability improvements and potential future features that would have made

Self-E more helpful for them. One common piece of feedback was that the effect size phrasing was confusing

(e.g. “0.3 levels higher”), as it was unclear what “levels” referred to. P10 and P12 suggested a bar-graph

where the average of each condition is shown and the y-axis ticks are the levels of the given scale. Some

participants also would have preferred the scale for the effect variables to allow for more nuance through a

continuous or a 10-point scale.

Participants even suggested additional features to enhance their future experiences in self-experimentation,

such as the ability to receive reminders each morning about which condition to follow. P2 wanted the ability

to read more about the interventions before changing experiments, and P11 wanted to learn more about the

science behind self-experimentation in general. P6 wanted the ability to be able to revise the timing of the

sampling after her experiment began. P4, P10, and P9 needed a clearer indication of what has been logged so

far. P4 wanted a more visual and interactive interface of the app that would motivate her, give her rewards,

and push her limits. She said that she was hoping the app would be more like a coach/personal trainer: “let’s

make a plan, let’s push your boundaries, let’s do another mile today.”

One major challenge that we did not foresee was people having trouble with the notifications. P3 and P4

did not know how to pull down the notifications banner on the Android mobile interface to tap the notification

and get to the app. This was problematic because the only way to log the effect variable was through tapping

that notification. Thus, for the purposes of this study, we released an update of the app that let users enter both

the effect and intervention information through the “Log Behavior” button on the Home page (Figure 6.2(b)).

Most participants were enthusiastic about the idea of sharing their results with friends and family.

Interestingly, P14 and P5 saw self-experiments as a potential “bonding experience” to see how a given

intervention affected people they know: “I would compare my result, to see the difference between two people

doing the same thing... With my brother, we don’t live in the same place” (P5). P14 wanted to share her results

with online communities of people who are interested in improving the same effect variable (pain level). She
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said that “People tell us so many garbage things that don’t work. I cannot tell you how many times people

told me to do yoga.” Other participants did not want compare or share results because “everyone has their

own rate” of exercising (P6) and they would not be surprised if other people had different results (P15, P16).

6.6 Discussion

Our study revealed insights about how novices intuitively design self-experiments, and how they interact with

an app that aimed to guide them through the steps of a practical self-experiment.

6.6.1 Instinctive vs Scientific Experimental Design

6.6.1.1 Building up to a Goal Amount

Most of our participants brought up the notion of building up to a goal amount of the intervention they were

trying to implement. The participants’ mental model is in accordance with Fogg’s Tiny Habits behavioral

model, in which one should start a behavior change with the smallest increment possible [68]. However,

existing self-experimentation systems such as TummyTrials [94], QuantifyMe [162], SleepCoacher [51], and

even Self-E, are not designed to handle this behavior. While we allowed participants to revise the default

goal amount at the beginning of the study, they were not able to change it without restarting the experiment.

Therefore, future systems for self-experimentation should take this into consideration.

6.6.1.2 Using it as a Starting Point for Behavior Change

Related to building up to a goal amount, participants also used their self-experiments as a way to start

implementing a behavior change that they had been thinking about for a while. People’s mental models did

not match Self-E’s attempts to nudge them to implement the intervention on some days, and to avoid it on

others. The participants saw the experiment as a catalyst that finally helped them act on the new behavior, and

they were reluctant to stop doing it. For them, it was simply easier to continue doing a behavior than have to

check and switch between experimental conditions.

Future self-experimentation systems could take this into consideration by giving themselves the role of

providing the initial inertia for users to commence a behavior change. Larger block sizes may be a useful

parameter for users who wish to balance between the convenience of inertia, and the efficiency of number

times the condition is randomized to gain more probabilistic confidence in the causal outcome.

6.6.1.3 Intuitive Assumptions vs App Results

Most participants in our study also had preconceived notions about whether an experiment would be helpful

to them before they even started it. Our findings suggest that they thought the intervention would be beneficial,
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(a) (b) (c)

Figure 6.5: Self-E customized experiment flow. (a) The option to create your own customized experiment is
listed as one of the options on the Experiments tab. (b) First screen explaining the need for a cause and effect.
(c) Users can define their own cause and effect and the guiding text only appears if they tap on the “Need an
example?”

(a) (b) (c)

Figure 6.6: Self-E customized experiment flow continued. (a) The user has to pick two conditions by filling
in the blanks. (b) A screen explains that we will randomize between these conditions every day. (c) On the
home screen, the new condition for today is shown at the top.
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so when Self-E presented results that contradicted that belief, users found excuses for confounding factors

that could have interfered with the data. One possible way to account for this bias while calculating the results

is to allow the participants to feed these assumptions as the priors in the Thompson Sampling approach. That

way, if participants are very certain something might be helpful for them, the more helpful condition will

have a higher prior likelihood than the other condition, which in turn will be reflected in how often they are

asked to try each condition. However, we need to be cautious because feeding assumptions as priors might

lead to potential biases in the results.

6.6.2 Implications for Self-Experimentation Technology

Our findings demonstrate that participants are aware that their data is sometimes faulty or contains too many

outliers, so future self-experimentation systems should be able to handle such cases. For example, users might

want to be able to exclude certain data points from analysis. However, this might also lead to biased results,

so perhaps systems should let users label extreme data points and then take these data points into account

when calculating the result.

While participants thought the original list of experiment was helpful, they also wanted to conduct their

own customized ones. Future systems could incorporate this as a feature and increase user agency over

time as they complete more self-experiments. However, a completely open self-experimental design might

lead to faulty experiments, so such systems should guide users while also providing them flexibility. We

have developed a preliminary prototype of that functionality in the Self-E app. To decide on the design, we

conducted numerous user experience iterations and consultations with behavior change clinicians. The design

of the user flow is portrayed in Figure 6.5 and 6.6.

6.7 Conclusion

This work presents Self-E, an app that guides novice users through the steps of a self-experiment. We

conducted a two-week diary study and interviews with 16 participants who used Self-E to conduct general

self-experiments in their own lives. We identified several aspects of the system that participants found most

helpful, such as the preset list of experiments and the guidance on what to do each day of the experiment.

Our qualitative study sought to expand on the field’s understanding on how people with little experience in

personal analytics perceive self-tracking and self-experimentation with the help of mobile tools. We find that

the instinctive way novices conduct self-experiments does not match the implementations in existing systems,

so future research can explore ways to help people conduct such experiments in a more intuitive way.



Chapter 7

Investigating the Effectiveness of
Cohort-Based Sleep Recommendations

This chapter presents an empirical study investigating the effectiveness of cohort-based recommendations. It

is substantially similar to [50], completed as a result of my internship at Microsoft Research, where I was

responsible for running and analysing the study, and a majority of the writing.

7.1 Introduction

All the work described in this dissertation so far has been focused solely on each individual’s data, using

only their records for analysis. However, in this chapter we attempt to leverage the data of groups of similar

users in order to identify behaviors that seem to be helpful for a given cohort of users. Overall, existing sleep

tracking mobile apps and devices provide mainly summary statistics. Additionally, these systems use only

one individual’s data, making them prone to over-fitting and omitting valuable context that can be found in

other people’s sleep patterns.

In this chapter, we build on current sleep tracking methods to leverage data both from each individual

and from similar users to provide actionable cohort-based recommendations. Using a collaborative-filtering

technique, we identify a cohort for each participant, using a large real-world dataset. We conducted a

4-week study (N = 39), collecting six sleep quality metrics and exit questionnaires from three groups of

participants who either received: (1) no recommendation, (2) a general recommendation, or (3) a cohort-based

recommendation. We aimed to answer the following research questions: (1) How can we build off of existing

collaborative-filtering frameworks to generate cohort-based recommendations for sleep, given a large dataset

of other users?, (2) What are the limitations of recommendations based on collaborative-filtering that surface

75
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when people are asked to follow them in their everyday life?, and (3) While grounding our work in existing

theory, what design hypotheses can we provide for future systems to overcome these limitations?

The main contribution of this work is the empirical study investigating the effectiveness of cohort-based

recommendations by applying collaborative-filtering techniques to the domain of sleep research and leveraging

a unique, large-scale real-world dataset. We performed a thematic analysis on the data to learn what makes

cohort-based recommendations helpful or not helpful, and we identified design hypotheses for the future

cohort-based sleep recommendations. We found that users prefer to be given more control over what their

cohorts are based on, and that in order to provide helpful suggestions the recommender system should be able

to take into account each user’s constraints related to their occupation, schedule, and lifestyle.

7.2 Related Work

7.2.1 Non-Clinical Sleep Studies to Support Healthy Sleep Behaviors

While a smartphone app usually does not require any additional hardware, we chose to use the Microsoft

Band for this study as it gave users the opportunity to also track daily exercise. Previous research also points

out that it is important to design technology that helps people become more mindful of their sleep, while not

imposing impossible sleep goals [36]. To evaluate SleepTight [37], for example, the researchers conducted a

four-week study, to determine whether the system with the widgets enabled a higher sleep diary compliance

rate than the one without. Our work employed a similar framework by evaluating the effect on sleep of two

types of recommendations and a control condition with no recommendations.

7.2.2 Sleep Recommendations

Prior work shows that self-tracking combined with suggestions can improve sleep [48]. However, it is unclear

how the few systems that provide recommendations even generate them. Fitbit and Jawbone’s insights are

limited to general trends and comparisons of the user’s sleep to that of others of similar age and gender.

However, none of these trackers provide actionable recommendations that have been shown effective for

people similar to the user.

Notably, two systems have been developed to provide actionable sleep recommendations beyond simple

summary insights. ShutEye [18] focuses on displaying sleep hygiene guidelines on a user’s mobile phone

home screen. However, these guidelines are based on the general population and might neglect individual

differences like those between different age groups [5]. The two systems for recommendation in sleep

described in previous chapters, SleepCoacher [51] and SleepBandits [52], also focused only on individual

data. Their approach did not use information from other users that might provide helpful insights or motivation

for improving someone’s sleep.
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7.2.3 User-Focused Recommender Systems

To provide cohort-based recommendations, this work employs a recommender system developed to identify

groups of similar users. The approach of making predictions or recommendations about a user based on

data from other users is known as collaborative filtering [151]. Collaborative filtering is most often based

on ‘neighborhood models,’ in which the unknown ratings from a user are estimated based on ratings from

similar users [151]. Neighborhood models are popular because of their simplicity and the intuitive reasoning

behind their recommendations [151]. Another benefit, in relation to sleep, is that given the right parameters,

these models can be used to generate a recommendation for new users [151], even before any actual sleep

tracking data has been recorded. Our cohort-based approach is a type of a neighborhood model, and thus can

be further fine-tuned and improved.

Pu and Chen’s user-centric framework for evaluating recommender systems emphasizes the need for

minimizing the interaction effort for the user while producing useful and trustworthy recommendations in a

transparent way [144]. To address this need, some recommender systems focus on getting users’ feedback

in order to better understand their preferences and provide more accurate recommendations. In particular,

a critique-based recommendation system first suggests a few options based on users’ current preferences.

Then, the user critiques those suggestions, and then the system generates new ones based on the critiques [33].

Such systems help users build a preference profile, but they are task-specific and rely on the content [80].

Alternatively, studies have shown that users are more satisfied when they are given the chance to directly

manipulate the attributes as in [80, 23].

In our study, we chose to focus on collaborative filtering techniques to elicit actionable sleep recommen-

dations based on the data from other users. However, as discussed in Section 7.7, future work could explore

how critiquing-based systems can provide recommendations that incorporate users’ preferences.

7.2.4 Health Recommender Systems

Health recommender systems have been focused on personal health record systems (PHRS), which centralize

each person’s electronic health data and allow health professionals to access it [174]. PHRS contain too much

expert-oriented data, which leads to information overload for the regular user [188]. Thus, health recommender

systems have been developed to provide laymen-friendly information to users to better understand their own

data [184, 189, 188]. Even outside of PHRS, recommender systems have been used mainly for information

filtering [163]. However, such systems have yet to be deployed in the domain of sleep.
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7.3 Method

7.3.1 Dataset

Our dataset contained the real-world sleep records collected by the Microsoft Band (MS Band), a wrist-worn

fitness tracker, first released in 2014, followed by an updated hardware version in 2015. While there are a

total of 40 million sleep records, this study used data gathered between May 2016 and May 2017 (about 1

million users). Overall, MS Band users were from diverse backgrounds, age ranges, gender, occupations,

and nationalities. Recent work by Althoff et al. shows that MS Band’s sleep data is representative for the

general population as the measurements match published sleep estimates [8]. In this study, we used the

data only from users who reported being between 18 and 65 years old, were between 50 and 80 inches tall,

and weighed under 250 lbs. These criteria are commonly used in sleep and exercise literature [185, 182].

Following similar studies, we also exclude any sleep records with a duration of less than four hours or more

than 12 hours [183, 8].

In order to estimate whether the user is asleep or awake, the MS Band uses internally validated proprietary

algorithms based on the 3-axis accelerometer, the gyroscope, and the optical heart rate sensor in the Band.

Users can manually start and stop sleep tracking by tapping the “Sleep” tile. Otherwise, their sleep is detected

automatically. The sleep measurements are:

• Duration: time spent in bed

• Sleep Time: amount of time actually sleeping (different from time spent in bed)

• Sleep Efficiency: ratio between duration and sleep time

• Time to Fall Asleep

• Number of Wakeups

• Bed and Wake Times

• Amount of Restful/Restless Sleep

• Sleep Recovery Index

The Sleep Recovery Index is calculated via a proprietary algorithm. The value is between 0 and 100, and

each quartile is mapped to a score between 0 (“poor”) and 3 (“optimal”) based on sleep quality.

According to sleep literature, intense exercise for 30 minutes three times a week improves sleep [16].

Exercise data including biking, running, and working out is also collected by the MS Band once users tap

on the corresponding activity tile. The Band tracks heart rate using an optical sensor. We compute overall

intensity of the activity based on the rate of calories burned (using a proprietary algorithm).
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7.3.2 Study Design and Participants

We designed a between-subjects exploratory study to evaluate the effectiveness of cohort-based recommen-

dations and to learn how to make better cohort-based health recommendations in the future. We randomly

assigned the participants to one of three conditions. In condition 1, the control “no-recommendations,”

participants tracked their sleep every night for a month and received no recommendations. In condition 2,

participants received a general recommendation halfway through the study. In condition 3, participants also

received a recommendation halfway through the study, but it was personalized based on the cohort of similar

users. In both conditions with recommendations, participants were sent daily reminders for the last half of the

study asking them to follow the same recommendation every day. We describe the algorithm for generating

recommendations in Section 7.4.

We recruited participants internally in a large software and services technology company from a pool

of beta testers. Due to the remote nature of the study, participants were distributed across the US. Only

participants who did not have a self-reported sleep disorder, who could track their sleep for at least 14 nights

of the study, who had access to a MS Band (version 1 or 2), and who were not traveling across timezones

were allowed to participate in the study. Traveling across timezones affects sleep patterns and causes jetlag,

which can interfere with sleep quality and the results of the study [160].

In the initial recruitment email, we asked people to fill out a pre-study questionnaire. which was completed

by 77 people. However, five of them were not allowed to participate because they self-identified as having a

sleep disorder. We gave out 13 replacement MS bands to the first 13 respondents who said that they either did

not have access to one or that theirs was broken. Halfway through the study, only 66 people had functional

Bands sending data to the database. Thus, only those people were assigned to one of the three conditions

described above. They had various occupations: engineers, program managers, managers, and others such as

a sales executive and a business analyst. In a way, this represented a controlled workplace-based cohort, but

our investigation focused on behavior- and demographic- based cohorts.

7.3.3 Study Procedure

The pre-study questionnaire had questions from the Epworth Sleepiness Scale (ESS) and the Pittsburgh Sleep

Quality Index (PSQI), both of which are commonly used in research studies to evaluate sleep quality [27, 90].

The survey also included questions related to sleep quality and lifestyle.

Participants across all conditions were sent a daily email at the same time asking them to rate their sleep

quality between 1 and 5, with 5 being their best sleep ever and 1 being their worst sleep ever. Halfway through

the study, the participants in the two conditions with recommendations began to receive recommendations via

email. Their daily emails also included a question about whether they followed their recommendation on the

previous day. Each week, all participants were also asked through a questionnaire if anything unexpected

happened that week that might have affected their sleep, as well as how many times they exercised vigorously
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Table 7.1: Questions asked in each of the four types of questionnaires.

Questionnaire Questions

Pre-study questionnaire Demographics, ESS, PSQI, other qualitative questions

Daily questionnaire Sleep quality for previous night. If they received a recom-
mendation: did they follow the recommendation (included
a reminder of what their recommendation was)

Weekly questionnaire Did anything out of the ordinary happen, how many times
did they exercise this week

Post-study questionnaire ESS, PSQI, other qualitative questions

for at least 30 minutes. All the questions in the questionnaires are summarized in Table 7.1. At the end of the

study, participants filled out a questionnaire similar to the pre-study one, with questions from the ESS and

PSQI, and additional ones about the recommendations and their experiences during the study.

7.4 Cohort-Based Recommendations

7.4.1 Finding Users with Similar Profiles

To generate cohort-based recommendations, we first identified a cohort of users similar to each participant.

Then, we detected which dependent variable was affecting this cohort’s sleep the most.

7.4.1.1 Features for Cohort Selection

We collected the participants’ height, weight, and gender. Due to privacy restrictions, we did not collect their

age. According to the National Sleep Foundation, body mass index (BMI, calculated based on a person’s

height and weight) plays a vital role in sleep quality, as obesity can cause undiagnosed sleep-disordered

breathing [6]. Previous studies have shown that gender differences also affect sleep [178, 25]. We also asked

participants about the average number of days per week they exercised vigorously for 30 minutes or more.

Previous research has shown that exercise affects sleep quality [170, 179]. While other external factors such

as caffeine consumption can affect sleep, we chose to focus on exercise because it can be tracked with the

MS Band. Lastly, we asked participants to rate their overall sleep quality between “very good,” “fairly good,”

“fairly bad,” and “very bad.” We calculated the average Sleep Recovery Index of each user in the MS Band

dataset and mapped the score to a scale of 0 to 3, matching the sleep quality rating from the study participants.

Thus, a score of 3 would map to “very good,” and 0 would be “very bad.” We also calculated the average

number of times per week each user exercised vigorously for at least 30 minutes. Thus, the features used

to identify a cohort of similar users were: height, weight, gender, number of days per week they exercised

vigorously for at least 30 minutes, and their overall sleep quality (as a proxy to the Sleep Recovery Score).
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Table 7.2: Template of the recommendation text in each of the four categories.

Category Recommendation Text

Consistency People are most affected by how consistently they go to bed and wake up. Doing both within
half an hour of a consistent time, including on weekends, could improve sleep. During the last
two weeks, you went to bed anywhere between XB pm and YB am, with ZB pm as the most
common. You woke up between XW am and YW am, with ZW am as the most common.

Winding down People are most affected by how much they relax before bed. Setting a comfortable pre-
bedtime routine, such as taking a warm bath or shower, or meditating, could improve sleep
by making it easier to fall asleep. People typically take MP minutes to fall asleep. Typically, it
takes you MY minutes to fall asleep.

Exercise People are most affected by how much they exercise. You said you exercised X times per
week. Exercising for at least 30 minutes three times a week could improve sleep. But vigorous
exercise close to bedtime may cause difficulty falling asleep.

Duration People are affected by how much they sleep at night. They typically slept HP hours and MP
minutes. During the last two weeks, you typically slept for HY hours and MY minutes.

7.4.1.2 Nearest Neighbor Search

We used the features described above to identify a subset of users who had similar demographic and habit

profiles. This was achieved by a nearest neighbor search in k-dimensional space. First, we constructed an

anonymous k-d tree from all users using normalized versions of height, weight, gender, frequency of exercise,

and average sleep quality. Given the large number of users in our dataset, the height, weight, and BMI of the

nearest neighbors that our algorithm returned were almost identical to those of the study participant. Future

work can evaluate whether BMI is more effective in identifying appropriate nearest neighbors for specific

groups of users, such as those with a high BMI who are particularly susceptible to poor sleep [55].

Next, we used a fast nearest neighbor search library for Approximate Nearest Neighbor Searching

(ANN) [129], implemented in an R package called FNN [21], to identify users with similar profiles in the k-d

tree. We experimented with a wide range of numbers (2 to 50) of nearest neighbors. We created a simple

interface that took as inputs the 5 variables we used for identifying the cohorts, and checked how long it took

for our system to return the set of nearest neighbors for each number between 2 and 50. While the MS Band

dataset included millions of sleep records, we wanted to use a small enough number that could be attained

easily in future studies. In case our cohort-based framework was successful, we wanted to make sure that it

was reasonable enough to be used in real-life scenarios where users would perhaps input their information

in an online system and get a recommendation in real time. We found that N = 5 is optimal for real time

scenarios (based on performance and quality considerations) and N = 30 for offline recommendations in this

study. We picked 30 because that is a common sample size used in user studies, and generally leads to the

possibility of a more robust statistical analysis for N ≥ 30.
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7.4.1.3 Selecting the Recommendation

Once we had identified each participant’s cohort of nearest neighbors, we determined which recommendation

would be most appropriate. To do so, we calculated the participant’s median value for each dependent

variable, and looked for its quartile rank among the values of the nearest neighbors (a low rank meant that

this participant was doing worse than most of his/her neighbors). The dependent variables were (1) time to

fall asleep, (2) number of wakeups per hour, (3) Sleep Recovery Index, and (4) sleep time.

Next, we selected the variable with the lowest rank to be the target of the recommendation. For example,

if a participant takes 34 minutes to fall asleep, but 34 minutes is worse than 90% of the neighbors, com-

pared to the other three variables which are comparatively worse than 20% of their neighbors, then their

recommendation would be geared towards changing something that affects the time to fall asleep.

Once the dependent variable was selected, we identified which of the following was affecting it the most:

sleep duration (the time spent in bed, but not necessarily asleep), consistency, exercise frequency, or heart

rate. There was a recommendation for each one of these options, as shown in Table 7.2. The user received the

recommendation for the option that had the highest effect towards improving the target variable. Continuing

the example from above, if a participant is doing the poorly on the time to fall asleep metric compared to their

cohort, we identified what factor is affecting the time to fall asleep of the cohort users the most. If it turned

out to be their bedtime consistency, for example, we would send the participant the recommendation from the

‘consistency’ category.

In order to avoid confounding the effects of multiple recommendations, we only recommended one

behavior change to each participant. Halfway through the study, the participants received the first email

with their recommendation. Then, every day for the remaining two weeks, they received a reminder of the

recommendation. Previous studies show that such periodic prompts increase adherence [71]. Similar to

previous studies [51, 79, 35], the intervention consisted of a single behavior change, as it takes time for the

change to have an effect on sleep and to avoid confounding effect of multiple interventions. While the focus

of our study was not on behavior change, we wanted to design a study that maximized the benefit to the users

in case the recommendation was helpful and they followed its advice.

7.4.2 Text of the Recommendations

Previous work has shown that people prefer recommendations containing more details about their own

sleep [51]. In this study, we selected four main recommendation categories based on the MS Band data.

Table 7.2 shows the text of each category (both recommendation conditions used the same template). ’Winding

down’ refers to doing something to relax before bed to let your body recognize that it is time to slow down.
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Table 7.3: The average number of nights tracked per condition, and the average percentage difference in
sleep time before and after the recommendation period per condition. The sleep time of the cohort-based
recommendations condition increased the most.

Condition Before Rec. After Rec. Percentage Difference in Sleep Time

No recommendations 11 11 0.6%
General 13 6 0.2%
Cohort-based 12 8 4.2%

7.5 Quantitative Summary

Sixty-six participants were initially assigned across the three conditions. During the course of the study, 13

people traveled across timezones and another 13 had less than 14 data points (this includes participants who

had to stop tracking because their Bands stopped working and there were no more replacements available).

Thus, only 40 people completed the study and met our pre-defined inclusion criteria. We excluded one of

them from analysis because he did not track his sleep properly so he was missing some metrics.

Thus, we had 39 participants (8 female) for data analysis; 15 in “no recommendations,” 11 in “general

recommendations,” and 13 in “cohort-based recommendations.” Given our small sample size and the dropout

rate caused by reasons such as travel and malfunctioning MS bands, we focus our analysis mainly on the

qualitative feedback from participants, and limit the details of the quantitative analysis.

We calculated summary statistics for the three conditions in six sleep metrics: (1) sleep time, (2) time to

fall asleep, (3) number of awakenings per hour, (4) subjective sleep quality, (5) ESS score, and (6) PSQI score.

In the general condition, an approximately even number of each recommendation was initially assigned to

participants at random. All the recommendations were derived from general sleep hygiene guidelines, so they

were meant to be helpful for the general public. We sent the participants in the general condition a random

one to evaluate whether the targeted cohort-based recommendation was more helpful than a general one. In

the cohort-based recommendations condition, participants received the recommendation that was thought to

be most helpful specifically for them, so the distribution of recommendation categories was not even like

in the general condition. However, the final number of participants in the two recommendation conditions

was 24. Thirteen out of 22 participants completed the study in the cohort-based condition, while 11 out of 21

completed it in the general condition. Given the small sample and exploratory nature of this study, we focus

on the differences between the cohort-based and the general condition, rather than breaking down the analysis

per recommendation category.

7.5.1 Microsoft Band Data

Table 7.3 shows the number of nights tracked per condition. For the conditions with recommendations, we

employed a similar analysis procedure to SleepCoacher [51]: only the days that the participants said they
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followed the recommendation were used for analysis, which explains the drop in the number of data points. It

is worthwhile to note that participants may have had troublesome days, making them unable to follow the

recommendation, and that stress would have affected their sleep. However, since our goal was to evaluate the

effectiveness of the cohort-based recommendations in comparison to that of the general ones, we are keeping

the analysis as consistent as possible, and excluding the days when they did not follow the recommendation

in both conditions.

We used a t-test to determine the significance of the differences between the conditions. We had one

hypotheses for each of the four dependent variables: that each of the four dependent variables would be

significantly improved for the cohort-based recommendations condition compared to the those of the other

two conditions. However, while all four variables for the cohort-based condition improved the most, the

differences were not significant when we applied the Bonferonni correction to the 4 hypotheses.

Figure 7.1 shows the average sleep time for each condition before and after the recommendation. The

condition without any recommendations has the shortest sleep time, whereas the cohort-based recommenda-

tions one has the longest sleep time. Furthermore, the highest percentage of people who increased their sleep

time is in the cohort-based recommendations condition (63%), along with the highest average percentage of

improvement (4.2%). In comparison, only 55% of people in the general condition and 53% of people in the

no recommendations condition increased their sleep time.

7.5.2 PSQI and ESS Sleep Measures

We collected the PSQI and ESS scores of participants both before and after the study. Initially, the scores

between the three conditions were not significantly different. A higher score on the PSQI (out of 21 points)

and ESS (out of 24 points) scales is interpreted as worse sleep, and thus a decrease reflects improvement when

looking at the change in these metrics. The PSQI scores of the no recommendations condition increased by

2.25 points on average, compared to 1 point for general condition, and only 0.42 points for the personalized

condition. We summarize the changes of PSQI scores in Figure 7.2. However, both questionnaires are based

on self-reported sleep quality factors such as duration and latency. Previous studies have indicated that people

report higher awareness of their habits after they start self-tracking [51, 118, 37]. Therefore, these results

might indicate that participants were more conscious of their sleep patterns when filling out the end-of-study

questionnaire, causing their worsened sleep scores.

7.6 Qualitative Findings

In addition to the data collected by the MS Band and the ESS & PSQI questionnaires, participants provided

written responses in the post-study questionnaire. We adopted an inductive approach to analyze the responses

by performing a thematic analysis [24] on the data. Three researchers independently coded the written
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Figure 7.1: Sleep time amounts per condition before and after the recommendation. While there was high
variance, the three groups were not significantly different before the recommendation. However, after the
recommendation, cohort-based recommendations resulted in longer sleep times.

responses. Then, the coding schemes were discussed until a consensus was reached on the overall themes and

sub-themes (Figure 7.3). The major themes were focused on whether participants learned something from

being a part of the study, whether they thought the recommendations were helpful, and their main reasons for

following or not following the recommendations. The participants who adhered to the recommendations the

most were the ones that increased their sleep time the most.

While the quantitative data analysis focused only on the participants who followed the recommendations

for at least one day, the qualitative analysis also explored the answers of those who did not follow the

recommendations at all to gain a deeper understanding of why participants chose to follow or not follow the

suggestions. Due to the qualitative nature of the data, we did not seek measurable differences between the

groups, so here we describe findings from both conditions – the most helpful aspects of the recommendations

as well as the aspects that need further improvement. We include some nuances of the participants’ experiences

to highlight the complexity of adhering to recommendations. We further elaborate on these findings in the

context of cohort-based recommendations in Section 7.7.

7.6.1 Helpful Aspects of the Recommendations

Similar to previous studies such as ShutEye [18] and SleepTight [37], we found that sleep tracking systems

(1) serve as reminders for well-known healthy sleep behaviors and increase people’s awareness about their

current sleep habits, and (2) help users identify patterns in the effects of various behaviors on their sleep.

However, we also identified a type of self-reflection insight due to cohort formation: participants in our study

were comparing themselves to the ‘people’ mentioned in the text of the recommendations.
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Figure 7.2: The percentage of participants whose
PSQI score changed in each direction per condition.
The PSQI scores of the no-recommendations condition
worsened the most.

Figure 7.3: Three of the authors performed a the-
matic analysis on the final survey data, which re-
sulted in a few major themes discussed in the Quali-
tative Findings section.

7.6.1.1 Increasing Consciousness about Current Sleep Habits

The most common reason for following the recommendation, reported by five participants, was that it was

already something that they were trying to do but the study increased their attention and adherence to it.

Thus, it was “a good reminder of what to do even though I have heard the recommendation before,” as one

participant put it.

Five other participants’ reason for following the recommendations was that sleep was important to them

and they wanted to try the suggested behavior change to see if it would “make a difference.” However,

receiving the extra nudge from the study was what triggered the increase in “attention and focus,” as P9

pointed out. Overall, participants found the recommendation helpful because it made them more conscious

about their current sleep habits in general, which is a common finding to previous sleep studies such as

ShutEye [18] and SleepCoacher [51]. P29, who received a cohort-based recommendation, said that “I

consciously stepped away from screens before bedtime and started doing meditation to relax.” P7, who

received a cohort-based recommendation for consistency, pointed out that it made him “more conscious about

getting sleep—trying to adjust my bedtime.”

7.6.1.2 Emphasizing Impact of Various Factors on Sleep

On the one hand, two participants distinctly noticed that they slept better when they were following the

recommendations. P11, for example, said that “I found that if I did go to bed as suggested, I felt more

rested on the next day and getting up was easier.” On the other hand, some also inferred causal effects about

interferences to sleep, such as P15, who received a general recommendation about consistency, actually learned

that “temperature fluctuation definitely affected my sleep.” Another participant P9, whose recommendation
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was to wind down before bed, noticed that “meditating makes a huge difference, but little else seems to.”

Overall, five participants specifically pointed out that their sleep habits were “wrong” and should do something

to change that, which matches the “trend” reflection type from Choe et al. [38]. P21, for example, found

that “I lack a lot of sleep, and need to to go bed earlier.” Thus, participants noticed patterns in how the

recommendations affected their sleep.

7.6.1.3 Using Social Comparison as Behavior Change Motivation

The recommendations stated statistics about other people, which led some participants to compare themselves

to them. Thus, some participants found out that they were not doing so well compared to others. P33 had

gained Choe et al.’s “comparison” type insight [38] that “I am getting less sleep than the body of users I am

being compared against.” We consider implications of this finding in Section 7.7.

7.6.2 Lessons Learned About the Shortcomings of the Recommendations

In this section, we identify aspects of the recommendations that detracted participants from following them

every day. We address possible suggestions on how to mediate those issues in the context of cohort-based

recommendations in the Discussion section.

7.6.2.1 Prior Commitments Made It Difficult to Fit the Recommendation in Daily Schedule

The most common reason for not following the suggestion, reported by 12 of the participants, was because it

was too difficult to adjust their schedules. Nine of them followed it only three times or less per week. They

had social and work commitments that prevented them from going to bed early enough to get more sleep or

from waking up later. Unfortunately, according to sleep literature [5], a consistent bedtime and waketime

schedule will have the best effects only when followed every day, including on weekends.

An interesting insight came from P7, who was recommended to keep a consistent wake time. He reported

that he needs to “get up by a certain time in order to take the children to school,” and that his children’s

schedule “is not flexible, so suggesting I sleep later was not helpful.” This adds nuance to his earlier comment

that the recommendation was helpful because it made him adjust his bedtime. We explore implications in the

Discussion section, but it is important to point out that a good sleep recommender should be able to take such

constraints into account before giving recommendations.

Even without having to adjust their bed and wake schedule, some participants pointed out that it was

difficult to fit the recommended action into their routine. P1 was recommended to exercise 3 times a week,

but only did so once a week because “that is as much exercise as I am able to put on my schedule.”
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7.6.2.2 The Perceived Effect of the Recommendation Did Not Match Required Effort

Three participants pointed out that they did not follow the recommendation because the burden of adhering to

it outweighed its benefits. P4 said that “it’s hard to adjust the schedule – the impact is moderate compared to

other factors.” P12 further reported that it was “not very useful, it was a difference of 10 minutes in my sleep.”

Three participants, including P13, pointed out that the recommendation was “not specific enough,” so it did

not entice them to adhere to it.

7.6.2.3 The Recommendation Did Not Seem Trustworthy nor Encouraging

Three participants expressed mistrust in the recommendation, caused by one of the following: (1) they

doubted it was based on the correct metric, (2) the phrasing was unconvincing, or (3) it did not match their

preconceptions about what good sleep, in particular, about amount of sleep. P18 thought that the time to fall

asleep was not measured properly. P14, who received a cohort-based recommendation for sleep duration,

actually pointed out that “it didn’t seem like a real person looked at that statement.” P10 received a similar

recommendation, but was disappointed because “there wasn’t any encouragement like FitBit to actually try to

change my sleep.” P27, on the other hand, did not trust the recommendation because the suggested hours

of sleep seemed inaccurate. She strongly believed that “people need 7.5 hours of sleep,” so it did not seem

logical that the recommendation was for a different amount.

7.6.2.4 The Recommendation Was Not Novel or Was Not Related to What They Wanted to Improve

In contrast to the participants from Section 6.1.1. who were inspired to follow the recommendation specifically

because they had seen it before and were thus enticed to finally try it, other participants expressed their

disappointment that they did not learn anything new from the recommendation, and that is why they did not

adhere to it. Two participants from the recommendations conditions reported that they had been tracking their

sleep for a while previously, so they were already aware of what affects their sleep. P6, for example, said

“I’ve been tracking my sleep for the last few years so not much was new here.”

Participants reported insights about observations that confirmed previous knowledge about themselves.

P3 was recommended to keep a consistent sleep schedule to which he replied that “I guess I already knew

it, but it was nice to see the data,” whereas another participant said that “I confirmed I don’t sleep enough.”

This insight adds nuance to the reasons why people are not improving their sleep: even when participants

acknowledge the helpful things they can and should be doing to have proper sleep hygiene, they are still not

necessarily following them.

Alternatively, two participants did not find the recommendation helpful because they were hoping to

improve a different aspect of their sleep that they were having trouble with. P20, for example, who was

recommended to wind down before bed, said that “I have trouble staying asleep and getting quality sleep,
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and I have no trouble falling asleep. The recommendation was too generic and doesn’t actually apply to my

sleeping habits.”

7.6.2.5 The Recommendation Did Not Lead to Immediate Improvement

Finally, two participants pointed out that they did not think the recommendation was helpful because they felt

better on the days that they did not follow it. Specifically, both of those participants were referring to the fact

that they would rather wake up naturally than use an alarm clock for a preset wake up time. Furthermore,

another participant pointed out that “the exercise does affect sleep but other things could affect it way more.”

This quote also represents similar feedback from three other participants who did not think that what the

recommendation was suggesting was really the cause of their sleep issues.

7.7 Discussion

Our 4-week study leverages a rich real-world dataset and builds on existing collaborative-filtering frameworks

to provide sleep recommendations based on a cohort of similar users. As such, our work identifies limitations

of these techniques that surface when participants are asked to adhere to the recommendations in real life.

In this section, we discuss some design hypotheses that might overcome these limitations, as well as their

implications for future studies that evaluate how cohort-based recommendations in the health space could be

improved. Based on the complexities we identified, we also discuss the need for incorporating various personal

constraints and for phrasing the recommendations in an appropriate way. Our work can be used as a basic

framework for future work, which could also search for more effective phrasings of the recommendations.

7.7.1 Selecting a Cohort of Similar Users

Collaborative filtering recommender systems use a variety of algorithms to recommend items to a user that

other similar users have liked [150]. As in our approach, the similar users are clustered together based on

relevant attributes. Usually that means that for each user, a set of nearest neighbors is found with whose past

ratings there is the strongest correlation [13]. However, while those recommender systems are based on what

other users have liked, our method is based on what other users with better sleep quality have done. We chose

to base cohorts on the simple model of demographic information (BMI and gender), self-perceived sleep

quality, and self-reported exercise level. While our approach used only a nearest neighbors classifier, previous

studies have shown that clustering can be added as a pre-processing step to increase efficiency [192].

Below, we discuss four more complex ways for generating the cohorts based on our findings: (1) ask users

for their constraints and base the cohort on users with similar constraints, (2) ask users about what activities

they engage in or are interested in trying, (3) let the users select what they want their cohorts to be based on,

and (4) provide more details about who the other people in their cohort are.
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As stated in Section 7.6.2.1, twelve of the twenty-four participants who received any kind of recom-

mendation brought up the issue that the suggested behavior change was not attainable due to constraints in

their schedule. Nevertheless, a part of them attempted to incorporate it in their lives as much as possible.

The participants who followed their recommendations the most were the ones that improved their sleep

the most. However, for the majority of participants, the suggestion was not actionable enough, so they did

not follow it or benefit from it. Therefore, the main deterrent to improving sleep was the practicality of

the recommendations. Thus, in this section, we focus on ways we can improve the framework to generate

actionable and impactful recommendations, inspired by social and behavioral theory.

To provide more actionable recommendations, a future system can ask the user for what limitations

already exist in their daily routine and build a cohort based on people with similar restrictions. Furthermore,

the system could also ask users for what activities (e.g., exercise and relaxation) they engage in to build on

existing habits, rather than attempt to introduce a completely new one. That way, the cohorts would be based

more realistically on people whose daily lives include similar opportunities for improvement and challenges.

Finally, the system can also ask the user what they want to improve to make sure it finds a cohort that worked

towards a similar goal, addressing participant feedback from Section 7.6.2.4.

A further implication, brought up by two participants, is to let users select what they want their cohorts to

be based on: while some might prefer to focus just on their gender and age group, others might pick people

with similar occupations, schedules, fitness activities, dependents, or lifestyles. This might increase their trust

in the recommendation, and make sure that their cohorts are people they consider similar to themselves.

Additionally, while the “people like you” in recommender systems like Netflix are usually hidden [194],

we found that participants in our study generally wanted to know more about who those people are. Therefore,

perhaps in the health domain the framework for cohort-based recommendations needs to provide details about

how the cohort of nearest neighbors is similar to the given user. It is important to be able to balance a sense of

cohesion in a cohort while preserving individual privacy.

Selecting the right cohort that the user identifies with is critical for inspiring behavior change. According

to social cognitive theory [14], self-efficacy is the belief in one’s ability to perform certain behaviors in a

given context, and that they will have an effect on one’s life. We can use this notion to show users that people

with similar constraints and schedules are still changing their behavior and improving their sleep. This could

potentially motivate the user to also implement the changes and, in turn, increase their self-efficacy.

7.7.2 Phrasing of the Cohort-Based Recommendations

Since the only recommendations in sleep research studies so far have been either based just on the individual

user [51] or on the general sleep hygiene guidelines, there was no clear direction on how to phrase the

cohort-based recommendations. We chose to frame the recommendations as general advice, followed by

specific averages for the cohort and the individual user. While the focus in this study was not on how to best
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phrase the recommendations, participants provided us with valuable feedback on how to improve them in the

future. Below, we focus on six main improvements based on our findings: (1) increase trustworthiness of the

recommendation, (2) include information about how helpful and worthy this recommendation is, incorporating

statistics from people in the cohort who have attempted it previously, (3) start with small actionable steps, (4)

explore less known sleep recommendations to introduce novelty, (5) phrase them differently for collectivist vs

individualist societies, and (6) be clear about how the cohort is similar to user.

The trustworthiness of the recommendation was brought up in a few ways from different participants in

Section 7.6.2.3. One important tension that we identified was between general sleep hygiene guidelines and

personalize recommendations. For example, P27 strongly believed in the general advice that “people need 7.5

hours of sleep,” so when she received her specific cohort-based recommendations for a different amount, she

deemed it untrustworthy. Thus, the discrepancy between the well-known tips and the new recommendations

caused skepticism. One way to mitigate that would be to include the source of the suggestion, as discussed in

ShutEye [18]. Similarly, cohort-based recommendations might benefit from including short snippets with

facts from sleep literature, presented in layman’s terms to educate the participant.

Furthermore, recommendations might be more trustworthy if it was obvious that they helped similar

users. As illustrated in Section 7.6.2.2, participants have a preconception of what is considered an impactful

and worthy outcome for which to change their behavior. Five participants reported that they ignored the

recommendations because they considered them unworthy of the effort required for the behavior change.

Further research is needed to identify where that boundary lies. The trustworthiness of the recommendations

can be increased by being more transparent about how each metric is calculated. This is also related to

participants’ desire for more specific details. However, this brings up another interesting tension: what is the

right balance between including all the details that we have to make the recommendation believable and at

the same time making sure the user is not being overloaded with information.

The third improvement we suggest is grounded in behavior change literature: the phrasing of the

intervention affects the way the patient understands it [159]. The Nudge Theory, for example, emphasizes

that the intervention must be simple and easy to follow, such as presenting fruit at an eye level and fried

chips on a top shelf [175]. Similarly, the recommendations in the domain of health have to be as clear as

possible. According to Fogg’s Tiny Habits, in addition to being clear, they also need to start with the smallest

actionable step possible [68]. Exercise seems to be the most difficult recommendation to follow, as it involves

introducing a new habit in the cases when participants do not usually workout. The participants in our study

that improved their sleep the most were the ones that followed their recommendation most often. This leads

to an interesting question of whether following the recommendation on just a few nights leads to enough of

an effect and if the frequency can potentially be built up from there. If it is not enough, then the question is

whether the behavior change is worth pursuing at all.

Section 7.6.1.1 described that participants liked receiving recommendations because they served as

a reminder of a health behavior they already knew they should be engaging in. It is not surprising that
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participants were already aware of these suggestions since we specifically chose recommendations that were

part of the general sleep hygiene guidelines. However, not all general guidelines will work for everyone,

so another improvement in could be to explore whether less well-known guidelines based on the specific

behaviors of the cohort are appealing enough to be followed.

An interesting study by Cialdini et al. assessed the impact of two social influence principles: 1) commit-

ment/consistency and 2) social proof on participants’ decisions. They found Americans and Poles are impacted

differently by the two principles, with Americans being more impacted by the commitment/consistency

principle [41]. This discrepancy implies that behavior change recommendations might need to be phrased

differently according to the user’s background. Specifically, cohort-based recommendations that rely on

parallels between the individual and other similar users might be most effective in collectivist societies.

Lastly, based on participant feedback, the recommendations would also be more dependable if they knew

how the other people in their cohort were similar to them (as described in Section 7.7.1).

7.7.3 Social Comparison and Interaction

According to the theory of social comparison, people compare themselves to others with similar opinions

or abilities [65]. In the context of our study, this emphasizes the need of a participant to know who the

other people in their cohort are in order to know how closely related they are to them. Some participants in

Section 7.6.1.3 specifically mentioned that they compared themselves to the cohort. Past applications such as

Shakra [10] and Houston [43] helped users compare their fitness data to that of their friends, but the cohorts

in our study were strictly strangers. Future work could explore whether cohorts based on people we know

give a basis for better sleep recommendations.

Previous research has shown that sharing fitness information with friends was helpful [10], that online

social networks may be effective in behavior change interventions [124], and that human interaction was suc-

cessful in promoting increased physical activity among middle-aged and elderly people [105]. The benefit of

cohort-based recommendations specifically are that participants can be following the same recommendations.

Additionally, users might benefit from being able to interact with their cohort: both for giving reminders to

each other and for inspiration for behavior change.

7.7.4 Improving the Recommendation Generation

In this study, we used an algorithm to generate recommendations based on nearest neighbors. One suggested

improvement to our framework is to use only recently generated data from current active users. In the case

that such information is not available, we could also use a similar time frame and location from previous

years. This could ensure similar weather trends to give more accurate recommendations as seasonal variations

can have a great impact on people’s sleep. Another possible improvement is to adjust the number of nearest

neighbors: future studies can explore the effect of a cohort size.
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Finally, since two participants in Section 7.6.2.4 received a recommendation for a variable different from

what they were hoping for, future systems could ask users what they would like to focus on and provide

intervention suggestions specifically for that variable. This design hypothesis is in agreement with goal-setting

theory [122], according improvement is highest when the user sets the goals. Thus, the system could identify

the people in this user’s cohort that are doing better on the target variable, and suggest a recommendation

based on what they are doing differently from the user.

7.7.5 Limitations

The results of this work are limited by the population demographics. All participants were employees of one

technology company, and while they were from diverse occupations, most were software engineers, and the

gender distribution was not balanced. Furthermore, the month-long study was conducted during the spring,

which is generally considered a transition period when children are on break or people travel for vacation.

However, the goal of the study was to evaluate the effect of the cohort-based recommendations and to explore

people’s reactions to them, so we still gained valuable insights. Further work can focus on applying these

methods to a broader population. Another limitation is that the sample is already somewhat biased, as they all

owned an MS Band previously and are thus already conscious or interested in tracking their health. Even

with this limitation of a specific population from the technology sector, however, the study was designed to

evaluate the effectiveness of cohort-based recommendations compared to general ones.

7.8 Conclusion

We presented the findings of a four-week study that explored the effectiveness of cohort-based sleep recom-

mendations. To evaluate the effects of these recommendations, we compared the sleep quality of participants

in three conditions who either received: (1) no recommendation, (2) a general recommendation, or (3) a

cohort-based recommendation. We learned that participants’ sleep time increased by 16 minutes (4.2%) on

average when they received cohort-based recommendations, whereas it increased by less than one minute

(0.18%) on average for participants who received general ones. Based on the participant feedback, we

identified and discussed design hypotheses that can be tested in future cohort-based sleep recommender

systems. We found that users preferred to be given more control over the selection of their cohorts, and

wished that the recommender system considered their constraints related to their occupation, schedule, and

lifestyle. Our work adds to the growing body of knowledge on how to make the recommendations more

trustworthy, and how to incorporate social comparison to make them more engaging. This study opens a new

direction of investigation of what happens when sleepers are put into cohorts, to try and sleep better together.



Chapter 8

Conclusions & Future Directions

This dissertation presents novel systems that aim to make self-experimentation accessible to novices. First,

in Chapter 3, we presented SleepCoacher, an automated system that lets users track their sleep and then

provides personalized data-driven recommendations in the form of an experiment. In Chapter 4, we presented

findings about how people conduct self-experiments for the first time on their own, as well as the guidelines

we developed to help them navigate this process.

In Chapter 5, we presented a set of design principles for building systems that guide users through

the steps of a flexible self-experiment. We implemented those principles in SleepBandits, a self-contained

system that incorporates a robust sleep tracking app and a back-end server that uses Thompson Sampling

to analyze the data from the experiment. Chapter 6 builds on the findings from the study of SleepBandits,

and implements the guided approach to flexible self-experiments in domains beyond sleep, in the form of the

Self-E system. Based on the qualitative study we conducted, we learn valuable lessons about how to evolve

such systems in order to match the mental models of users. Lastly, Chapter 7 moves away from analyzing

only one user’s data to leveraging the trends found across cohorts of similar users in order to provide behavior

change recommendations based on collaborative filtering.

Overall, the systems described in this dissertation aim to lower the barrier to self-experimentation for a

wider audience of users by prioritizing agency and flexibility while maintaining scientific rigor. Most users

liked that our systems were optimized for the simplest experiments possible, starting with a single intervention

and target variable at a time. However, as they learn more about how to conduct basic self-experiments, some

users become interested in more sophisticated ones and look for features that SleepBandits and Self-E were

not designed to include. Thus, our systems might need to focus on those aspects in order to promote a wider

adoption of self-experimentation. Future research in the field can expand on the systems we have developed

by encouraging users to track for longer and providing them with even more actionable information that leads

to interesting and useful personalized insights.

94
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Going forward, we can apply the lessons we learned from this work to domains beyond health, and help

people optimize other aspects of their lives. Thanks to the ubiquity of data collection, we have large amounts

of data available for each person from various sources. Thus, we could, for example, use email patterns or

social media data to determine when users are most productive or most focused. By leveraging the abundant

amount of data about themselves that people have access to, we can explore how to conduct non-traditional

self-experiments that lead to meaningful and actionable insights.

While SleepBandits and Self-E are currently only based on each individual’s data, our findings suggest

that self-experimentation can be enhanced through incorporating a social aspect in the process. Going further,

we can leverage theory from social psychology to encourage users to continue with their experiments through

social interaction and collaboration. One way could be to have users who are conducting the same experiment

be able to reach out to each other and provide guidance and support to others. Another way could be to connect

users who already have a social bond in real life and allow them to conduct their experiments in parallel and

compare results. Thus, we can investigate new human-centered ways to conduct social self-experiments.

Furthermore, research suggests that techniques and models from artificial intelligence have the potential

to improve health and wellness tools [165]. SleepBandits and Self-E are a first step in that direction with their

implementation of the Thompson Sampling algorithm. However, further work is needed to explore how we

can visualize or phrase the self-experiment and Thompson Sampling data in a way that clearly conveys its

meaning. We can delve deeper into this topic and bridge findings from biostatistics, artificial intelligence, and

psychology in order to determine the best way to analyze and present data from self-experiments.
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