Futures are an attractive way to structure parallel computations. When a thread creates an expression with a keyword future, a new thread is spawned to compute that expression in parallel. When a thread later applies a touch operation to that future, it gets the result of the expression if the result has been computed, and otherwise blocks until the result becomes ready. In this thesis, we explore different aspects of parallel programs with futures, including their theoretical bounds, scheduling, and applications.

Researchers have shown futures can have a deleterious effect on cache locality. We will show, however, that if futures are used in a simple, disciplined way, then their negative impact can be much alleviated. This structured use of futures is characteristic of many parallel applications.

Futures lend themselves well to dynamic scheduling algorithms, such as work stealing, that ensure high processor utilization. Implementing work stealing on hierarchical platforms, such as NUMA systems and distributed clusters, have recently drawn lots of attention. However, little has been explored on its theoretical bounds. We present lower and upper bounds of work stealing for fork-join programs, a well-studied subclass of parallel-future programs, on hierarchical systems.

As originally conceived, a future encapsulates a functional computation without side-effects. Recently, however, futures have been proposed as a way to encapsulate method calls to shared data structures. We propose a new program model, that supports both normal futures without side-effects and linearizable futures that exist for their side-effects. Using this model, we propose the lazy work stealing scheduler that facilitates certain optimizations for linearizable futures and guarantees good time bounds.

The processing-in-memory (PIM) model has reemerged recently as a solution to alleviating the growing speed discrepancy between CPU’s computation and memory access, commonly known as the memory wall. In this model, some lightweight computing units are directly attached to the main memory, providing fast memory access. We study applications of linearizable futures in the PIM model: operation requests to concurrent data structures are sent as linearizable futures to those computing units to execute. These PIM-managed data structures can outperform state-of-the-art concurrent data structures in the literature.
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Chapter 1

Introduction

1.1 Background and Motivations

Futures [41, 42] are an attractive way to structure many parallel programs. When a thread creates an expression with a keyword `future`, a new thread is spawned to compute that expression in parallel with the thread that created it. When a thread later applies a `touch` operation to that future, it gets the result of the expression if the result has been computed, and otherwise blocks until the result becomes ready. Futures were first proposed by Halstead [41, 42] and have been well studied since then (e.g., [55, 8, 58, 31, 16, 7, 20, 77, 32, 1, 73]), sometimes under different names.

Futures lend themselves well to sophisticated dynamic scheduling algorithms, such as work stealing [20] and its variations, that ensure high processor utilization and hence high execution speedup. Arora et al. [7] proved that (parsimonious) work stealing achieves the asymptotically optimal speedup for the parallel execution of a program in the future-parallel model.

As originally conceived, a future encapsulates a short-lived functional computation that has no side-effects, so the order in which futures are execute cannot be observed. Recently, Kogan and Herlihy [53] proposed an alternative approach, in which futures encapsulate method calls to long-lived shared data structures, facilitating common optimizations such as combining [37, 39, 46] and elimination [45, 63, 72]. Since operations on shared objects are typically executed for their side-effects, they also proposed several variations of linearizability [49] to constrain how the computations of futures with side-effects can be interleaved.

Despite a rich literature of research on future-parallel programs, we find the following interesting problems unexplored.

- The asymptotically optimal execution time of programs with futures [7] is proved without considering cache performance. However, modern multicore architectures employ complex multi-level memory hierarchies, and technology trends are increasing the relative performance differences among the various levels of memory. As a result, processor utilization can no longer be the sole figure of merit for schedulers and the cache locality of a parallel execution...
will become increasingly critical to overall performance.

Several researchers [1, 73] have shown, however, that introducing parallelism through the use of futures can sometimes substantially reduce cache locality. In the worst case, if we add futures to a sequential program, a parallel execution managed by a work stealing scheduler can incur $\Omega(PT_\infty + tT_\infty)$ deviations, which implies $\Omega(CPT_\infty + CtT_\infty)$ more cache misses than the sequential execution. Here, $C$ is the number of cache lines, $P$ is the number of processors, $t$ is the number of touch operations, and $T_\infty$ is the computation’s span (or critical path). As technology trends cause the cost of cache misses to increase, this additional cost is troubling. Therefore, we believe it will be very interesting to study new ways of using futures, such as constructing parallel programs in structured forms or designing cache-friendly schedulers for parallel executions, to improve the cache performance of programs with futures.

As hierarchical platforms, such as NUMA systems and distributed clusters, are becoming more and more prevalent, implementing efficient work stealing algorithms for parallel programs on such hierarchical systems have drawn lots of attention recently. Different techniques have been proposed to improvement the performances of different work stealing algorithms on hierarchical systems. For example, researchers have found different heuristic strategies on when a processor should make a remote steal and how much work it should steal (e.g., [62, 70, 65, 76]). Other people have presented work stealing variants via message passing [29, 71, 78, 2, 57], as opposed to the traditional ways based on concurrent data structures.

Despite the rich research on the practical implementations and empirical analysis of work stealing on hierarchical systems, however, little has been explored with respect to their theoretical bounds. Quintin and Wagner [70] gave a theoretical bound on the time complexity of their hierarchical work stealing (HWS) algorithm, in which the leader processors of clusters first distribute tasks across a system and then the worker processors in each cluster execute their local tasks. However, without good knowledge of a program, the workloads distributed to different clusters can be highly unbalanced in theory, and hence the upper bound of HWS cannot help us figure out the performance bounds of work stealing.

As we mentioned earlier, Kogan and Herlihy [53] proposed a new type of futures, which we call linearizable futures, to encapsulate method calls to long-lived shared data structures. Their original proposal left open the problem of how best to schedule programs that employ linearizable futures with side-effects.

The idea behind the linearizable futures is to delay the executions of data structures’ method calls, so that certain threads can batch them and apply different optimizations to them, in order to improve overall throughput. Therefore, another interesting problem is to design new data structures on certain platforms that can utilize linearizable futures well to achieve good performance.
1.2 Overview of Contributions

This thesis makes four contributions, as summarized in Sections 1.2.1-1.2.4 below.

1.2.1 Well-Structured Futures and Cache Locality

In Chapter 2, we will study the cache performance of future-parallel programs and show that if futures are used in a simple, disciplined way, then the situation with respect to cache locality is much better: if each future is touched only once, either by the thread that created it, or by a thread to which the future has been passed directly or indirectly from the thread that created it, then parallel executions with work stealing can incur at most $O(CPT^2\infty)$ additional cache misses, a substantial improvement over the unstructured case. This result provides a simple way to identify computations for which introducing futures will not incur a high cost in cache locality, as well as providing guidelines for the design of future parallel computations. (Informally, we think these guidelines are natural, and correspond to structures programmers are likely to use anyway.) We also prove that this upper bound is tight within a factor of $C$.

Our second result is the observation that when a work stealing scheduler has a choice between running the thread that created a future, and the thread that implements the future, running the future thread first provides better cache locality.

Finally, we show that certain variations of structured computation also have good cache locality.

1.2.2 Theoretical Analysis of Work Stealing on Hierarchical Platforms

In Chapter 3, we will present lower bounds for all work stealing algorithms as well as upper bounds for specific work stealing variants in a theoretical hierarchical model. More specifically, we consider a hierarchical system model of $k$ homogeneous clusters, each having $n$ local processors. The execution of an instruction of a program and an operation for local communication both take time 1, while a remote operation, such as a remote steal and a remote join of two threads, takes time $\Theta(r)$. We focus on fork-join programs [15], a well-studied subclass of future-parallel programs. Our hierarchical system model is kept abstract and general, in order to cover both hierarchical shared-memory and message-passing systems.

We prove the lower bound on the execution time of any load balancing algorithm in this model is $\Omega(\min\{\frac{T_1}{n} + T_\infty, \frac{T_1}{p} + \frac{rT_\infty}{\log(nr)}\})$, where $T_1$ and $T_\infty$ are the total work and the critical path length of a fork-join program, respectively, and $p = kn$ is the number of processors in the whole system. This lower bound indicates that, when $\frac{T_1}{T_\infty} \leq \frac{n}{\log(nr)}$, i.e., when the workload of a program is light, running a single cluster of $n$ processors with the classical work stealing algorithm can achieve an optimal expected execution time $O(\frac{T_1}{n} + T_\infty)$.

When $\frac{T_1}{T_\infty} > \frac{n}{\log(nr)}$, i.e., when the workload is heavy, we show that an algorithm, called global work stealing algorithm, can achieve an execution time $O(\frac{T_1}{p} + rT_\infty)$ in expectation, which is optimal within a factor of $O(\log(nr))$. This algorithm is essentially the classical work stealing algorithm with the “attaching scheme”, which resembles the clone optimization [34], to reduce remote joins. Its
upper bound is a little surprising, as processors in the global work stealing algorithm choose victim processors uniformly at random, which is not considered a good strategy on hierarchical systems.

In most fork-join programs we find in practice, a thread stops splitting into two parallel ones when the amount of work is small enough and can be quickly done sequentially. Thus to analyze work stealing on these programs, we also define two subclasses of fork-join programs, called $s$-bounded fork-join programs and $s$-bounded divide-and-conquer programs, where each thread has at least $s$ nodes of work. We show that a very similar lower bound $\Omega(\min\{\frac{T_1}{n} + T_\infty, \frac{T_1}{p} + \frac{rT_\infty}{\log(n/r)}\})$ still holds for all work stealing algorithms, for any $s = O(r)$. On the other hand, we prove that the class of unbalanced work stealing algorithms can achieve a good upper bound $O(\frac{T_1}{p} + rT_\infty)$, any for $s = \Omega(r)$. This bound is optimal within a factor of $\log(n)$, when the workload is heavy, i.e., $\frac{T_1}{T_\infty} > \frac{nr}{\log(n)}$. We believe the class of unbalanced work stealing algorithms capture the characteristics of many work stealing algorithms using the heuristic that processors should make more local steals than remote steals, a commonly used strategy found empirically effective in practice [62]. Therefore, our result may imply that this heuristic, combined with the strategy of having threads stop splitting early, is likely to have good performance guarantees.

### 1.2.3 Work Stealing for Linearizable Futures

In chapter 4, we will propose a new program model, called the linearizable-futures model, that supports both futures without side-effects, which we call normal futures, and futures that exist for their side-effects, which we call linearizable futures. This model requires futures to be used in certain structured ways. These constraints are reasonable, in the sense that they rule out only certain pathological uses that seem unlikely to occur in practice.

We use this model to propose a novel scheduler, called lazy work stealing, a variant of the classical work stealing intended to facilitate combining and elimination optimizations for linearizable futures.

Finally, we prove bounds on program execution time using lazy work stealing. We show that if the execution time of a program by an optimal offline scheduler is $\Theta(\frac{T_1}{T_A} + T_\infty)$, the expected execution time by lazy work stealing is $O(\frac{T_1}{T_A} + (c + 1)T_\infty)$, where $c$ is the containment level of the program, defined below. Roughly speaking, when the containment level $c$ is a small constant, which is the case for many programs, the performance of lazy work stealing is close to that of an optimal offline scheduler. We also show that this bound is asymptotically optimal for non-clairvoyant schedulers, by proving a matching lower bound.

### 1.2.4 Concurrent Data Structures for Near-Memory Computing

The performance gap between memory and CPU has grown exponentially. Memory vendors have focused mostly on improving memory capacity and bandwidth, sometimes even at the cost of increased memory access latencies. To provide higher bandwidth with lower access latencies, hardware architects have proposed near-memory computing (also called processing-in-memory, or PIM), where a lightweight processor (called a PIM core) is located close to memory. A memory access from a PIM
core is much faster than from a CPU core. Near-memory computing is an old idea, that has been intensely studied in the past (e.g., [74, 54, 36, 68, 67, 52, 40]), but so far has not yet materialized. However, new advances in 3D integration and in die stacked memory make near-memory computing viable in the near future. For example, one PIM design assumes memory is organized in multiple vaults, each having an in-order PIM core to manage it. These PIM cores can communicate through message passing, but do not share memory, and cannot access each other’s vaults.

This new technology promises to revolutionize the interaction between computation and data, as memory becomes an active component in managing the data. Therefore, it invites a fundamental rethinking of basic data structures and promotes a tighter dependency between algorithmic design and hardware characteristics.

Prior work has already shown significant performance improvements by using PIM for embarrassingly parallel and data-intensive applications [79, 4, 80, 6], as well as for pointer-chasing traversals [50] in sequential data structures. However, current server machines have hundreds of cores; algorithms for concurrent data structures exploit these cores to achieve high throughput and scalability, with significant benefits over sequential data structures (e.g., [33, 69, 75, 48]).

As we will show, naive PIM data structures cannot outperform state-of-the-art concurrent data structures. In particular, the lower latency access to memory cannot compensate for the loss of parallelism. To be competitive with traditional concurrent data structures, PIM data structures need new algorithms and new approaches to leverage parallelism. In Chapter 5, we will present some PIM-managed concurrent data structures, where threads send their operation requests as linearizable futures to PIM cores which execute those requests with certain optimizations.

In particular, we analyze pointer chasing data structures, which have a high degree of inherent parallelism and low contention, but incur significant overhead due to unpredictable memory accesses. We propose using techniques such as combining and partitioning the data across vaults to reintroduce parallelism for these data structures.

Second, we explore contended data structures, such as FIFO queues, which can leverage CPU caches to exploit their inherent high locality. Therefore, FIFO queues might not seem to be able to leverage PIM’s faster memory accesses. Nevertheless, these data structures exhibit a high degree of contention, which makes it difficult even for the most advanced algorithms to obtain good performance for many threads accessing the data concurrently. We use pipelining of requests, which can be done very efficiently in PIM, to design a new FIFO queue suitable for PIM that can outperform state-of-the-art concurrent FIFO queues [64, 44].
Chapter 2

Well-Structured Futures and Cache Locality

In this chapter, we will show that if futures are used in a simple, disciplined way, then their negative impact on cache locality can be much alleviated, a significant improvement over the previous result. This chapter is organized as follows. Section 2.1 describes the model for future-parallel computations. In Section 2.2, we describe parsimonious work-stealing schedulers, and briefly discuss their cache performance measures. In Section 2.3, we define some restricted forms of structured future-parallel computations. Among them, we highlight structured single-touch computations, which, we believe, are likely to arise naturally in many programs. In Section 2.4.1, we prove that work-stealing schedulers on structured single-touch computations incur only $O(CPT^2_{\infty})$ additional cache misses, if a processor always chooses the future to execute first when it creates that future. We also prove this bound is tight within a factor of $C$. In Section 2.4.2, we show that if a processor chooses the current thread over the future thread when it creates that future, then the cache locality of a structured single-touch computation can be much worse. In Section 2.5, we show that some other kinds of structured future-parallel computations also achieve relatively good cache locality.

2.1 Model

In fork-join parallelism [15, 13, 17], a sequential program is split into a directed acyclic graph of tasks linked by directed dependency edges. These tasks are executed in an order consistent with their dependencies, and tasks unrelated by dependencies can be executed in parallel. Fork-join parallelism is well-suited to dynamic load-balancing techniques such as work stealing [22, 41, 7, 20, 1, 42, 18, 34, 55, 3, 23].

A popular and effective way to extend fork-join parallelism is to allow threads to create futures [41, 42, 8, 16, 32]. A future is a data object that represents a promise to deliver the result of an asynchronous computation when it is ready. That result becomes available to a thread when
the thread *touches* that future, blocking if necessary until the result is ready. Futures are attractive because they provide greater flexibility than fork-join programs, and they can also be implemented effectively using dynamic load-balancing techniques such as work stealing. Fork-join parallelism can be viewed as a special case of future-parallelism, where the *spawn* operation is an implicit future creation, and the *sync* operation is an implicit touch of the untouched futures created by a thread. Future-parallelism is more flexible than fork-join parallelism, because the programmer has finer-grained control over touches (joins).

### 2.1.1 Computation DAG

A thread creates a future by marking an expression (usually a method call) as a future. This statement spawns a new thread to evaluate that expression in parallel with the thread that created the future. When a thread needs access to the results of the computation, it applies a *touch* operation to the future. If the result is ready, it is returned by the touch, and otherwise the touching thread blocks until the result becomes ready. Without loss of generality, we will consider fork-join parallelism to be a special case of future-parallelism, where forking a thread creates a future, and joining one thread to another is a touch operation.

Our notation and terminology follow earlier work [7, 20, 1, 73]. A future-parallel computation is modeled as a *directed acyclic graph* (DAG). Each node in the DAG represents a task (one or more instructions), and an edge from node *u* to node *v* represents the dependency constraint that *u* must be executed before *v*. We follow the convention that each node in the DAG has in-degree and out-degree either 1 or 2, except for a distinguished *root node* with in-degree 0, where the computation starts, and a distinguished *final node* with out-degree 0, where the computation ends.

There are three types of edges:

- **continuation edges**, which point from one node to the next in the same thread,
- **future edges** (sometimes called *spawn* edges), which point from node *u* to the first node of another thread spawned at *u* by a future creation,
- **touch edges** (sometimes called *join* edges), directed from a node *u* in one thread *t* to a node *v* in another thread, indicating that *v* touches the future computed by *t*.

A *thread* is a maximal chain of nodes connected by continuation edges. There is a distinguished *main thread* that begins at the root node and ends at the final node, and every other thread *t* begins at a node with an incoming future edge from a node of the thread that spawns *t*. The last node of *t* has only one outgoing edge which is a touch edge directed to another thread, while other nodes of *t* may or may not have incoming and outgoing touch edges. A *critical path* of a DAG is a longest directed path in the DAG, and the DAG’s *computation span* is the length of a critical path.

As illustrated in Figure 2.1, if a thread *t*₁ spawns a new thread *t*₂ at node *v* in *t*₁ (i.e., *v* has two out-going edges, a continuation edge and a future edge to the first node of *t*₂), then we call *t*₁ the *parent thread* of *t*₂, *t*₂ the *future thread* (of *t*₁) at *v*, and *v* the *fork* of *t*₂. A thread *t*₃ is a *descendant*
thread of \( t_1 \) if \( t_3 \) is a future thread of \( t_1 \) or, by induction, \( t_3 \)'s parent thread is a descendant thread of \( t_1 \).

If there is a touch edge directed from node \( v_1 \) in thread \( t_1 \) to node \( v_2 \) in thread \( t_2 \) (i.e., \( t_2 \) touches a future computed by \( t_1 \)), and a continuation edge directed from node \( u_2 \) in \( t_2 \) to \( v_2 \), then we call node \( v_2 \) a touch of \( t_1 \) by \( t_2 \), \( v_1 \) the future parent of \( v_2 \), \( u_2 \) the local parent of \( v_2 \), and \( t_1 \) the future thread of \( v_2 \). (Note that the touch \( v_2 \) is actually a node in thread \( t_2 \).) We call the fork of \( t_1 \) the corresponding fork of \( v_2 \).

Note that only touch nodes have in-degree 2. To distinguish between the two types of nodes with out-degree 2, forks and future parents of touches, we follow the convention of previous work that the children of a fork both have in-degree 1 and cannot be touches. In this way, a fork node has two children with in-degree 1, while a touch’s future parent has a (touch) child with in-degree 2.

We follow the convention that when a fork appears in a DAG, the future thread is shown on the left, and the future parent on the right. (Note that this does not mean the future thread is chosen to execute first at a fork.) Similarly, the future parent of a touch is shown on the left, and the local parent on the right.

We use the following (standard) notation. Given a computation DAG, \( P \) is the number of processors executing the computation, \( t \) is the number of touches in the DAG, \( T_\infty \), the computation span (or critical path), is the length of the longest directed path, and \( C \) is the number of cache lines in each processor.

### 2.2 Work-Stealing and Cache Locality

In the paper, we focus on parsimonious work stealing algorithms [7], which have been extensively studied [7, 20, 1, 73, 19] and used in systems such as Cilk [18]. In a parsimonious work stealing algorithm, each processor is assigned a double-ended queue (deque). After a processor executes a node with out-degree 1, it continues to execute the next node if the next node is ready to execute. After the processor executes a fork, it pushes one child of the fork onto the bottom of its deque and
executes the other. When the processor runs out of nodes to execute, it pops the first node from the bottom of its deque if the deque is not empty. If, however, its deque is empty, it steals a node from the top of the deque of an arbitrary processor.

In our model, a cache is fully associative and consists of multiple cache lines, each of which holds the data in a memory block. Each instruction can access only one memory block. In our analysis we focus only on the widely-used least-recently used (LRU) cache replacement policy, but our results about the upper bounds on cache overheads should apply to all simple cache replacement policies [1].

The cache locality of an execution is measured by the number of cache misses it incurs, which depends on the structure of the computation. To measure the effect on cache locality of parallelism, it is common to compare cache misses encountered in a sequential execution to the cache misses encountered in various parallel executions, focusing on the number of additional cache misses introduced by parallelism.

Scheduling choices at forks affect the cache locality of executions with work stealing. After executing a fork, a processor picks one of the two child nodes to execute and pushes the other into its deque. For a sequential execution, whether a choice results in a better cache performance is a characteristic of the computation itself. For a parallel execution of a computation satisfying certain properties, however, we will show that choosing future threads (the left children) at forks to execute first guarantees a relatively good upper bound on the number of additional cache misses, compared to a sequential execution that also chooses future threads first. In contrast, choosing the parent threads (the right children) to execute first can result in a large number of additional cache misses, compared to a sequential execution that also chooses parent threads first.

### 2.3 Structured Computations

Consider a sequential execution where node $v_1$ is executed immediately before node $v_2$. A deviation [73], also called a drifted node [1], occurs in a parallel execution if a processor $P$ executes $v_2$, but not immediately after $v_1$. For example, $p$ might execute $v_1$ after $v_2$, it might execute other nodes between $v_1$ and $v_2$, or $v_1$ and $v_2$ might be executed by distinct processors.

[73] showed that a parallel execution of a future-parallel computation with work stealing can incur $\Omega(PT_\infty + tT_\infty)$ deviations. This implies a parallel execution of a future-parallel computation with work stealing can incur $\Omega(PT_\infty + tT_\infty)$ additional cache misses. With minor modifications in that computation (see Figure 2.2), a parallel execution can even incur $\Omega(CPT_\infty + CtT_\infty)$ additional cache misses.

Our contribution in this paper is based on the observation that such poor cache locality occurs primarily when futures in the DAG can be touched by arbitrary threads, resulting in unrealistic and complicated dependencies. For example, in the worst-case DAGs in [73] that can incur significantly
Figure 2.2: The interesting part of the bound is $\Omega(CtT_\infty)$. Figure 5 in [73] shows a DAG, as a building block of a worst-case computation, that can incur $\Omega(T_\infty)$ deviations because of one touch. We can replace it with the DAG in Figure 2.2, which can incur $\Omega(CT_\infty)$ additional cache misses due to one touch $v$ (if the processor at a fork always chooses the parent thread to execute first), so that the worst-case computation in [73] can incur $\Omega(CT_\infty)$ additional cache misses because of $t$ such touches. This DAG is similar to the DAG in Figure 2.7(a) in this paper. The proof of Theorem 10 shows how a parallel execution of this DAG incurs $\Omega(CT_\infty)$ additional cache misses.

high cache overheads, futures are touched by threads that can be created before the future threads computing these futures were created. As illustrated in Figure 2.3, a parallel execution of such a computation can arrive at a scenario where a thread touches a future before the future thread computing that future has been spawned. (As a practical matter, an implementation must ensure that such a touch does not return a reference to a memory location that has not yet been allocated.) Such scenarios are avoided by \textit{structured} future-parallel computations (e.g. Figure 2.4) that follow certain simple restrictions.

\textbf{Definition 1} \textit{A DAG is a structured future-parallel computation if, (1) for the future thread $t$ of any fork $v$, the local parents of the touches of $t$ are descendants of $v$, and (2) at least one touch of $t$ is a descendant of the right child of $v$.}

There are two reasons we require that at least one touch of $t$ is a descendant of the right child of $v$. First, it is natural that a computation spawns a future thread to compute a future because the computation itself later needs that value. At the fork $v$, the parent thread (the right child of $v$) represents the “main body” of the computation. Hence, the future will usually be touched either by the parent thread, or by threads spawned directly or indirectly by the parent thread.

Second, a computation usually needs a kind of “barrier” synchronization to deal with resource release at the end of the computation. Some node in the future thread $t$, usually the last node, should have an outgoing edge pointing to the “main body” of the computation to tell the main body that the future thread has finished. Without such synchronization, $t$ and its descendants will be
Figure 2.3: A simplified version of the DAG in [73] that can incur high cache overhead. Here, \( v_1 \) and \( v_2 \) are touches. Suppose a processor \( p_1 \) executes the root node, pushes the right child \( x \) of the root node into its deque, and then falls asleep. Now another processor \( p_2 \) steals \( x \) from \( p_1 \)'s deque and executes the subgraph rooted at \( x \). Thus, \( v_1 \) and \( v_2 \) will be checked (to see if they are available) even before the corresponding future threads are spawned at \( u_1 \) and \( u_2 \).

Figure 2.4: In this structured (single-touch) computation, the touches \( v_1 \) and \( v_2 \) will not be checked until their corresponding future threads have been spawned at \( u_1 \) and \( u_2 \), respectively.

isolated from the main body of the computation, and we can imagine a dangerous scenario where the main body of the computation finishes and releases its resources while \( t \) or its descendant threads are still running.

In our DAG model, such a synchronization point is by definition a touch node, though it may not be a real touch. We follow the convention that the thread that spawns a future thread releases it, so the synchronization point is a node in the parent thread or one of its descendants. Another possibility is to place the synchronization point at the last node of the entire computation, which is the typically case in languages such as Java, where the main thread of a program is in charge of releasing resources for the entire computation. These two styles are essentially equivalent, and should have almost the same bounds on cache overheads. We will briefly discuss this issue in Section 2.5.2.

We consider how the following constraint affects cache locality.

**Definition 2** A structured single-touch computation is a structured future-parallel computation where each future thread spawned at a fork \( v \) is touched only once, and the touch node is a descendant of \( v \)'s right child.

By the definition of threads, the future parent of the only touch of a future thread must be the last node of the future thread (the last node can also be a parent of a join node, but we don’t distinguish between a touch node and a join node). The DAG in Figure 2.4 represents a structured single-touch computation. We will show that work-stealing parallel executions of structured single-touch computations achieve significantly less cache overheads than unstructured computations.
In principle, a future could be touched multiple times by different threads, so structured single-touch computations are more restrictive structured computations in general. Nevertheless, the single-touch constraint is one that is likely to be observed by many programs. For example, as noted, the Cilk [18] language supports fork-join parallelism, a strict subset of the future-parallelism model considered here. If we interpret the Cilk language’s `spawn` statement as creating a future, and its `sync` statement as touching all untouched futures previously created by that thread, then Cilk programs (like all fork-join programs) are structured single-touch computations.

Structured single-touch computations encompass fork-join computations, but are strictly more flexible. Figure 2.5 presents two examples that illustrate the differences. If a thread creates multiple futures first and touches them later, fork-join parallelism requires they be touched (evaluated) in the reverse order. MethodA in Figure 2.5(a) shows the only order in which a thread can first create two futures and then touch them in a fork-join computation. This rules out, for instance, a program where a thread creates a sequence of futures, stores them in a priority queue, and evaluates them in some priority order. In contrast, our structured computations permit such futures to be evaluated by their creating thread or its descendants in any order.

Also, unlike fork-join parallelism, our notion of structured computation permits a thread to pass a future to another thread which touches that future, as illustrated in Figure 2.5(b): after a future is created, the future can be passed, as an argument of a new method call or the return value of the current thread’s method call, to another thread. The thread receiving the future (MethodC in the figure) can even pass it to another thread, and so on. The only constraint is that only one of the threads that have received the future can touch it. In a fork-join computation, however, only the thread creating the future can touch it, which is much more restrictive. We believe these restrictions are easy to follow and should be compatible with how many people program in practice.

[16] observe that if a future can be touched multiple times, then complex and potentially inefficient operations and data structures are needed to correctly resume the suspended threads that are waiting for the touch. By contrast, the run-time support for futures can be significantly simplified if each future is touched at most once.

We also consider the following structured local-touch computations in the paper.

**Definition 3** A structured local-touch computation is one where each future thread spawned at a fork $v$ is touched only at nodes in its parent thread, and these touches are descendants of the right child of $v$.

Informally, the local touch constraint implies that a thread that needs the value of a future should create the future itself. Note that in a structured computation with local touch constraint, a future thread is now allowed to evaluate multiple futures and these futures can be touched at different times. Though allowing a future thread to compute multiple futures is not very common, [16] point out that it can be useful for some future-parallel computations like pipeline parallelism [16, 18, 38, 35, 56]. We will show in Section 2.5.1 that work-stealing parallel executions of computations satisfying the local touch constraint also have relatively low cache overheads. Note that structured computations with both single touch and local touch constraints are still a superset of fork-join computations.
void MethodA {
    Future x = some computation;
    Future y = some computation;
    a = y.touch();
    b = x.touch();
}

(a)

void MethodB {
    Future x = some computation;
    Future y = MethodC(x);
    ......
}
void MethodC(Future f){
    a = f.touch();
}

(b)

Figure 2.5: Two examples illustrating single-touch computations are more flexible than fork-join computations

2.4 Structured Single-Touch Computations

2.4.1 Future Thread First at Each Fork

We now analyze cache performance of work stealing on parallel executions of structured single-touch computations. We will show that work stealing has relatively low cache overhead if the processor at a fork always chooses the future thread to execute first, and puts the parent future into its deque. For brevity, all the arguments and results in this section assume that every execution chooses the future thread at a fork to execute first.

Lemma 4 In the sequential execution of a structured single-touch computation, any touch x’s future parent is executed before x’s local parent, and the right child of x’s corresponding fork v immediately follows x’s future parent.

Proof. By induction. Given a DAG, initially let $S$ be an empty set and $T$ the set of all touches. Note that

$$S \cap T = \emptyset \text{ and } S \cup T = \{ \text{all touches} \}. \quad (2.1)$$

Consider any touch $x$ in $T$, such that $x$ has no ancestors in $T$. (That is, $x$ has no ancestor nodes that are also touches.) Let $t$ be the future thread of $x$ and $v$ the corresponding fork. Note that $x$’s future parent is the last node of $t$ by definition. When the single processor executes $v$, the processor
pushes \( v \)'s right child into the deque and continues to execute thread \( t \). By hypothesis, there are no touches by \( t \), since any touch by \( t \) must be an ancestor of \( x \). There may be some forks in \( t \). However, whenever the single processor executes a fork in \( t \), it pushes the right child of that fork, which is a node in \( t \), into the deque and hence \( t \) (i.e., a node in \( t \)) is right below \( v \)'s right child in the deque. Therefore, the processor will always resume thread \( t \) before the right child of \( v \). Since there is no touch by \( t \), all the nodes in \( t \) are ready to execute one by one. Thus, when the future parent of the touch \( x \) is executed eventually, the right child of \( v \) is right at the bottom of the deque. By the single touch constraint, the local parent of \( x \) is a descendant of the right child of \( v \), so the local parent of \( x \) cannot be executed yet. Thus, the processor will now pop the right child of \( v \) out from the bottom of the deque. Since this node is not a touch, it is ready to execute. Therefore, \( x \) satisfies the following two properties.

**Property 5** Its future parent is executed before its local parent.

**Property 6** The right child of its corresponding fork immediately follows its future parent.

Now set \( S = S \cup \{ x \} \) and \( T = T - \{ x \} \). Thus, all touches in \( S \) satisfy Properties 5 and 6. Note that Equation 2.1 still holds.

Now suppose that at some point all nodes in \( S \) satisfy Properties 5 and 6, and that Equation 2.1 holds. Again, we now consider a touch \( x \) in \( T \), such that no touches in \( T \) are ancestors of \( x \), i.e., all the touches that are ancestors of \( x \) are in \( S \). Since the computation graph is a DAG, there must be such an \( x \) as long as \( T \) is not empty. Let \( t \) be the future thread of \( x \) and \( v \) the corresponding fork. If there are no touches by \( t \), then we can prove \( x \) satisfies Properties 5 and 6, by the same argument for the first touch added into \( S \). Now assume there are touches by \( t \). Since those touches are ancestors of \( x \), they are all in \( S \) and hence they all satisfy Property 5. When the processor executes \( v \), it pushes \( v \)'s right child into the deque and starts executing \( t \). Similar to what we showed above, when the processor gets to a fork in \( t \), it will always push \( t \) into its deque, right below the right child of \( v \). Thus, the processor will always resume \( t \) before the right child of \( v \). When the processor gets to the local parent of a touch by \( t \), we know the future parent of the touch has already been executed since the touch satisfies Property 5. Thus, the processor can immediately execute that touch and continue to execute \( t \). Therefore, the processor will eventually execute the future parent of \( x \) while the right child of \( t \) is still the next node to pop in the deque. Again, since the local parent of \( x \) is a descendant of the right child of \( v \), the local parent of \( x \) as well as \( x \) cannot be executed yet. Therefore, the processor will now pop the right child of \( v \) to execute, and hence \( x \) satisfies Properties 5 and 6. Now we set \( S = S \cup \{ x \} \) and \( T = T - \{ x \} \). Therefore, all touches in \( S \) satisfy Properties 5 and 6, and Equation 2.1 also holds. By induction, we have \( S = \{ \text{all touches} \} \) and all touches satisfy Properties 5 and 6.

[1] have shown that the number of additional cache misses in a work-stealing parallel computation is bounded by the product of the number of deviations and the number of cache lines. It is easy to see that only two types of nodes in a DAG can be deviations: the touches and the child nodes of
forks that are not chosen to execute first. Since we assume the future thread (left child) at a fork is always executed first, only the right children of forks can be deviations. Next, we bound the number of deviations incurred by a work-stealing parallel execution to bound its cache overhead.

**Lemma 7** Let \( t \) be the future thread at a fork \( v \) in a structured single-touch computation. If \( t \)'s touch \( x \) or \( v \)'s right child \( u \) is a deviation, then either \( u \) is stolen or there is a touch by \( t \) which is a deviation.

**Proof.** By Lemma 4, a touch is a deviation if and only if its local parent is executed before its future parent. Now suppose a processor \( p \) executes \( v \) and pushes \( u \) into its deque. Assume that \( u \) is not stolen and no touches by \( t \) are deviations. Thus, \( u \) will stay in \( p \)'s deque until \( p \) pops it out. The proof of this lemma is similar to that of Lemma 4. After \( p \) spawns thread \( t \) at \( v \), it moves to execute \( t \). When \( p \) executes “ordinary” nodes in \( t \), no nodes are pushed into or popped out of \( p \)'s deque and hence \( u \) is still the next node in the deque to pop. When \( p \) executes a fork in \( t \), it pushes \( t \) (more specifically, the right child of that fork) into its deque, right below \( u \). Since a thief processor always steals from the top of a deque, and by hypothesis \( u \) is not stolen, \( t \) cannot be stolen. Thus, \( p \) will always resume \( t \) before \( u \) and then \( u \) will become the next node in the deque to pop. When \( p \) executes the local parent of a touch by \( t \), the future parent of that touch must have been executed, since we assume that touch is not a deviation. Thus, \( p \) can continue to execute that touch immediately and keep moving on in \( t \) with its deque unchanged. Therefore, \( p \) will finally get to the local parent of \( x \) and then pop \( u \) out from its deque, since \( x \) is a descendant of \( u \) and \( x \) cannot be execute yet. Hence, neither \( x \) nor \( u \) can be a deviation. \( \square \)

**Theorem 8** If, at each fork, the future thread is chosen to execute first, then a parallel execution with work stealing incurs \( O(PT_\infty^2) \) deviations and \( O(CPT_\infty^2) \) additional cache misses in expectation on a structured single-touch computation, where (as usual) \( P \) is the number of processors involved in this computation, \( T_\infty \) is the computation span, and \( C \) is the number of cache lines.

**Proof.** [7] have shown that in a parallel execution with work stealing, there are in expectation \( O(PT_\infty) \) steals. Now let us count how many deviations these steals can incur. A steal on the right child \( u \) of a fork \( v \) can make \( u \) and \( v \)'s corresponding touch \( x_1 \) deviations. Suppose \( x_1 \) is a touch by a thread \( t_2 \), then the right child of the fork of \( t_2 \) and \( t_2 \)'s touch \( x_2 \) can be deviations. If \( x_2 \) is a deviation and \( x_2 \) is a touch by another thread \( t_3 \), then the right child of the fork of \( t_3 \) and \( t_3 \)'s touch \( x_3 \) can be deviation too. Note that \( x_2 \) is a descendant of \( x_1 \) and \( x_3 \) is a descendant of \( x_2 \). By repeating this observation, we can find a chain of touches \( x_1, x_2, x_3, \ldots, x_n \), called a deviation chain, such that each \( x_i \) and the right child of the corresponding fork of \( x_i \) can be deviations. Since for each \( i > 1 \), \( x_i \) is a descendant of \( x_2, x_1, x_2, x_3, \ldots, x_n \) is in a directed path in the computation DAG. Since the length of any path is at most \( T_\infty \), we have \( n \leq T_\infty \). Since each future thread has only one touch, there is only one deviation chain for a steal. Since there are \( O(PT_\infty) \) steals in expectation in a parallel execution [7], we can find in expectation \( O(PT_\infty) \) deviation chains and in total \( O(PT_\infty^2) \) touches and right children of the corresponding forks involved, i.e., \( O(PT_\infty^2) \) deviations involved.
Figure 2.6: Figure (c) shows a DAG on which work stealing can incur $\Omega(PT^2)\infty$ deviations and $\Omega(PT^2)\infty$ additional cache misses. It uses the DAGs in (a) and (b) as building blocks.

Next, we prove by contradiction that no other touches or right children of forks can be deviations. Suppose there is touch $y$, such that $y$ or the right child of the corresponding fork of $y$ is a deviation, and that $y$ is not in any deviation chain. The right child of the corresponding fork of $y$ can not be stolen, since by hypothesis $y$ is not the first touch in any of those chains. Thus by Lemma 7, there is a touch $y'$ by the future thread of $y$ and $y'$ is a deviation. Note that $y'$s cannot be in any deviation chain either. Otherwise $y$ and the deviation chain $y'$ is in will form a deviation chain too, a contradiction. Therefore, by repeating such “tracing back”, we will end up at a deviation touch that is not in any deviation chain and has no touches as its ancestors. Therefore, there are no touches by the future thread of this touch, and the right child of the corresponding future fork of it is not stolen, contradicting Lemma 7.

The upper bound on the expected number of additional cache misses follows from the result of [1] that the number of additional cache misses in a work-stealing parallel computation is bounded by the product of the number of deviations and the number of cache lines.

The bound on the number of deviations in Theorem 8 is tight, and the bound on the number of additional cache misses is tight within a factor of $C$, as shown below in Theorem 9.

Theorem 9 If, at each fork node, the future thread is chosen to execute first, then a parallel execution with work stealing can incur $\Omega(PT^2)\infty$ deviations and $\Omega(PT^2)\infty$ additional cache misses on a structured single-touch computation, while the sequential execution of this computation incurs $O(PT^2)\infty/C$ cache misses.

Proof. Figure 2.6(c) shows a computation DAG on which we can get the bounds we want to prove. The DAG in Figure 2.6(c) uses the DAGs in Figures 2.6(a) and 2.6(b) as building blocks. Let’s look at Figures 2.6(a) first. Suppose there are two processors $p_1$ and $p_2$ executing the DAG in
Figure 2.6(a). Suppose $p_2$ executes $v$, pushes $u_1$ into its deque, and then falls asleep before executing $w$. Now suppose $p_1$ steals $u_1$. For each $i \leq k$, neither $s_i$ nor $Z_i$ can be executed since $w$ has not been executed yet. Now $p_1$ takes a solo run, executing $u_1, x_1, Y_1, u_2, x_2, Y_2, ..., x_k, Y_k$. After $p_1$ finishes, $p_2$ wakes up and executes the rest of the computation DAG. Note that the right (local) parent of $s_i$ is executed before the left (future) parent of the touch is executed. Thus, by Lemma 4, each $s_i$ is a deviation. Hence, this parallel execution incurs $k$ deviations and the computation span of the computation is $\Theta(k)$.

Now let us consider a parallel execution of the computation in 2.6(b). For each $i \leq k$, the subgraph rooted at $v_i$ is identical to the computation DAG in 2.6(a) (except that the last node of the subgraph has an extra edge pointing to a node of the main thread). Suppose there are three processors $p_1$, $p_2$, and $p_3$ working on the computation. Assume $p_2$ executes $r_1$ and $v_1$ and then falls asleep when it is about to execute $w$. $p_3$ now steals $r_2$ from $p_2$ and then falls asleep too. Then $p_1$ steals $u_1$ from $p_2$’s deque. Now $p_1$ and $p_2$ execute the subgraph rooted at $v_1$ in the same way they execute the DAG in 2.6(a). After $p_1$ and $p_2$ finish, $p_3$ wakes up, executes $r_2$. Now these three processors start working on the subgraph rooted at $r_3$ in the same way they executed the graph rooted at $r_1$. By repeating this, the execution ends up incurring $k^2$ deviations when all the $k$ subgraphs are done. Since the length of the path $r_1, r_2, r_3 ...$ on the right-hand side is $\Theta(k)$, the computation span of the DAG is still $\Theta(k)$.

Now we construct the final computation DAG, as in Figure 2.6(c). The “top” nodes of the DAG are all forks, each spawning a future thread. Thus, they form a binary tree and the number of threads increase exponentially. The DAG stops creating new threads at level $\Theta(\log n)$ when it has $n$ threads rooted at $S_1, S_2, ..., S_n$, respectively. For each $i$, the subgraph rooted at $S_i$ is identical to the DAG in 2.6(b). Suppose there are $3n$ processors working on the computation. It is easy to see $n$ processors can eventually get to $S_1, S_2, ..., S_n$. Suppose they all fall asleep immediately after executing the first two nodes of $S_i$ (corresponding to $r_1$ and $v_1$ in Figure 2.6(b)) and then each two of the rest $2n$ free processors join to work on the subgraph rooted at $S_i$, in the same way $p_1$, $p_2$ and $p_3$ did in Figure 2.6(b). Therefore, this execution will finally incur $nk^2$ deviations, while the computation span of the DAG is $\Theta(k + \log n)$. Therefore, by setting $n = P/3$, we get a parallel execution that incurs $\Omega(PT_{\frac{P}{3}}^2)$ deviations, when $P = O(k)$.

To get the bound on the number of additional cache misses, we just need to modify the graph in 2.6(a) as follows. For each $1 \leq i \leq k$, $Y_i$ consists of a chain of $C$ nodes $y_{i1}, y_{i2}, ..., y_{iC}$, where $C$ is the number of cache lines. $y_{i1}, y_{i2}, ..., y_{iC}$ access memory blocks $m_{i1}, m_{i2}, ..., m_{iC}$, respectively. Similarly, each $Z_i$ consists of a chain of $C$ nodes $z_{i1}, z_{i2}, ..., z_{iC}$. $z_{i1}, z_{i2}, ..., z_{iC}$ access memory blocks $m_{C}, m_{C-1}, ..., m_1$, respectively. all $s_i$ access memory block $m_C$. For all $1 \leq i \leq k$, $w_i$ and $x_i$ both access memory block $m_{C+1}$. It does not matter which memory blocks the other nodes in the DAG access. For simplicity, assume the other nodes do not access memory. In the sequential execution, the single processor has $m_{1}, m_{2}, ..., m_{C}$ in its cache after executing $v, w, u_1, x_1, Y_1, Z_1$ and it has incurred $(C+1)$ cache misses so far. Now it executes $u_2$ and $x_2$, incurring one cache miss at node $u_2$ by replacing $m_C$ with $m_{C+1}$ in its cache, since $m_C$ is the least recently used block. When it executes
and \( Z_2 \), it only incurs one cache miss by replacing \( m_{C+1} \) with \( m_C \) at the last node of \( Y_2 \), \( y_{2C} \). Likewise, it is easy to see that the sequential execution will only incur cache misses at nodes \( u_i \) and at the last nodes of \( Y_i \) for all \( i \). Hence, the sequential execution incurs only \( O(k + C) \) cache misses. When \( k = \Omega(C) \), the sequential execution incurs only \( O(k) \) cache misses.

Now consider the parallel execution by two processors \( p_1 \) and \( p_2 \) we described before. \( p_2 \) will incur only \( C \) cache misses, since \( Z_i \) and \( s_i \) only access \( m \) different blocks \( m_1, m_2, \ldots, m_C \) and hence \( p_2 \) doesn’t need to swap any memory blocks out of its cache. However, \( p_1 \) will incur lots of cache misses. After executing each \( Y_i \), \( p_1 \) will execute \( u_{i+1} \). Thus at \( u_{i+1} \), one cache miss is incurred and \( m_1 \) is replaced with \( m_C+1 \), since \( m_1 \) is the least recently used block. Then, when \( p_1 \) executes the first node \( y_{(i+1)1} \) in \( Y_i \), \( m_1 \) is not in its cache. Since \( m_2 \) now becomes the least recently used memory block in \( p_1 \)’s cache, \( m_2 \) is replaced by \( m_1 \). Thus, \( m_2 \) will not be in the cache when it is in need at \( y_{(i+1)2} \). Therefore, it is obvious that \( p_1 \) will incur a cache miss at each node in \( Y_i \) and hence incur \( Ck \) cache misses in total in the entire execution. Note that the computation span of this modified DAG is \( \Theta(Ck) \), since each \( Z_i \) now has \( C \) nodes. Therefore, the sequential execution and the parallel execution actually incur \( \Theta(T_\infty/C) \) and \( \Theta(T_\infty) \), respectively, when \( \log P = O(k) \). Therefore, if we use this modified DAG as the building blocks in 2.6(c), we will get the bound on the number of additional cache misses stated in the theorem.

\[ \Box \]

\subsection*{2.4.2 Parent Thread First at Each Fork}

In this section, we show that if the parent thread is always executed first at a fork, a work-stealing parallel execution of a structured single-touch computation can incur \( \Omega(tT_\infty) \) deviations and \( \Omega(CT_\infty) \) additional cache misses, where \( t \) is the number of touches in the computation, while the corresponding sequential execution incurs only a small number of cache misses. This bound matches the upper bound for general, unstructured future-parallel computations [73]. This result, combined with the result in Section 2.4.1, shows that choosing the future threads at forks to execute first achieves better cache locality for work-stealing schedulers on structured single-touch computations.

\textbf{Theorem 10} If, at each fork, the parent thread is chosen to execute first, then a parallel execution with work stealing can incur \( \Omega(tT_\infty) \) deviations and \( \Omega(CT_\infty) \) additional cache misses on a structured single-touch computation, while the sequential execution of this computation incurs only \( O(C + t) \) cache misses.

\textbf{Proof.} The final DAG we want to construct is in Figure 2.8. It uses the DAGs in Figure 2.7 as building blocks. We first describe how a single deviation at a touch \( u_3 \) can incur \( \Omega(T_\infty) \) deviations and \( \Omega(CT_\infty) \) additional cache misses in Figure 2.7(a). In order to get the bound we want to prove, here we follow the convention in [1, 73] to distinguish between touches and join nodes in the DAG. More specifically, \( y_i \) is a join node, not a touch, for each \( 1 \leq i \leq n \). For each \( 1 \leq i \leq n \), node

\begin{footnote}
2The bound on the expected number of deviations in [73] is actually \( O(PT_\infty + tT_\infty) \). However, as pointed out in [73], a simple fork-join computation can get \( \Omega(PT_\infty) \) deviations. Hence we focus on the more interesting part \( \Omega(tT_\infty) \).
\end{footnote}
Figure 2.7: DAGs used by Figure 2.8 as building blocks.
$x_i$ accesses memory block $m_1$ and $y_i$ accesses memory block $m_{C+1}$. $Z_i$ consists of a chain of $C$ nodes $z_{11}, z_{21}, ..., z_{1C}$, accessing memory blocks $m_1, m_2, ..., m_C$ respectively. All the other nodes do not access memory. Assume in the sequential execution a single processor $p_1$ executes the entire DAG in Figure 2.7(a). Suppose initially the left (future) parent of $u_3$ has already been executed. $p_1$ starts executing the DAG at $u_1$. Since $p_1$ always stays on the parent thread at a fork, it first pushes $s$ into its deque, continues to execute $u_2, u_3, u_4$, and then executes $x_1, x_2, ..., x_n$ while pushing $z_{11}, z_{21}, ..., z_{n1}$ into its deque. Since $v$ cannot be executed due to $s$, $p_1$ pops $z_{n1}$ out of its deque and executes the nodes in $Z_n$. Then $p_1$ executes all the nodes in $Z_{n-1}, Z_{n-2}, ..., Z_1$, in this order. So far $p_1$ has only incurred $C$ cache misses, since all the nodes it has executed only access memory blocks $m_1, ..., m_C$ and hence it did not need to swap any memory blocks out of its cache. Now $p_1$ executes $s, v$ and then $y_n, y_{n-1}, ..., y_1$, incurring only one more cache miss by replacing $m_1$ with $m_{C+1}$ at $y_2$. Hence, this execution incurs $O(C)$ cache misses in total. Note that the left parent of $y_i$ is executed before the right parent $y_i$ for all $i$.

Now assume in another execution by $p_1$, the left parent of $u_3$ is in $p_1$'s deque when $p_1$ starts executing $u_1$. Thus, $u_3$ is a deviation with respect to the previous execution. Since $u_3$ is not ready to execute after $p_1$ executes $u_2$, $p_1$ pops $s$ out of its deque to execute. Since $v$ is not ready, $p_1$ now pops the left parent of $u_3$ to execute and then executes $u_3, u_4, x_1, x_2, ..., x_n, v$. Now $p_1$ pops $z_{n1}$ out and executes all the nodes $Z_n$. Note that $y_n$ is now ready to execute and the memory blocks in $p_1$'s cache at the moment are $m_1, m_2, ..., m_C$. Now $p_1$ executes $y_n$, replacing the least recently used block $m_1$ with $m_{C+1}$. $p_1$ then pops $z_{(n-2)1}$ out and executes all the nodes $z_{(n-2)1}, z_{(n-2)2}, ..., z_{(n-2)C}$ in $Z_{n-2}$ one by one. When $p_1$ executes $z_{(n-2)1}$, it replaces $m_2$ with $m_1$, and when it executes $z_{(n-2)2}$, it replaces $m_3$ with $m_2$, and so on. The same thing happens to all $Z_i$ and $y_i$. Thus, $p_1$ will incur a cache miss at every node afterwards, ending up with $\Omega(Cn)$ cache misses in total. Note that the computation span of this DAG is $T_\infty = \Theta(C + n)$. Thus, this execution with a deviation at $u_3$ incurs $\Omega(CT_\infty)$ cache misses when $n = \Omega(C)$. Moreover, all $y_i$ are deviations and hence this execution incurs $\Omega(T_\infty)$ deviations.

Now let us see how a single steal at the beginning of a thread results in $\Omega(T_\infty)$ deviations and $\Omega(CT_\infty)$ cache misses at the end of the thread. Figure 2.7(b) presents such a computation. First we consider the sequential execution by a processor $p_1$. It is easy to see $p_1$ executes nodes in the order $r, u_1, s_1, u_2, v_1, w_1, w_2, v_2, u_3, w_3, s_1, s_2, v_3, u_4, ....$. The key observation is that $w_1$ is executed before $s_1$ is executed for any odd-numbered $i$ while $w_i$ is executed after $s_i$ is executed for any even-numbered $i$. This statement can be proved by induction. Obviously, this holds for $i = 1$ and $i = 2$, as we showed before. Now suppose this fact holds for all $1, 2, ..., i$, for some even-numbered $i$. Now suppose $p_1$ executes $u_{i-1}$. Then $p_1$ pushes $s_i$ into its deque and executes $w_{i-1}$. Since we know $w_{i-1}$ should be executed before $s_{i-1}$, $s_{i-1}$ has not been executed yet. Moreover, $s_{i-1}$ must already be in the deque before $s_i$ was pushed into the deque, since $s_{i-1}$'s parent $u_{i-2}$ has been executed and $s_{i-1}$ is ready to execute. Now $p_1$ pops $s_i$ out to execute. Since $v_i$ is not ready to execute, $p_1$ pops $s_{i-1}$ out and then executes $s_{i-1}, u_{i-1}, u_i$, and pushes $s_{i+1}$ into the deque. Now $p_1$ continues to execute $w_i, v_i, u_{i+1}$ and pushes $s_{i+1}$ into its deque. Then $p_1$ executes $w_{i+1}$ and pops $s_{i+2}$ out, since $v_{i+1}$ is
not ready due to \( s_{i+1} \). Now we can see \( w_{i+1} \) and \( s_{i+2} \) have been executed, but \( s_{i+1} \) and \( w_{i+2} \) not yet. That is, \( w_{i+1} \) is executed before \( s_{i+1} \) and \( w_{i+2} \) is executed after \( s_{i+2} \). Therefore, the statement holds for \( i + 1 \) and \( i + 2 \), and hence the proof completes.

The subgraph rooted at \( u_k \) is identical to the graph in Figure 2.7(a), with \( v_k \) corresponding to \( u_3 \) in Figure 2.7(a). Therefore, if \( k \) is an even number, \( v_k \)'s left parent has been executed when \( w_k \) is executed and hence the sequential execution will incur only \( O(C) \) cache misses on the subgraph rooted at \( u_k \).

Now consider the following parallel execution of the DAG in Figure 2.7(b) by two processors \( p_1 \) and \( p_2 \). \( p_1 \) first executes \( r \) and pushes \( s_1 \) into its deque. Then \( p_2 \) immediately steals \( s_1 \) and executes it. Now \( p_2 \) falls asleep, leaving \( p_1 \) executing the rest of the DAG alone. It is easy to see \( p_1 \) will execute the nodes in the DAG in the order \( u_1, v_1, u_2, v_2, s_3, s_2, v_3, u_3, w_3, v_3, u_4, s_4, ... \). It can be proved by induction that \( w_i \) is executed after \( s_i \) is executed for any odd-numbered \( i \) while \( w_i \) is executed before \( s_i \) is executed for any even-numbered \( i \), which is opposite to the order in the sequential execution. The induction proof is similar to that of the previous observation in the sequential execution, so we omit the proof here. If \( k \) is an even number, \( w_k \) will be executed before the left parent of \( v_k \) and hence this execution will incur \( \Omega(T_{\infty}) \) deviations and \( \Omega(CT_{\infty}) \) cache misses when \( n = \Omega(C) \) and \( n = \Omega(k) \).

The final DAG we want to construct is in Figure 2.8. This is actually a generalization of the DAG in Figure 2.7(b). Instead of having one fork \( u_i \) before each touch \( v_i \), it has two forks \( u_i \) and \( x_i \), for each \( i \). After each touch \( v_i \), the thread at \( y_i \) splits into two identical branches, touching the futures spawned at \( u_i \) and \( x_i \), respectively. In this figure, we only depict the right branch and omit the identical left branch. As we can see, the right branch later has a touch \( v_{i+1} \) touching the future \( s_{i+1} \) spawned at the fork \( x_i \). If we only look at the thread on the right-hand side, it is essentially the same as the DAG in Figure 2.7(b). The sequential execution of this DAG by \( p_1 \) is similar to that in Figure 2.7(b). The only difference is that \( p_1 \) at each \( y_i \) will execute the right branch first and then the left branch recursively. Similarly, it can be proved by induction that \( w_i \) is executed before \( s_i \) is executed for any odd-numbered \( i \) while \( w_i \) is executed after \( s_i \) is executed for any even-numbered \( i \). Obviously this also holds for each left branch. Now consider a parallel execution by two processors \( p_1 \) and \( p_2 \). \( p_1 \) first executes \( r \). \( p_2 \) immediately steals \( s_1 \) and executes it and then sleeps forever. Now \( p_1 \) makes a solo run to execute the rest of the DAG. Again, we can prove by the same induction argument that \( w_i \) is executed after \( s_i \) is executed for any odd-numbered \( i \) while \( w_i \) is executed before \( s_i \) is executed for any even-numbered \( i \), which is opposite to the order in the sequential execution. The above two induction proofs are a little more complicated than those for the DAG in Figure 2.7(b), but the ideas are essentially the same (the only difference is now we have to prove the statements hold for the two identical branches split at fork \( y_i \) at the inductive step) and hence we omit the proofs again.

By splitting each thread into two after each \( y_i \), the number of branches in the DAG increases exponentially. Suppose there are \( t \) touches in the DAG. Thus, there are eventually \( \Theta(t) \) branches and the height of this structure is \( \Theta(\log t) \). At the end of each branch is a subgraph identical to the
Figure 2.8: A DAG on which work stealing can incur $\Omega(tT_\infty)$ deviations and $\Omega(CtT_\infty)$ if it chooses parents threads to execute first at forks. This example uses the DAGs in Figure 2.7 as building blocks.

DAG in Figure 2.7(a). Therefore, the parallel execution with only one steal can end up incurring $\Theta(tn)$ deviations and $\Theta(Ctn)$ cache misses. The sequential execution incurs only $\Theta(C + t)$ cache misses, since the sequential execution will incur only 2 cache misses by swapping $m_{C+1}$ in and out at each branch, after it incurs $C$ cache misses to load $m_1, m_2, ..., m_C$ at the first branch. Hence, when $n = \Omega(\log t)$ and $n = \Omega(C)$, we get the bound stated in the theorem. \qed

2.5 Other Kinds of Structured Computations

It is natural to ask whether other kinds of structured computations can also achieve relatively good cache locality. We now consider two alternative kinds of restrictions.
2.5.1 Structured Local-Touch Computations

In this section, we prove that work-stealing parallel executions of structured local-touch computations also have relatively good cache locality, if the future thread is chosen to execute first at each fork. This result, combined with Theorems 8 and 10, implies that work-stealing schedulers for structured computations are likely better off choosing future threads to execute first at forks.

Lemma 11 In the sequential execution of a structured local-touch computation where the future thread at a fork is always chosen to execute first, any touch $x$’s future parent is executed before $x$’s local parent, and the right child of any fork $v$ immediately follows the last node of the future thread spawned at $v$, i.e., the future parent of the last touch of the future thread.

The proof is omitted because it is almost identical to that of Lemma 4. (We first consider a future thread whose touches are the “earliest” in the DAG, that is, no other touches are ancestors of them, and we can easily prove the statement in Lemma 11 holds for those touches. Then by the same induction proof as for Lemma 4, we can prove the statement holds for all future threads’ touches.)

Theorem 12 If the future thread at a fork is always chosen to execute first, then a parallel execution with work stealing incurs $O(PT_\infty^2)$ deviations and $O(CPT_\infty^2)$ additional cache misses in expectation on a structured local-touch computation.

Proof. Let $v$ be a fork that spawns a future thread $t$. Now we consider a parallel execution. Let $p$ be a processor that executes $v$ and pushes the right child of $v$ into its deque. Suppose the right child of $v$ is not stolen. Now consider the subgraph $G'$ consisting of $t$ and its descendant threads. Note that $G'$ itself is a structured computation DAG with local touch constraint. Now $p$ starts executing $G'$.

According to local touch constraint, the only nodes outside $G'$ that connect to the nodes in $G'$ are $v$ and the touches of $t$, and $c$ is the only node outside $G'$ that the nodes in $G'$ depend on. Now $v$ has been executed and the touches of $t$ are not ready to execute due to the right child of $v$. Hence, $p$ is able to make a sequential execution on $G'$ without waiting for any node outside to be done or jumping to a node outside, as long as no one steals a node in $G'$ from $p$’s deque. Since we assume the right child of $v$ will not be stolen and any nodes in $G'$ can only be pushed into $p$’s deque below $v$, no nodes in $G'$ can be stolen. Hence, $G'$ will be executed by a sequential execution by $p$. Therefore, there are no deviations in $G'$. After $p$ executed the last node in $G'$, which is the last node in $t$, $p$ pops the right child of $v$ to execute. Hence, the right child of $v$ cannot be a deviation either, if it is not stolen. That is, those nodes can be deviations only if the right child of $v$ is stolen. Since there are in expectation $O(PT_\infty)$ steals in an parallel execution and each future thread has at most $T_\infty$ touches, the expected number of deviations is bounded by $O(PT_\infty^2)$ and the expected number of additional touches is bounded by $O(CPT_\infty^2)$. □
2.5.2 Structured Computations with Super Final Nodes

As discussed in Section 2.3, in languages such as Java, the program’s main thread typically releases all resources at the end of an execution. To model this structure, we add an edge from the last node of each thread to the final node of the computation DAG. Thus, the final node becomes the only node with in-degree greater than 2. Since the final node is always the last to execute, simply adding those edges pointing to the final node into a DAG will not change the execution order of the nodes in the DAG. It is easy to see that having such a super node will not change the upper bound on the cache overheads of the work-stealing parallel executions of a structured computation.

For structured computations with super final nodes, it also makes sense to slightly relax the single-touch constraint as follows.

**Definition 13** A structured single-touch computation with a super final node is one where each future thread at a fork has at least one and at most two touches, a descendant of v’s right child and the super final node.

In such a computation, a future thread can have the super final node as its only touch. This structure corresponds to a program where one thread forks another thread to accomplish a side-effect instead of computing a value. The parent thread never touches the resulting future, but the computation as a whole cannot terminate until the forked thread completes its work.

Now we show that the parallel executions of structured single-touch computations with super final nodes also have relatively low cache overheads.

**Lemma 14** In the sequential execution of a structured single-touch computation with a super final node, where the future thread at a fork is always chosen to execute first, any touch x’s future parent is executed before x’s local parent, and the right child u of any fork v immediately follows the last node of the future thread spawned at v, i.e., the future parent of the last touch of the future thread.

**Lemma 15** Let t be the future thread at a fork v in a structured single-touch computation with a super final node. If a touch of t or v’s right child u is a deviation, then either u is stolen or there is a touch by t which is a deviation.

**Proof.** The proofs of Lemma 4 and Lemma 7, with only minor modifications, also apply to the above two lemmas, respectively. That is because introducing the super final node into a computation doesn’t affect the order in which other nodes are executed, since no other nodes need to wait for the super final node and the super final node is always the last node to execute. More specifically, when a processor executing any thread t reaches a node that is a parent of the super final node, the processor will continue to work on t if that node is not the last node of t, and otherwise try popping a node out of its deque. Therefore, by the same proof techniques as for Lemmas 4 and 7, we can show that a processor will execute the right child u of a fork v and the parents of the touches of the future spawned at v in the order stated in Lemmas 14 and 15.
Theorem 16 If, at each fork, the future thread is chosen to execute first, then a parallel execution with work stealing incurs $O(PT_\infty^2)$ deviations and $O(CPT_\infty^2)$ additional cache misses in expectation on a structured single-touch computation with a super final node.

Proof. The proof is similar to that of Theorem 8. The only difference is that if a touch by a thread $t$ is a deviation, now the two touches of $t$ can both be deviations, which could be a trouble for constructing the deviation chains. Fortunately, one of these two touches is the super final node, which is always the last node to execute and hence will not make the touches of other threads become deviations. Therefore, we can still get a unique deviation chain starting from a steal and hence the proof of Theorem 8 still applies here. 

Similarly, we can also introduce a super final node to a structured local-touch computation as follows.

Definition 17 A structured local-touch computation with a super final node is one where each future thread $t$ spawned at a fork $v$ can be touched only by the super final node and by $t$’s parent thread at nodes that are descendants of the right child of $v$.

It is obvious that by the same proof as for Theorem 12, we can prove the following bounds.

Theorem 18 If the future thread at a fork is always chosen to execute first, then a parallel execution with work stealing incurs $O(PT_\infty^2)$ deviations and $O(CPT_\infty^2)$ additional cache misses in expectation on a structured local-touch computation with a super final node.
Chapter 3

Theoretical Analysis of Work Stealing on Hierarchical Platforms

In this chapter, we will discuss the performance of fork-join programs on hierarchical platforms. We present lower bounds for their executions by all work stealing algorithms as well as upper bounds for specific work stealing variants in a theoretical hierarchical model. We first discuss the related work in Section 3.1. Then in Section 3.2, we introduce the theoretical model for hierarchical systems and the computation models for fork-join and divided-and-conquer programs, as well as their \( s \)-bounded subclasses. In Section 3.3, we define the class of work stealing algorithms, and introduce the global work stealing algorithm with its attaching scheme. Section 3.4 presents upper and lower bounds of work stealing algorithms on general fork-join programs, while Section 3.5 shows their bounds on \( s \)-bounded fork-join and \( s \)-bounded devide-and-conquer programs.

3.1 Related Work

Work stealing [20] on traditional shared-memory systems has been an active research area for decades. On the theoretical side, its time and space bounds [15, 7, 19, 20] as well as its cache locality [1, 73, 47] for different parallel program models, such as fork-join parallelism (i.e., nested parallelism) [15] and future parallelism [41, 42], have been extensively studied.

To implement efficient work stealing algorithms on hierarchical platforms such as NUMA systems and distributed clusters, different heuristic strategies for choosing victim processors to steal from have been discussed. A heuristic people have found effective is that processors should be in favor of local steals if neighboring processors have enough work to be stolen, in order to reduce the number of costly remote steals. A commonly used method is to have a processor first make one or more steal attempts locally and then try remote steals only if all the local steal attempts have failed [62]. Another method is to have each processor make a local steal with a higher probability than a remote steal [70]. Other implementations [24, 66] only allow leaders of sockets/clusters to make
Researchers have also examined the appropriate amounts of work a processor should steal. Many papers (e.g., [62, 65, 76]) suggested the StealHalf policy for remote steals, that is, a thief should steal half of the tasks from a remote processor’s task pool, as opposed to stealing only one task in the classical work stealing algorithm.

Work stealing is usually implemented using concurrent deques in traditional shared-memory systems. However, in some hierarchical platforms such as distributed clusters, concurrent deques for remote steals can be very inefficient or even impossible to implement. For this reason, researchers [29, 71, 78, 2, 57] have proposed work stealing variants with non-concurrent deques via message passing.

In contrast to the large body of research on the systems side we just mentioned above, the theoretical analysis of hierarchical work steal has been much less discussed. The only theoretical bound we are aware of is given by Quintin and Wagner [70], on the time complexity of their hierarchical work stealing (HWS) algorithm. The leader processors of clusters in HWS first distribute tasks across a system, and then the worker processors in each cluster execute their local tasks. However, the time bound of HWS can be very bad in theory, since the workloads in different clusters can be highly unbalanced unless HWS knows the structure of the target program very well in advance. Therefore, the upper bound of HWS cannot help us figure out the real bounds of the class of all work stealing algorithms.

Some hierarchical cache models, such as parallel cache-oblivious (PCO) model [14], hierarchical multi-level multicore (HM) model [25], and Threaded Many-core Memory (TMM) model [61], have been proposed. They focus on the cache locality of parallel programs, while the results of this paper focus more on the costs of remote communications caused by remote steals and joins. The performance of work stealing in these models has not be studied yet, and we consider it an interesting open problem.

3.2 Fork-Join Model on Hierarchical Systems

3.2.1 Fork-Join Model

Fork-join parallelism is also called nested parallelism. As in previous work (e.g., [1] [20]), we model a program as a directed acyclic graph (DAG), where each node represents a single instruction of the program that can be executed by a processor and each directed edge \((u, v)\) indicates that \(v\) cannot be executed until \(u\) has been executed. Both the indegree and outdegree of a node in a DAG are at most two.

There are three types of edges in the model—continuation edges, spawn edges, and join edges. At most one of the incoming edges and one of the outgoing edges of a node are continuation edges. A thread is represented as a maximal sequence of nodes connected by continuation edges in a DAG. Obviously, the nodes, i.e., the instructions, in a thread can only be executed sequentially.

If a node has two outgoing edges, we call it a fork node. One outgoing edge of a fork is a
continuation edge and the other is a *spawn edge*. A thread \( x \) spawns a new thread \( y \) at a fork node \( u \) in \( x \): the spawn edge of \( u \) points to the first node of thread \( y \) (see Figure 3.1). We call \( x \) the *parent thread* of \( y \), and \( y \) a *child thread* of \( x \). For a better illustration, we always put the spawn edge of a fork to the left of its outgoing continuation edge in a figure in the paper.

If a node has two incoming edges, we call it a *join node*, representing the join of a thread and its parent thread. (In the fork-join model, only a thread and its parent thread can join, but in the more general future-parallel model \cite{41, 42}, any two threads can join in principle.) One incoming edge (on the right-hand side in a figure) of a join is a continuation edge and the other (on the left-hand side) is a *join edge* (see Figure 3.1). The node that the join edge comes from is in the child thread. This node must be the last node of the child thread, since the node has no outgoing continuation edge. (If the node has an outgoing continuation edge, it must be a fork by definition. However, a fork cannot have an outgoing spawn edge, a contradiction.) A node cannot be both a fork and a join, since it represents only a single instruction of a thread.

In a typical fork-join program in practice, when a thread wants to partition some computation into two parts to execute in parallel, it makes a fork operation, creating a child thread for one part and working on the other itself. When the thread finishes its work, it calls a join, retrieving the result of the child thread if the child thread has completed, and waiting for the child thread otherwise.

There is only one node of indegree 0 in a DAG, called the *source node*, and only one node of outdegree 0, called the *sink node*. The source node and the sink node are the first and the last nodes of the *main thread* respectively. All the other threads are spawned directly or indirectly by the main thread (see 3.2 for an example). It is easy to see the source node is the first node to execute in the DAG and the sink node is the last.
Another requirement for fork-join DAGs is that if a thread spawns some child threads at different forks before joining any of them, these child threads must join in a reverse order. This constraint guarantees the forks and joins of threads in a DAG are in a “nested form” and that is why fork-join programs is also called nested-parallel programs.

As Acar et al. [1] pointed out, a fork-join DAG can also be defined by induction: if we only consider the nodes between a fork and its corresponding join, the two threads derived at the fork can be thought of as the main threads of two independent DAGs that eventually merge at the join.

Algorithm 1 Fibonacci(n)

if $n > 5$ then
  fork $f_1 = \text{Fibonacci}(n-1)$;
  $f_2 = \text{Fibonacci}(n-2)$;
  join $f_1$;
  return $f_1 + f_2$;
else
  return Sequential_Fibonacci(n);

Another common way to create parallel threads is by calling a parallel-for loop, where each iteration of a for-loop in a parent thread creates a parallel child thread and the parent later makes a single join call to collects the results of all child threads. In fact, a parallel-for loop can also be thought of as a fork-join DAG, if we model the single join as a sequence of consecutive joins for those child threads, in a reverse order.
Figure 3.3: The DAG of Fibonacci(7) of Algorithm 1. The main thread (i.e., the rightmost one) spawns a child thread $x$ to compute Fibonacci(6) and then continues to compute Fibonacci(5) itself. Thread $x$ spawns a child thread $y$ of its own to compute Fibonacci(5) and then computes Fibonacci(4) itself. According to the pseudocode, Fibonacci(5) and Fibonacci(4) will be executed sequentially. Later thread $x$ sums up Fibonacci(4) and Fibonacci(5) after the join of $x$ and $y$, and finally the main thread sums up Fibonacci(5) and Fibonacci(6) after the join of $x$ and itself.

Algorithm 1 is the pseudocode for computing the $n$th Fibonacci number recursively and Figure 3.3 illustrates how Fibonacci(7) is modeled as a fork-join DAG.

We use $T_1$ to denote the total number of nodes in a DAG and $T_\infty$ to denote the number of nodes in a longest directed path in the DAG. $T_\infty$ is called the critical path length (or the span) of the DAG. Since we will focus on the theoretical bounds of DAGs with different ratios of $\frac{T_1}{T_\infty}$, we use $G(T_1, T_\infty)$ to denote a DAG of $T_1$ nodes with critical path length $T_\infty$.

A well-studied subset of fork-join programs are divided-and-conquer programs. In a divided-and-conquer program, a thread has no forks after the first join node in the thread. In other words, threads in a divided-and-conquer program first keep forking to compute things in parallel and later join in pairs recursively. Most fork-join programs discussed in the literature, such as the Merge-Sort algorithm, the N-Queens algorithm, and the Fibonacci algorithm shown in Figure 3.3, are in fact divide-and-conquer programs.

### 3.2.2 $S$-Bounded Fork-Join Programs

Prior research (e.g., [60]) has found it beneficial empirically to prevent a computation from splitting into too small tasks. This is because the extra parallelism provided by splitting a sequential computation into tiny parallel subroutines may not pay off the costs of spawning and joining threads,
as well as the communication costs among processors, especially on a hierarchical system where remote operations and communications are expensive. For instance, it is common that a Merge-Sort program stops partitioning an array of numbers into smaller ones when the size of the array is a few kilobytes \[70\]. Another example is the recursive 8-Queens algorithm in \[70\]. The algorithm first spawns a thread for each feasible position of the queen on the first line. Then each thread spawns a new thread for each feasible position of the queen on the second line and so on. When a thread reaching a feasible position of the queen on the fourth line, it stops splitting and the rest of the work is executed sequentially in the thread.

To analyze the performance of work stealing on these algorithms, we define the class of \( s \)-bounded fork-join programs. We say a DAG is \( s \)-bounded, if each thread in it has at least \( s \) nodes. We use \( G(T_1, T_{\infty}, s) \) to denote an \( s \)-bounded DAG \( G(T_1, T_{\infty}) \).

We will show in Section 3.5 some upper and lower bounds for \( s \)-bounded fork-join programs and \( s \)-bounded divide-and-conquer programs.

### 3.2.3 Hierarchical System Model

The hierarchical system model we consider in the paper consists of \( k \) distributed, homogeneous clusters. Each cluster has \( n \) processors and there are in total \( p = kn \) processors in the system. A processor can execute nodes in a DAG, one at a time, and communicate with other processors in order to distribute nodes across the system or share information. The cluster a processor belongs to is the local cluster and the other clusters are remote clusters to it. Processors within a cluster are local to each other while Processors in different clusters are remote to each other.

Communication is efficient in time within a cluster and inefficient across different clusters. More specifically, there is a global clock on a hierarchical system, which processors may or may not be aware of it. A tick of the global clock is the minimum unit of time. The execution of a node in a DAG, as well as one round of one-way communication between two local processors, takes time 1, while one round of one-way communication between two remote processors, called a remote operation, takes time \( r \). Our communication model can be thought of as a simplified version of the LogP model \[27\].

We keep the communication model abstract in order to cover both hierarchical shared-memory and message-passing systems. In a hierarchical shared memory system, for instance, each cluster has its local shared memory that can be efficiently accessed by processors in the cluster: we can assume it takes a processor time 1 to make a read or write on the memory of the local cluster, while it takes time \( r \) to do so on the memory of a remote cluster. In a hierarchical message-passing model, it takes time 1 for a message sent by a processor to arrive at a local processor, while it takes time \( r \) for a message to arrive at a remote processor.

For any load balancing algorithm executing a fork-join program, there are at least two scenarios where a remote operation has to be incurred. First, if a thread executed by a processor in a cluster \( C_a \) spawns a new thread at a fork and later a remote processor in another cluster \( C_b \) wants to take the spawned thread to execute, a remote operation must be made. That is because the information
about the new thread has to be transferred to \( C_b \), either by a message sent to \( C_b \) in the message-passing model, or by a remote read from \( C_a \) and/or a remote write to \( C_b \) in the shared-memory model. In either case, it takes at least time \( r \).

Second, if a thread and its parent thread are held in two different clusters, then at least one remote operation has to be made by the time the join node of the two threads is executed, so that a processor can combine them at the join and continue to execute the parent thread. This remote operation is usually made when one of the two threads arrive at the join, but in principle it can happen at any time before the join is executed.

### 3.3 Work Stealing on Hierarchical Systems

#### 3.3.1 The Class of Work Stealing Algorithms

An algorithm is a work stealing algorithm if processors always follow the rules below:

- Each processor maintains its own pool to store threads it creates.
- A processor currently executing a thread will continue until it arrives at a fork or a join.
- When a processor executing thread \( x \) arrives at a fork that creates a new thread \( y \), it puts either \( x \) or \( y \) in its pool and continues to execute the other.
- When a processor reaches a join, it executes the join if the join is ready to be executed and otherwise tries to pick a thread from its pool to execute.
- If the pool of a processor is empty when the processor tries to take a thread from it, the processor “steals” some threads from the pool of another processor, executes one of them and puts the other in its own pool.

A processor making a steal is a **thief** processor and the processor a thief steals from is a **victim** processor. A steal is a **local steal** if the thief and the victim processor are in the same cluster, and otherwise it is a **remote steal**. A local steal takes time 1 to complete while a remote steal takes at least time \( r \). We assume programs are compute-intensive, but not very data-intensive, such that a remote steal of time \( \Theta(r) \) is enough to transfer all necessary information of a thread from one cluster to another.

In order to keep the class of work stealing algorithms as general as possible, we do not put any constraints on which thread a processor takes out from its pool to execute or which threads of which processor a “thief” processor steals.

We will show lower bounds for the class of work stealing algorithms on \( s \)-bounded divide-and-conquer programs in Section 3.5. Keeping the class of work stealing algorithms general makes our lower bounds stronger.
3.3.2 Global Work Stealing Algorithm

The classical work stealing algorithm [20] has been proved to perform well in the traditional shared-memory model, both theoretically and empirically. However, little was known about its theoretical time bounds on hierarchical platforms. In this section, we introduce the global work stealing algorithm, a variant of the classical work stealing algorithm modified for the hierarchical system model. We will show how to modify the classical work stealing algorithm so that it has a good upper bound on the expected execution time for any fork-join program in the hierarchical system model.

As in the classical work stealing, the pool of a processor to store threads is a doubly-ended queue (deque) in the global work stealing algorithm. When the processor executing thread $x$ arrives at a fork that creates a new thread $y$, it pushes either $x$ or $y$ into the bottom of its deque and continues to execute the other. When a processor needs to take a thread out of its deque, it always pops the first one from the bottom of the deque, i.e., the one pushed into the deque at the last fork. When a processor makes a steal, it chooses a processor in the whole system uniformly at random as the victim and steals only the first thread from the top of the deque of the victim.

As we discussed before, a remote steal incurs a remote execution. To be more concrete, we assume a remote steal takes time $2r$ to complete. In the first time $r$, the thief makes a steal attempt (e.g., by sending a request message to the victim) during which the node to be stolen stays in the victim’s deque. At the first time slot of the second interval of time $r$, the actual steal action is made. If there are multiple steal actions made at the same moment, an arbitrary one will succeed and others fail. No matter if a remote steal succeeds or not, it takes time $r$ for the thief to get the result. Therefore, if the remote steal succeeds, the stolen node is in transition during the second interval of time $r$, and hence no processor can execute it until it arrives at the thief at the end of the interval.

The algorithm also needs to deal with joins carefully. When a processor in cluster $C_a$ executes thread $x$ and spawns thread $y$ at a fork, some space in $C_a$ (e.g., some memory location in $C_a$) is reserved for the join of $x$ and $y$. When the processor executing $x$ reaches the join, it first checks the reserved space to figure out if $y$ has already arrived at the join. If so, the processor retrieves the information of $y$ and executes the join. Otherwise, it blocks $x$ and puts $x$ in the reserved space. The processor executing $y$ behaves similarly and the only difference is that the information of $y$ to be written is the result (output) of the computation of $y$, as $y$ is finished at the join.

As we can see, if $x$ and $y$ are executed by two threads in different clusters, $C_a$ is remote to at least one of the threads. We say a processor makes a remote join operation at the join if $C_a$ is remote to it. Like a remote steal, a remote join operation takes time $2r$ (it could be up to $4r$ if the processor didn’t combine its operations. We keep it simple, as the constant factor doesn’t affect our theoretical analysis).

In the classical work stealing algorithm, a steal only takes the thread to be stolen from the victim. Here we make an important change in the global work stealing algorithm: when a processor steals a thread $x$, it also steals the threads that have been attached to $x$. A thread $y$ can be attached to $x$ only in the following scenario: If a processor executing thread $y$ arrives at the join of thread $x$ and
y, and finds x has not reached the join yet, the processor pops a thread from the bottom of its deque as usual. If the thread popped out happens to be x, the processor attaches y to x, by attaching to x everything needed for the join of x and y. Since it is an operation within the same cluster, it takes time 1 in our theoretical model. Now that y has been attached to x, the processor executing x can retrieve y locally when it later reaches the join of x and y, without the need to check the reserved space for the join, and hence avoiding the potential risk of making a remote join operation. This attaching scheme resembles the clone optimization [34] in the classic shared-memory setting: the high-level idea of the clone optimization is that, when thread x is completed while thread y has not been stolen yet, y can be modified to a fast version such that when reaching the join of x and y, it can simply resolve the join using the result of x.

Now assume the global work stealing algorithm is work-first at forks. That is, a processor at a fork always puts the parent thread into its deque and continues to execute the child thread. Then we can prove that only the child thread can be attached to the parent thread in this case, not vice versa. Therefore, when a thread is completed by a processor and the next thread popped out is the parent thread of the completed thread, the processor can just attach the result of the completed thread to its parent thread. Although the choice at a join doesn’t affect the theoretical bounds in the paper, we think attaching only the result of a thread to its parent is easier to implement in practice.

The attaching scheme can largely reduce the number of remote join operations in an execution. Roughly speaking, without this trick, a processor can incur $\Theta(T_\infty)$ remote join operations after a single remote steal of a thread in the worst case. For instance, if all the $\Theta(T_\infty)$ threads spawned by thread x have already been executed by the time x is stolen by a remote processor, that remote processor has to make a remote join operation whenever it reaches the join of x and one of the $\Theta(T_\infty)$ threads. Figure 3.4 shows an example of a single remote steal incurring a sequence of remote joins. As we will show in Lemma 22, the attaching scheme helps us bound the number of remote join operations in an execution, which is critical in the proof of the upper bound on the algorithm’s execution time.

### 3.4 Bounds for Fork-Join Programs

#### 3.4.1 Lower Bound for All Algorithms

We now prove the lower bounds in the following theorem hold for any load balancing algorithm on fork-join programs.

**Theorem 19** Given any $T_1$ and $T_\infty$, there is a fork-join DAG $G(T_1, T_\infty)$ that any algorithm takes time $\Omega(\min\{\frac{T_1}{n} + T_\infty, \frac{T_1}{p} + \frac{rT_\infty}{\log(nr)}\})$ to execute on a hierarchical system.

---

2Lemma 3 in Arora et al.’s paper [7] implies that if the algorithm follows the first-first strategy, the first thread in the bottom of a processor’s deque must be an ancestor thread of the thread the processor is executing. This rules out the possibility that the thread popped out from its deque is a child thread of the thread that got just blocked.
Figure 3.4: A DAG where a single remote steal can incur a sequence of remote join operations. Suppose the processor executing the main thread always execute the child thread first after a fork. At each of the first three joins of the main thread, the processor spawns and quickly completes a child thread, and then gets back to the main thread. It finally arrives at the last fork, spawns a child thread and is about to execute v, while u is pushed into its deque. Now a remote processor steals u and start executing the main thread. If v is executed before u, the remote processor will have to make a remote join operation at each of the four joins in the main thread, in order to retrieve the results of the four child threads. We can imagine if there are a sequence of Θ(T∞) joins, Θ(T∞) has to be made.

Proof. Let us first discuss the case when $\frac{T_1}{T_\infty} \leq \frac{nr}{2\log(nr)-1}$. We will prove the lower bound in this case is $\Omega(\frac{T_1}{n} + T_\infty)$. Without loss of generality and for simplicity, assume $\frac{T_1}{T_\infty} = 2^t + 2^{t-1} - 2$, for some integer $t$. Note that $2^t \leq nr$.

Consider a fork-join DAG $G(T_1, T_\infty)$ consisting of a sequence of “diamond” structures, as illustrated in Figure 3.5. The first half of each diamond is a complete binary tree of $2^t - 1$ nodes and the second half is the reverse of the first half—nodes keep joining in pairs until it becomes a single node. Obviously, each diamond has $2^t + 2^{t-1} - 2$ nodes and height $h = 2t - 1$. The DAG consists of $\frac{T_\infty}{h}$ such diamonds.

Now consider an arbitrary algorithm that executes this DAG. Suppose the first node of a diamond is executed by a processor in a cluster at time $t_0$. Since all other nodes of the diamond are descendants of its first node. If there is no remote steal successfully stealing a node of the diamond from that cluster, then the diamond will be executed only by the $n$ processors in the cluster. Thus it takes time $\Omega(\frac{2^t}{n} + h)$ to complete the diamond. If one node of the diamond is stolen by a remote processor, it will take the algorithm at least time $r$ to complete the diamond, as it is the cost to make a remote operation. Since $\frac{2^t}{n} \leq r$ and $h = 2t - 1 < r$, we conclude that the execution time of the diamond
Figure 3.5: The graph on the left presents a diamond structure and the DAG on the right consists of a sequence of four diamonds.

is $\Omega(\frac{2^k}{n} + h)$. Since the $\frac{T_\infty}{h}$ diamonds have to be executed sequentially, the execution time of the entire DAG is $\Omega(\frac{T_\infty}{h} \cdot (\frac{2^k}{n} + h)) = \Omega(\frac{T_\infty}{h} + T_\infty)$.

Now we discuss the case when $\frac{T_1}{T_\infty} > \frac{nr}{\log(nr) - 1}$. The DAG $\mathcal{G}(T_1, T_\infty)$ we want to construct is shown in Figure 3.6. The first node of the DAG forks into two parallel subgraphs that join at the end of the DAG. The left subgraph is a sequence of $\frac{T_\infty - 2}{h}$ diamonds, each having $nr$ nodes, where $h$ is the height of each diamond and we know $h = \Theta(\log(nr))$ (again, without loss of generality and for simplicity, assume $\frac{T_\infty - 2}{h}$ is an integer and $nr$ nodes are just enough to construct a diamond). The right subgraph consists of the rest $(T_1 - 2 - \frac{nr(T_\infty - 2)}{h})$ nodes in an arbitrary form with only one requirement that its critical path length is at most $T_\infty - 2$. As we analyzed before, the execution time of the left subgraph is $\Omega(\frac{T_\infty - 2}{h} \cdot (\frac{nr}{h} + h)) = \Omega(\frac{rT_\infty}{\log(nr)})$. On the other hand, since there are $p$ processors in the system, the execution time of the entire DAG is $\Omega(\frac{T_1}{p})$. Hence the lower bound on the execution time is $\Omega(\frac{T_1}{p} + \frac{rT_\infty}{\log(nr)})$.

Now combining the lower bounds in the two cases we have discussed above, we complete the proof. \qed
3.4.2 Upper bounds of Two Work Stealing Algorithms

In this section, we will show two work stealing algorithms, the local work stealing algorithm and the global work stealing algorithm, achieve good uppers for different ratios of $T_1/T_\infty$.

In the local work stealing algorithm, a processor steals uniformly at random from a processor within the same cluster and hence all steals are local. Since in our theoretical model, a DAG is induced from a single source node held by a processor in a cluster at the start of an execution, the DAG will be executed only by the $n$ processors in the cluster in the local work stealing algorithm. Therefore, the local work stealing algorithm is essentially the classical work stealing running in a single cluster. (Although in practice, different programs that have synchronization points with each other can initially be assigned to different clusters, and those programs together may be considered as a DAG.) Thus, the upper bound of the classical work stealing algorithm in the shared memory model by Arora et al. [7] immediately gives the following bound.

Claim 20 The local work stealing algorithm executes any DAG $G(T_1, T_\infty)$ in expected time $O(T_1/n + T_\infty)$ on a hierarchical system.

Comparing Claim 20 with Theorem 19, we know the local work stealing algorithm is optimal when $T_1/T_\infty \leq \frac{nr}{\log(n^2r)}$. 

Figure 3.6: A DAG $G(T_1, T_\infty)$, where the subgraph on the left branch of the source node is a sequence of diamonds, and the subgraph on the right branch of the source node is an arbitrary DAG.
Since most of the steals in the global work stealing algorithm are remote, each taking time $2r$, one may think the algorithm should be quite inefficient for many programs. Surprisingly, the theorem below shows the global work stealing algorithm actually achieves a very good upper bound, when the the workload of a program is heavy (i.e., $\frac{T_1}{T_\infty}$ is large).

**Theorem 21** The global work stealing algorithm executes any DAG $G(T_1, T_\infty)$ in expected time $O(T_1/p + rT_\infty)$ on a hierarchical system.

It is easy to see that, when $\frac{nr}{\log(nr)} = \frac{T_1}{T_\infty} \leq pr$, the global work stealing algorithm is optimal within a factor of $\Theta(\log(nr))$, and when $\frac{T_1}{T_\infty} \leq pr$, the global work stealing algorithm is optimal. Intuitively, doing remote steals frequently can quickly balance the workload across the system. Also, when the workload is heavy, the cost of remote steals will be negligible compared to the cost of executing the program itself.

The rest of the section is the proof of Theorem 21. We start with the following lemma that bounds the number of remote joins in an execution.

**Lemma 22** In any execution of a fork-join program by the global work stealing algorithm on a hierarchical system, the number of remote join operations is at most twice the number of successful steals.

**Proof.** Suppose a thread $x$ creates a new thread $y$ at a fork $u$ and the two thread will join at node $v$. Without loss of generality, assume the processor $p_0$ currently executing $x$ pushes $x$ into the bottom of its deque and then starts executing $y$. Since it is a fork-join program, we know that the subgraph induced from $y$ is a fork-join DAG, denoted by $G_y$, whose source and sink nodes are $u$ and $v$ respectively. Assume $x$ is not stolen by any other processor. If $p_0$ needs to push nodes at forks in $G_y$ into its deque, the nodes will be put below $x$ in its deque. Since other processors steals nodes from the top of the deque, no nodes in $G_y$ can be stolen and hence $p_0$ will execute all nodes in $G_y$ and finally completes $y$. Now $p_0$ will immediately pop $x$ from its deque and attach the result of $y$ to $x$. Therefore, if $x$ is not stolen, neither of the two join operations for $v$ is remote. In other words, the two join operations for $v$ can be remote only if $x$ is stolen. Therefore the number of remote join operations is at most twice the number of successful steals. □

**Lemma 23** In any execution of $G(T_1, T_\infty)$ by the global work stealing algorithm on a hierarchical system, the expected number of steals is $O(pT_\infty)$.

**Proof.** (Sketch) The proof is a variant of the well-known proof (of Corollary 4 and Lemmas 6–8) in Arora et al.’s paper [7]. The main idea of the proof in Arora et al.’s paper [7] is to analyze the decrease of the potential $\Phi$ which is $3^\Theta(2T_\infty)$ at the beginning of an execution. The decrease of $\Phi$ can be caused by making steals and executing nodes. The proof by Arora et al. shows that $\Phi$ decreases by a constant factor with a constant probability after a period in which $p$ steals are made. Therefore, $\Phi$ becomes 0, which indicates the end of the execution, after $O(pT_\infty)$ steals in expectation.
We only have to make one change to Arora et al.’s proof, in order to apply it to the global work stealing algorithm on a hierarchical system: we show that $\Phi$ decreases by a constant factor with a constant probability after a period in which $2p$ remote steals are made (instead of $p$ steals). The idea behind it is that each remote join operation takes time $2^r$ on a hierarchical system and hence the decrease of $\Phi$ caused by a remote join operation takes affects in time $2^r$. Since each remote steal also takes time $2^r$, we know that after $2p$ remote steals have been made, all the remote joins that occurred during the period in which the first $p$ of the $2p$ remote steals were done must have been completed. The rest of the proof is identical to those of Corollary 4 and Lemmas 6–8 in Arora et al.’s paper [7] and hence we omit it due to space limits.

We complete the proof by observing that the total number of steals has the same bound, as in expectation the number of remote steals is $\frac{k-1}{k}$ of the total number of steals.

Now we are ready to prove Theorem 21.

Proof of Theorem 21. Processors in a work stealing algorithm only have three kinds of actions—executing a node, making a steal, and doing a remote join operation. Suppose an execution finishes in time $T$. Thus, we know that $pT \leq T_1 + 2r \cdot (N_s + N_j)$ and hence $T \leq \frac{T_1}{p} + \frac{2r(N_s + N_j)}{p}$, where $N_s$ is the number of steals and $N_j$ is the number of remote join operations. By Lemmas 22 and 23, $N_s = O(pT_1)$ in expectation and $N_j \leq N_s$. Therefore $T = O\left(\frac{T_1}{p} + rT_\infty\right)$ in expectation.

3.5 Bounds for $s$-Bounded Programs

3.5.1 Lower Bound for Work Stealing Algorithms

We now discuss the bounds for work stealing on $s$-bounded programs which we think are the programs we encounter most in practice.

Theorem 24 below shows that no work stealing algorithm can beat the lower bound in Theorem 19 even for $s$-bounded divide-and-conquer algorithms, a subclass of $s$-bounded fork-join programs.

**Theorem 24** Given any $T_1 \geq 8nr$ and $T_\infty$, and any positive integer $s = O(r)$, there is a divide-and-conquer DAG $G(T_1, T_\infty, s)$ that any work stealing algorithm takes expected time $\Omega\left(\min\left\{\frac{T_1}{n} + T_\infty, \frac{T_1}{p} + \frac{rT_\infty}{\log(\frac{T_1}{r})}\right\}\right)$ to execute on a hierarchical system.

**Proof.** When $T_1 = O(nT_\infty)$, $\frac{T_1}{n} + T_\infty = O(T_\infty)$. Therefore the bound $\Omega\left(\frac{T_1}{n} + T_\infty\right)$ holds in this case, as $\Omega(T_\infty)$ is a lower bound for any DAG whose critical path length is $T_\infty$. The rest of the proof will focus on the case when $T_1 > nT_\infty$.

For simplicity, we will hide some annoying constants in the proof and use asymptotical notations (usually the $\Theta$ notation) instead, as the lower bounds we want to prove won’t be affected this way and our proof is essentially similar to that of Theorem 19.

The main idea is to construct a series of “hexagon” structures recursively. As shown in 3.7, the first part of a hexagon is a complete binary tree of $\max\left\{\frac{4nr}{r}, 4n\right\}$ leaves and of height $\Theta\left(\log\left(\frac{T_1}{r}\right)\right)$. For simplicity, we assume $s \leq r$ and hence there are $4nr$ leaves. (When $s > r$, the proof is almost
identical and hence we omit it in the paper.) All the \( \frac{4nr}{s} \) leaves each spawn a sequence of \( s \) nodes, representing \( \frac{4nr}{s} \) threads each having \( s \) nodes to execute after their last forks. Finally, the threads join in pairs at recursively and eventually join into a single node.

The series of hexagons we want to construct is illustrated in Figure 3.8. We choose one of the \( \frac{4nr}{s} \) threads in the first hexagon uniformly at random, and replace its \( s \) nodes between the last fork and the first join with another hexagon recursively, we replace the \( s \) sequential nodes of a random thread in the \( i \)th hexagon with the \((i+1)\)th hexagon until we reach the last hexagon we want to create. If there are \( t \) hexagons, it is not hard to see that the whole structure has \( S_t = \Theta(tnr) \) nodes and height \( H_t = \Theta(t \log(\frac{nr}{s})) \), for \( t \geq \frac{s}{\log(\frac{nr}{s})} \).

Now consider the case when \( 8nT_\infty < T_1 \leq \frac{nrT_\infty}{\log(\frac{nr}{s})} \). Suppose \( T_1 = \Theta(\frac{dnT_\infty}{\log(\frac{nr}{s})}) \), for some integer \( d \) such that \( \log(\frac{nr}{s}) < d < r \). Let \( t \) be the largest integer such that \( S_t < T_1 \), where, as we defined before, \( S_t \) is the number of nodes in a series of \( t \) hexagons. The DAG we construct is a series of \( t \) hexagons, with the last node of the first hexagon followed by an arbitrary DAG \( G'(T_1 - S_t, T_\infty - H_k) \) in order to make the entire DAG a \( G(T_1, T_\infty, s) \). It is not hard to prove that \( S_t = \Theta(T_1) \) and \( t = \Theta(\frac{dT_\infty}{r \log(\frac{nr}{s})}) \), when \( T_1 > 8nr \) (so that the nodes are enough to construct a DAG with as least one hexagon).

We will now prove that the expected execution time of the \( t \) hexagons by any work stealing algorithm is \( \Omega(\frac{dT_\infty}{\log(\frac{nr}{s})}) \) and hence the bound \( \Omega(\frac{T_1}{n} + T_\infty) = \Omega(\frac{dT_\infty}{\log(\frac{nr}{s})}) \) holds in this case. It suffices to prove that, after reaching the first node of a hexagon, it takes any algorithm expected time \( \Omega(r) \) to reach the next hexagon.
Figure 3.8: The first two hexagons in a series of hexagons. The $s$ sequential nodes of a randomly chosen thread in the first hexagon (on the left-hand side) is replaced by the second hexagon.

Suppose the first node of a hexagon is about to be executed by a processor in a cluster. If a remote processor steals a node that is an ancestor of the next hexagon, it is obvious that it takes at least time $r$ for the node to get to the remote processor, and hence time $\Omega(r)$ to reach the next hexagon in this case. Since there are $\frac{4nr}{s}$ threads in the hexagon and those threads are identical before the last layer of forks, we can conclude that if the first node of the next hexagon has not been reached and remote processors have stolen nodes that will spawn more than $\frac{2nr}{s}$ threads of the current hexagon, then with probability at least $\frac{1}{2}$ the thread spawning the next hexagon is in those threads. Hence the lower bound of expected time $\Omega(r)$ holds in this case.

On the other hand, suppose remote processors only steal nodes that will spawn no more than $\frac{2nr}{s}$ threads and the one spawning the next hexagon remains in the cluster. Now the $n$ processors in the cluster will have to find out the thread containing the next hexagon out of more than $\frac{2nr}{s}$ seemingly identical threads. Note that if a processor in a work stealing algorithm reaches the first node of a thread after the last fork, it won’t do anything else until it finishes all the $s$ nodes. Therefore, with probability at least $\frac{1}{2}$ the first $\frac{2n}{s}$ threads whose nodes after the last layer of forks are executed do not include the one spawning the next hexagon and the execution time is already $\Omega(\frac{nr^2}{s^2}) = \Omega(r)$. This completes the proof for the case when $8nT_\infty < T_1 \leq \frac{nrT_\infty}{\log(\frac{nr}{s})}$.

Now we prove the bound $\Omega(\frac{T_1}{p} + \frac{rT_\infty}{\log(\frac{nr}{s})})$ for the case when $T_1 > \frac{nrT_\infty}{\log(\frac{nr}{s})}$. Since $\Omega(\frac{T_1}{p})$ always holds for any system of $p$ processors, we will prove $\Omega(\frac{rT_\infty}{\log(\frac{nr}{s})})$. The proof is similar to that of Theorem 19 and hence we will keep it brief. The DAG $G(T_1, T_\infty, s)$ we want to construct is similar to the one in Figure 3.6: a single node forking into two subgraphs that eventually join. The left subgraph is a series of $\Theta(\frac{T_\infty}{\log(\frac{nr}{s})})$ hexagons that we explained above and the right subgraph contains the rest of nodes in an arbitrary form. As we proved before, it takes any work stealing algorithm expected
time $\Omega(r \cdot \frac{T_s}{\log(\frac{N}{r})})$ to execute the left subgraph, which completes the proof. 

### 3.5.2 Unbalanced Work Stealing and Its Upper Bound

We say a work stealing algorithm is an unbalanced work stealing algorithm, if in any execution, 1) each processor pushes and pops threads through the bottom of its deque, 2) each local steal of a processor chooses a victim processor uniformly at random from the same cluster, 3) each remote steal of a processor chooses a victim processor uniformly at random from other clusters, 4) each steal takes only the first thread from the top of the victim’s deque, 5) after a processor made a remote steal, its next steal is a local steal with probability at least $c$, for a constant $c$, and 6) $N_{rem} \leq N_{loc} \leq \lambda \cdot N_{rem}$, where $\lambda = \Theta(r)$, $N_{rem}$ is the number of remote steals and $N_{loc}$ is the number of local steals in the execution.

The first three rules are standard in most work stealing algorithms in the literature. Rule 4 is also the strategy many existing algorithm uses. However in other algorithms, a thief processor can steal multiple threads (e.g., half of the threads) from a deque. Rule 5 implies that after making a remote steal, a processor is likely to make a local steal. Rule 6 means intuitively that the algorithm has a bias towards local steals while still making enough remote steals.

The most common heuristic we find in the existing work stealing algorithms for hierarchical systems is to have each processor make more local steals than remote steals, hoping that this can reduce the number of costly remote operations while most processors can have enough work to do by only balancing workloads locally most of the time [62].

Algorithms using this heuristic usually behave like unbalanced work stealing algorithms, at least when running on unbalanced programs in which workloads cannot keep evenly distributed among clusters for long without remote steals. Since unbalanced programs are usually the ones on which algorithms performance worst in practice, we believe we can measure the performance bounds of many work stealing algorithms using this heuristic, by proving the bounds of the class of unbalanced work stealing algorithms.

When the workload is light, the local work stealing algorithm has an optimal upper bound, as we showed before. Since algorithms with this heuristic are in favor of local steals, they should work well in this case. Theorem 25 indicates that algorithms using this heuristic are likely to have good performance guarantees for $\Omega(r)$-bounded fork-join programs, when the workload is heavy, i.e., $\frac{T_1}{T_\infty}$ is big, and each thread contains a relatively large amount of work.

**Theorem 25** An unbalanced work stealing algorithm executes any $s$-bounded DAG $\mathcal{G}(T_1, T_\infty)$ in expected time $O(T_1 \frac{1}{p} + rT_\infty)$ on a hierarchical system, for any $s = \Omega(r)$.

The proof of Theorem 25 is based on the following lemma.

**Lemma 26** In any execution of a DAG $\mathcal{G}(T_1, T_\infty, s)$ by any work stealing algorithm on a hierarchical system, the number of joins is no more than $\frac{T_1}{s}$. 

Proof. The proof is simple. Since each thread in an $s$-bounded DAG $G(T_1, T_\infty)$ has at least $s$ nodes and there are in total $T_1$ nodes in the DAG, the number of threads is at most $\frac{T_1}{s}$. Since a join in a fork-join DAG is the end of a thread, the number of joins is bounded by the number of threads in the DAG and hence is at most $\frac{T_1}{s}$.

Proof of Theorem 25. By the definition of unbalanced work stealing algorithms, after a processor made a remote steal, its next steal is a local steal with probability at least $c$, for some constant $c$. Suppose a processor makes $m$ remote steals in an execution. We call each odd-numbered one of these $m$ remote steals and the steal of the processor after it (which is a local steal with probability at least $c$) a steal couple. Thus, the processor has $\lceil m/2 \rceil$ steal couples and they don’t overlap. It is easy to see that by making a steal couple, the processor steals each other processor in the system with probability at least $\min\{\frac{1}{n(k-1)}, \frac{1}{c(n-1)}\} > \frac{1}{cп}$. Therefore, by the same proof of Lemma 23, we can prove that the expected number of steal couples by all processors in an execution is $O(p T_\infty)$. Hence, the expected number of remote steals in an execution is also $O(p T_\infty)$.

The rest of the proof is similar to that of Theorem 21. The execution time of an unbalanced work stealing algorithm is $T \leq T_1 \frac{p}{r} + \frac{2r(N_{rem} + N_j) + N_{loc}}{p}$, where $N_{rem}$ is the number of remote steals, $N_{loc}$ is the number of local steals, and $N_j$ is the number of remote join operations. Since $N_{rem} = O(p T_\infty)$ in expectation, $N_{loc} = O(r N_{rem})$ by definition, and $N_j = O(T_1)$ by Lemma 26, we have $T = O(\frac{T_1}{p} + r T_\infty)$ in expectation. □

As a byproduct, the following theorem shows that The global work stealing algorithm, even without the attaching scheme, has the same upper bound for $\Omega(r)$-bounded fork-join programs.

Theorem 27 The global work stealing algorithm, even without the attaching scheme, executes any DAG $G(T_1, T_\infty, s)$ in expected time $O(\frac{T_1}{p} + r T_\infty)$ on a hierarchical system, for any $s = \Omega(r)$.

Proof. The proof is similar to that of Theorem 21. Lemma 26 indicates any work stealing algorithm incurs only $O(\frac{T_1}{p})$ remote join operations in an execution of a DAG $G(T_1, T_\infty, s)$, when $s = \Omega(r)$. Also note that Lemma 23 still holds for $s$-bounded DAGs. The execution time of the global work stealing algorithm without the attaching scheme is $T \leq T_1 \frac{p}{r} + \frac{2r(N_s + N_j)}{p}$, where $N_s$ is the number of steals and $N_j$ is the number of remote join operations. Since $N_s = O(p T_\infty)$ in expectation and $N_j = O(\frac{T_1}{p})$, we have $T = O(\frac{T_1}{p} + r T_\infty)$ in expectation. □
Chapter 4

Work Stealing for Linearizable Futures

This chapter presents our work on linearizable futures, a new type of futures invented recently [53] to handle functions with side effects, especially for method calls to long-lived shared data structures. We propose a new program model, called the linearizable-futures model, that supports both futures without side-effects, which we call normal futures, and futures that exist for their side-effects, which we call linearizable futures. We use this model to propose a novel work-stealing scheduler that facilitates the kind of combining and elimination optimizations supported by linearizable futures.

The rest of the chapter is organized as follows. Section 4.1 shows the related work. In Section 4.2, we explain our new program model, linearizable-futures model, in detail. In Section 4.3, we show how to modify work stealing for linearizable-futures model, in order to make good use of combining and elimination optimizations. Finally we prove in Section 4.4 that the modified work stealing, combined with combining and elimination, achieves very good performance bounds with respect to its execution times on programs in linearizable-futures model.

4.1 Related Work

Futures were first proposed by Halstead [41, 42] and have been well studied since then (e.g., [55, 8, 58, 31, 16, 77, 32]), sometimes under different names. They are a flexible way to structure parallel programs, as the future-parallel model is a generalization of the widely used fork-join model (also called nested-parallel model) [13, 15, 17].

Futures are well suited to dynamic load-balancing techniques such as the popular work stealing scheduler [20]. Arora et al. [7] proved that (parsimonious) work stealing achieves the asymptotically best speedup for the parallel execution of a program in the future-parallel model. If a program in the future-parallel model is written in a natural, structured way [47], its parallel execution using work stealing also guarantees good cache locality, much better than a worst-case unstructured program [1,
Kogan and Herlihy [53] recently proposed futures for side-effects, intended to facilitate batching optimizations such as combining [39, 37, 46] and elimination [45, 63, 72]. An operation on a shared data structure immediately returns a future, and a later touch will retrieve the return value of the operation, as soon as that value is ready. Since operations on shared objects have side-effects, it is necessary to specify when these side-effects might be observed. Three alternative correctness conditions were proposed: *strong*, *medium*, and *weak futures linearizability*. These conditions should be thought of as extensions to linearizability [49], a widely used correctness condition in distributed and parallel computing.

Here, we restrict our attention to medium futures linearizability, arguably the most useful of the futures-based extensions to linearizability. For brevity, futures satisfying this condition are called *linearizable futures* here.

### 4.2 Linearizable-Futures Model

#### 4.2.1 Normal Futures and Linearizable Futures

As noted, futures [41, 42] are an attractive way to structure parallel computation. When a thread creates an expression (usually a method call) with a keyword *future*, a new thread, called a *future thread* or a *future* for short, is spawned to compute that expression in parallel with the thread that created it. When a thread needs the result of that expression, it applies a *touch* operation to that future. If the result is ready, it is returned to the touching thread, and otherwise the touching thread blocks until the result becomes ready (see Figure 4.1 for an example). A future thread itself can even create new futures.

```plaintext
Future x = Future fibonacci(3); // fibonacci(3) and fibonacci(5) are
Future y = Future fibonacci(5); // method calls created as futures
...
Int a = x.touch() + y.touch();
```

Figure 4.1: Pseudocode for computing the sum of the third and the fifth Fibonacci numbers using futures.

In prior models, futures are deterministic in a program (with a given input): the sequence of a future thread’s instructions are fixed in all executions, no matter how those instructions are interleaved with other threads. Once we introduce threads with asynchronous side-effects, we can no longer guarantee determinism. Instead, we allow future threads to be *regular*: in any execution of a program, (1) the number of a regular thread *t*'s instructions is fixed, (2) the futures and touches
4.2.2 The Model

In this paper, we propose a new parallel program model, called linearizable-futures model, that exploits both normal futures and linearizable futures in a structured way. Suppose there are multiple main threads (which represent multiple independent programs in practice) in a program, each having its own, side-effect free computation. The main threads also need to communicate with each other by accessing shared objects in the shared memory. As we can imagine, an efficient way to run this program is to have each main thread spawn “worker threads” to execute its local, computationally heavy work in parallel, and also have each main thread create linearizable futures to apply operations to shared objects in order to communicate with other main threads. Our linearizable-futures model captures this scenario.

More specifically, a program in linearizable-futures model consists of some independent main threads and their descendant threads which are normal futures and linearizable futures. The main

---

1In fact, the number of instructions of a thread is allowed to vary within a constant factor, and the positions of futures and touches can move within a constant number of instructions, as long as their order is preserved. We ignore these variations, as they are negligible in our theoretical performance analysis, and do not seem useful in practice.

2Intuitively, the instructions between two successive touches are required to be side-effect free. We define it this way, because in our new program model, introduced later, only the touch operations in a regular thread can return data from shared objects, causing nondeterminism in the thread.
threads and the normal futures are *regular*. A main thread can spawn and touch both normal futures and its own linearizable futures. A normal future thread, which is spawned directly or indirectly by a main thread, can only create and touch normal futures, but not linearizable futures, as linearizable futures are designed for operations on shared objects by main threads. A linearizable future thread can neither create nor touch any type of futures, since in practice an operation on a shared object is executed by a single thread. We also require each future to be touched only once (note that the thread touching a normal future doesn’t have to be the one that created that future). This requirement is beneficial in practice for reasons such as that it makes the implementations of future-touches simpler and have lower overheads [16], and that the requirement, together with another practical constraint proposed in the well-structured future-parallel model in [47], guarantees good cache locality bounds for parallel executions by work stealing scheduler.

We believe that writing a parallel program in linearizable-futures model is easy and natural: When we want to execute some side-effect free computation in a thread in parallel, or when we want to split a thread into two or more to run different parts of a program later, we create a normal future in that thread, and we may have the newly spawned normal future thread create more normal futures further, if necessary; When a main thread needs to exchange information with other main threads, we have it create a linearizable future to apply an operation to a shared object, which is the standard way of communication in shared-memory systems.

Unlike the previous future-parallel models, our model supports nondeterminism by the use of linearizable futures, with a clear correctness condition—medium futures linearizability. Although the requirement that main threads and normal futures must be regular limits the degree of nondeterminism, in return it avoids a program to be notoriously hard to reason about and debug, by forcing nondeterminism to be caused only by single-purpose linearizable future threads and keeping the structure of the program unchanged in all parallel executions.

### 4.2.3 Computation DAG

For theoretical analysis, an execution of a program is modeled as a directed acyclic graph (DAG). A node in a DAG represents an instruction and a directed edge \((u, v)\) represents the dependency constraint that \(v\) must be executed after \(u\). Therefore, a node is able to execute when all its parent nodes have been executed. A node that creates a future is called a *fork* and a node that touches a future is called a *touch*. The most common edges in a DAG are *continuation edges*, which point from one node to the next in the same thread. Thus, a *thread* is a maximal chain of nodes connected by continuation edges. There are three other types of edges (Figure 4.2 shows a DAG consisting of edges of all these types):

- *future edges*, which point from a fork \(u\) to the first node of the future thread spawned by \(u\).
- *touch edges*, which point from the last node of a future thread \(f\) to a touch \(v\) in another thread that touches the future computed by \(f\).
• order edges, which point from the last node of a linearizable future $f_1$ on object $o$ created by a thread $t$ to the first node of the next linearizable future $f_2$ on $o$ created by $t$, indicating that $f_2$ cannot be executed until $f_1$ has finished, according to medium futures linearizability.

Figure 4.2: A main thread $t$ spawns two linearizable futures $f_1$ and $f_2$, both on object $o$, at forks $v_1$ and $v_2$ respectively. $v_3$ and $v_4$ are touches of $f_1$ and $f_2$ respectively. By definition, $(v_1, v_5)$ and $(v_2, v_7)$ are future edges. $(v_6, v_4)$ and $(v_8, v_3)$ are touch edges. $(v_6, v_7)$ is an order edge. All the other edges are continuation edges.

A DAG consists of some main threads that don’t have dependency constraints on each other, and some normal futures and linearizable futures spawned directly or indirectly by them. Since each node is a single instruction, it cannot spawn multiple futures or touch multiple futures. Combining this with the fact that each future can be touched only once, we can conclude that each node has in-degree and out-degree either 1 or 2, except that the first and the last nodes of each main thread have in-degree 0 and out-degree 0, respectively. A critical path of a DAG is a longest directed path in the DAG and the length (i.e., the number of nodes) of a critical path is sometimes called the computation span of the DAG. In the next subsection, we will show how to generalize the DAG model to represent programs that support combining and elimination optimizations.

4.2.4 Combining and Elimination

Kogan and Herlihy [53] shows that if shared object operations are created as futures, some powerful optimizations, such as combining and elimination, can be applied to a program. Since a linearizable
future doesn’t have to be executed immediately after its creation, a clever scheduler can delay its execution until it can be done efficiently. For instance, consider a shared queue implemented as a linked list and \( k \) enqueue operations created as \( k \) linearizable futures by a thread. If a thread can execute those \( k \) enqueue operations together, it can locally make them a linked list in the same order as they were created, and then append them to the linked list of the shared queue by only one CAS operation. Since local operations are usually much faster than operations on a shared object, this combining optimization will largely boost the performance of the execution, compared to simply enqueuing \( k \) elements one by one. Similarly, if a push operation and a pop operation on the same shared stack object can be combined locally, they can be canceled out by an elimination optimization, without even accessing the shared stack.

As the main results of the paper, we will show in Section 4.4 that work stealing scheduler, with some modifications, can make good use of combining and elimination optimizations in our model. As Kogan and Herlihy did in [49], we only consider combining and eliminating linearizable futures on the same object created by the same thread. Modeling and analyzing the performance of combining and eliminating linearizable futures created by different threads is out of the scope of the paper, and we consider it an interesting open question for future work.

Since we focus on the analysis of “local” combining and elimination, we make a simplification to our model to assume that the length of the thread that groups some linearizable futures to execute together (with possible combining and elimination) is fixed, regardless of the execution of any other part of the program. For instance, let \( f_0, f_1, f_2 \) and \( f_3 \) be the linearizable futures on object \( o \) created by the same thread \( t \). Grouping \( f_1 \) and \( f_2 \) to execute together will replace these two future threads by a new thread \( g(f_1 \cup f_2) \) in the DAG, as illustrated in Figure 4.3, and the length of \( g(f_1 \cup f_2) \) is fixed in all executions where \( f_1 \) and \( f_2 \) are grouped with no other futures. Since we cannot group \( f_1 \) and \( f_2 \) until \( f_2 \) is created, \( g(f_1 \cup f_2) \) is spawned at the fork of \( f_2 \). The touch of \( g(f_1 \cup f_2) \) is the same as the earlier one of the touches of \( f_1 \) and \( f_2 \), which is the touch of \( f_2 \) in this case. Because of medium futures linearizability, there is an order edges from the last node of \( f_0 \) to the first node of \( g(f_1 \cup f_2) \), and an order edges from the last node of \( g(f_1 \cup f_2) \) to the first node of \( f_3 \). Note that only consecutive linearizable futures can be grouped, according to medium futures linearizability (e.g., if \( f_0 \) and \( f_2 \) are grouped, then executing \( f_1 \) either before or after \( g(f_0 \cup f_2) \) violates medium futures linearizability).

Formally, let \( f_0, f_1, ..., f_n \) denote all the linearizable futures on object \( o \) created by thread \( t \) in a program, where \( f_i \) is created before \( f_{i+1} \) for all \( 0 \leq i \leq n - 1 \). If a thread, denoted by \( g(f_i \cup f_{i+1} \cup ... \cup f_j) \), takes \( f_i, f_{i+1}, ..., f_j \) to execute together in an execution, for some \( 0 \leq i \leq j \leq n \), we say \( g(f_i \cup f_{i+1} \cup ... \cup f_j) \) is a future group (or a group for short) in that execution. In the DAG of that execution, future threads \( f_i, f_{i+1}, ..., f_j \) are replaced by thread \( g(f_i \cup f_{i+1} \cup ... \cup f_j) \), where \( g(f_i \cup f_{i+1} \cup ... \cup f_j) \) is created at the fork that creates \( f_j \) and touched by the earliest one among the touches of \( f_i, f_{i+1}, ..., f_j \). If \( i > 0 \), there is an order edge from the last node of the group \( f_i \) is in, to the first node of \( g(f_i \cup f_{i+1} \cup ... \cup f_j) \). If \( i < n \), there is an order edge from the last node of \( g(f_i \cup f_{i+1} \cup ... \cup f_j) \) to the first node of the group \( f_{j+1} \) is in.
If a linearizable future \( f_k \) is executed solely in an execution, we still consider it as a future group \( g(f_k) \), in order to keep notations consistent. Thus, all linearizable futures are replaced by future groups in the DAG of an execution. When we say the fork (resp. the touch) of a linearizable future \( f \) in a DAG, we refer to the node where \( f \) is created (resp. touched) in the original program, although that node is not necessarily the fork (resp. the touch) of a future group in the DAG. When we say the DAG of a program, we refer to the DAG of an execution of the program where each linearizable future is executed solely as a group.

Let \( T(g) \) denote the number of nodes of group \( g \), i.e., the length or the execution time of \( g \). If both combining and elimination can be applied to the program whenever possible, we assume \( T(g(f_i \cup f_{i+1} \cup ... \cup f_j)) \) is fixed in any execution of the program and satisfies the inequalities of combining and elimination:

\[
0 \leq T(g(f_i \cup f_{i+1} \cup ... \cup f_j)) \leq T(g_1) + T(g_2) + ... + T(g_k)
\]

where \( g_1, g_2, ..., g_k \) are a partition of \( f_i, f_{i+1}, ..., f_j \), i.e., future groups that execute disjoint subsets of \( f_i, f_{i+1}, ..., f_j \) and collectively execute all \( f_i, f_{i+1}, ..., f_j \), such that if \( f_a \) is in \( g_c \) and \( f_b \) is in \( g_d \) for some \( i \leq a < b \leq j \), then \( 1 \leq c \leq d \leq k \).

The two bounds in the inequalities of combining and elimination show that (1) in the best case, where \( f_i, f_{i+1}, ..., f_j \) can be entirely canceled out, no work is needed, (2) executing \( f_i, f_{i+1}, ..., f_j \) together in a single group won’t be less efficient than splitting them into subgroups to execute one by one (because a group can always simulate the execution of its subgroups if that is the most efficient way), and (3) in the worst case \( T(g(f_i \cup f_{i+1} \cup ... \cup f_j)) = T(g(f_i)) + T(g(f_{i+1})) + ... + T(g(f_j)) \), where no optimization can be applied to those futures, then \( g(f_i \cup f_{i+1} \cup ... \cup f_j) \) has to execute
those linearizable futures one by one. Note that the inequalities of combining and elimination is a
very weak assumption, allowing the performance of a future group be to anything between the two
extreme cases.

If only combining is applied to the program, then we assume $T(f_i \cup f_{i+1} \cup \ldots \cup f_{i+k})$ is fixed in
any execution and satisfies the inequalities of combining:

$$T(g^*) \leq T(g(f_i \cup f_{i+1} \cup \ldots \cup f_j)) \leq T(g_1) + T(g_2) + \ldots + T(g_k)$$

where $g^*$ is a subgroup of $g(f_i \cup f_{i+1} \cup \ldots \cup f_j)$, i.e., a future group $g(f_a \cup f_{a+1} \cup \ldots \cup f_b)$, for some
$i \leq a \leq b \leq j$.

The inequalities of combining capture the fact that if we cannot cancel out operations, combining
a group of linearizable futures to execute usually takes at least the time needed for executing any
subgroup of them (in the best case, it takes the time needed for executing a single linearizable
future in the group). Although the inequalities of combining are slightly more restricted than
the inequalities of combining and elimination, we believe they are still a reasonable assumption in
many cases in practice, as efficient elimination is feasible only for specific data structures in specific
situations.

4.3 Lazy Work Stealing

Given a program with futures, we still need a scheduler to assign the threads of the program to
different processors in order to run them in parallel. Work stealing [20, 7] is the most popular
scheduler for programs in the original future-parallel model, achieving very good load balancing and
low scheduling overheads. In this section, we propose a modified work stealing scheduler, called lazy
work stealing, for programs in linearizable-futures model. We will show in the next section that lazy
work stealing can make good use of combining and elimination, by proving good theoretical bounds
on its performances.

As in the original work stealing scheduler, each processor in lazy work stealing has its own double-
ended queue (deque) to store the threads it created that are ready to execute (in fact, the deque stores the next available nodes of those threads). When a processor executing a thread spawns a
normal future thread at a fork, it chooses either the current thread or the newly spawned thread to
execute, and push the other into the bottom of its deque. When a processor doesn’t have a thread
to work on, it pops the first thread from the bottom of its deque to execute if the deque is not
empty, and otherwise it randomly chooses another processor and steals the first thread from the top
of that thread’s deque to execute. At the beginning of an execution of a program, the main threads
of the program are stored in the deques of some arbitrary processors, so active processors can start
popping them out to execute. The execution finishes when all threads (all nodes) in the program
have been executed.

To deal with linearizable futures and make good use of combining and elimination, lazy work
stealing also does the following:
• For each thread $t$ and each shared object $o$, all the ready linearizable futures on $o$ created by $t$ are stored together in the shared memory, forming a linked list $\ell$ in the order they were created. (Note that linearizable futures in the same linked list can be created by different processors, as $t$ can be executed by different processors at different times.)

• When a processor executing $t$ spawns a linearizable future $f$ on $o$ at a fork, it always continues to execute the current thread $t$ and appends $f$ to the linked list $\ell$ of the ready linearizable futures on $o$ created by $t$. If $f$ is the last linearizable future on $o$ created by $t$ before the first of the touches of all the ready linearizable futures (including $f$) on $o$ by $t$, the processor also creates a pointer node pointing to the head of $\ell$ and pushes the pointer node to the bottom of its deque (see Figure 4.4).

• When the node a processor pops or steals from a deque is a pointer to the linked list of the ready linearizable futures on $o$ created by $t$, the processor groups those linearizable futures to execute together, with combining and elimination if possible.

![Figure 4.4: An example illustrating how lazy work stealing works when a processor $P$ is executing node $v$ in thread $t$. First, $f_3$ is added to the linked list of ready linearizable futures on object $o$ created by thread $t$. Since $f_3$ is the last future on $o$ before the first touch of the ready futures on $o$ (i.e., the touch of $f_3$), a pointer node to the linked list is pushed into the bottom of $P$’s deque.](image)

We can observe that using lazy work stealing, linearizable futures can be executed only if the
pointer to the linked list containing them has been pushed into a deque. It is also easy to see that in any execution linearizable futures are always partitioned into the same groups to execute.

Now we explain why a linked link described above can be easily and efficiently implemented. We can, for example, maintain a hash table and use \( t \) and \( o \) as the key to quickly find the location of the linked list for ready linearizable futures on \( o \) created by \( t \). The linked list is created dynamically only when a linearizable future on \( o \) is created by \( t \), and its memory can be freed when all the ready linearizable futures have been executed, so lazy work stealing won’t take much extra memory in general. Also note that (1) only one processor takes control of thread \( t \) at a time and (2) when a processor executes the future group for the ready linearizable futures on \( o \) created by \( t \), no more linearizable futures on \( o \) will be added to that linked list, as the creation (fork) of the next linearizable future on \( o \) created by \( t \) is after the touch of that future group. Therefore, we can conclude that only one processor at a time can update the linked list and hence a simple implementation of the linked list without supporting concurrency will suffice.

The only tricky part in the implementation of lazy work stealing is to figure out whether a linearizable future on \( o \) is the last one before the first touch of the ready linearizable futures on \( o \) in the same thread. To achieve that, we can, for example, have the compiler find out and mark all the linearizable futures of that kind when it compiles the program. Alternatively, we can have the programmer (or the IDE automatically) mark those linearizable futures when the programmer is writing the program. Given that futures and touches are key words explicitly written in the program, both methods should be easy and convenient.

4.4 Performance Analysis of Lazy Work Stealing

One may concern that lazy work stealing is very inefficient in some scenarios, as lazily waiting for all linearizable futures to be created before executing them can sometimes waste too much CPU time of the idle available processors. In this section, we prove that lazy work stealing performs well in linearizable-futures model, having the best bounds on execution times that any non-clairvoyant scheduler can achieve. Moreover, we prove that in many cases, the performance of lazy work stealing is also close to that of an optimal offline scheduler. Note that in our analysis, we assume each processor can execute different main threads and future threads in an execution, but our results also apply to the case where each processor is assigned to only one main thread and its descendant threads all the time, which is usually the case in hierarchical shared memory systems.

Consider a group \( g \) of linearizable futures on object \( o \) created by thread \( t \) in an execution of a program. We define the span of \( g \) as the path in thread \( t \) from the fork that creates the first future in \( g \) to the last touch of the futures in \( g \). The span of \( g \) is divided into three segments—the creation span, the middle span, and the touch span. The creation span of \( g \) is from the the fork that creates the first future in \( g \) to the fork that creates the last future in \( g \). The middle span of \( g \) is from the fork that creates the last future in \( g \) to the first touch of the futures in \( g \). The touch span of \( g \) is from the first touch to the last touch of the futures in \( g \). For instance, in any execution of the program
in Figure 4.4 by lazy work stealing, \( f_1, f_2 \) and \( f_3 \) are grouped, and the creation, middle and touch spans of group \( g(f_1 \cup f_2 \cup f_3) \) are the paths from the fork of \( f_1 \) to \( v \), from \( v \) to the touch of \( f_3 \), and from the touch of \( f_3 \) to the touch of \( f_1 \), respectively, in thread \( t \).

We will prove theoretical bounds for programs in general form and programs in a special form, called well-formed programs, in linearizable-futures model. A program in linearizable-futures model is well formed, if in the DAG of any execution by lazy work stealing, the spans of future groups on the same object created by the same thread don’t overlap. Intuitively, this means that once a thread touches a linearizable future on object \( o \), it has to touch all the other ready linearizable futures on \( o \) it has created, before it can create new linearizable futures on \( o \) (see Figure 4.5). It is easy to see that a well-formed program implicitly divides linearizable futures into the same groups as lazy work stealing does.

Recall that in all executions of a program by lazy work stealing, linearizable futures are partitioned into the same groups and all those executions can be represented as the same DAG. We
define the *containment level of a program* with respect to the DAG $G$ of its executions by lazy work stealing as follows. Let the size of a future group be the number of linearizable futures in that group. We define the *containment level of the creation span* (resp. the touch span) of a group $g$ in $G$ as the number of different shared objects on which there are future groups of size at least 2 whose middle spans are contained in the creation span (resp. the touch span) of $g$. The *containment level of $g$* is the maximum of the containment level of the creation span of $g$ and the containment level of the touch span of $g$. Finally, the *containment level of a program* is the maximum of the containment levels of all the future groups in $G$. We will show later in the section that the containment level of a program is often a small constant in practice.

The main results about the performance of lazy work stealing are as follows:

**Theorem 28** Given a program with combining optimization in linearizable-futures model, its execution time by an optimal offline scheduler is $\Theta(\frac{T_1}{PA} + T_\infty)$, where $T_1$ and $T_\infty$ are the number of nodes and the length of a critical path in the DAG of the execution respectively, and $PA$ is the average number of available processors in the execution. Its execution time by lazy work stealing is $O(\frac{T_1}{PA} + (c + 1)T_\infty)$ in expectation, where $c$ is the containment level of the program and $PA'$ is the average number of available processors in the execution.

**Theorem 29** Given a well-formed program with combining and elimination in linearizable-futures model, its execution time by an optimal offline scheduler is $\Theta(\frac{T_1}{PA} + T_\infty)$, where $T_1$ and $T_\infty$ are the number of nodes and the length of a critical path in the DAG of the execution respectively, and $PA$ is the average number of available processors in the execution. Its execution time by lazy work stealing is $O(\frac{T_1}{PA'} + (c + 1)T_\infty)$ in expectation, where $c$ is the containment level of the program and $PA'$ is the average number of available processors in the execution.

We start with the proofs of the lemmas for proving Theorem 29.

**Lemma 30** Let $T_1$ be the number of nodes in the DAG $G$ of any execution of a well-formed program by lazy work stealing. The number of nodes in the DAG of any execution of that program by any scheduler is at least $T_1$.

**Proof.** Consider a linearizable future $f$ on object $o$ created by a main thread $t$ and the group $g$ that $f$ is in in $G$. Since the program is well formed, any linearizable future on $o$ created by $t$ that is not in $g$ cannot be grouped with $f$ in any execution by any scheduler. This implies any scheduler can either group all the linearizable futures in $g$ to execute together or split them into subgroups to execute one by one. According to the inequalities of combining and elimination, the number of nodes in the $g$ is no more than the number of all the nodes in the those subgroups of $g$ in any execution. Since the number of nodes in normal futures are fixed in all executions and the work stealing scheduler incurs the smallest total number of nodes in linearizable futures, we can conclude that $T_1$ is the lower bound for any execution by any scheduler.

The following lemma holds not only for well-formed programs, but also for programs in the general form.
Lemma 31 Let $G$ be the DAG of an execution of a program of containment level $c$ by lazy work stealing and let $g_1, g_2, \ldots, g_n$ denote all the future groups contained in a path in $G$. If $g_1, g_2, \ldots, g_n$ are on $2c + 4$ or more different shared objects, then any linearizable future in $g_1$ precedes any linearizable future in $g_n$ in the program.

Proof. Since $g_1, g_2, \ldots, g_n$ are on $2c + 4$ or more different shared objects, there must be a group $g_i$ whose touch $u$ divides the path into two segments such that the future groups contained in each of the two segments are on at least $c + 2$ different shared objects. Note that $g_1, g_2, \ldots, g_n$ must be spawned and touched by the same main thread. Therefore, we know that the touch of any linearizable future in $g_1$ must be a node in that main thread before $u$, because otherwise the touch span of $g_1$ will contain all the middle spans of $g_2, g_3, \ldots, g_i$ which are on at least $c + 1$ different shared objects, contradicting that the containment level of the program is $c$. Similarly, the fork of any linearizable future in $g_n$ must be a node in that main thread after $u$, because otherwise the creation span of $g_n$ will contain all the middle spans of $g_{i+1}, g_{i+2}, \ldots, g_{n-1}$ which are on at least $c + 1$ different shared objects, contradicting that the containment level of the program is $c$. Therefore, we can conclude that any linearizable future in $g_1$ must precede any linearizable future in $g_n$ in the program.

Lemma 32 Let $G$ be the DAG of an execution of a well-formed program by lazy work stealing, and let $g_1, g_2, \ldots, g_n$ be all the future groups on object $o$ created by a main thread in $G$. In the DAG of any execution of the program by any scheduler, there exists a path from $u$ to $v$ such that the path is not shorter than the sum of the lengths of $g_a, g_{a+1}, \ldots, g_b$ for any $1 \leq a \leq b \leq n$, where $u$ is the fork of a linearizable future in $g_a$ and $v$ is the touch of a linearizable future in $g_b$.

Proof. As we pointed out in the proof of Lemma 30, since the program is well-formed, for any $1 \leq i \leq n$, the linearizable futures in $g_i$ have to either be grouped together or be partitioned into subgroups of $g_i$ in any execution by any scheduler. By the inequalities of combining and elimination, the sum of the lengths of those subgroups is not smaller than the length of $g_i$. Therefore in any execution by any scheduler, the groups consisting of all the linearizable futures in $g_a, g_{a+1}, \ldots, g_b$ form a path $\alpha_{u,v}$ from the fork $u$ of the first group to the touch $v$ of the last group, through all the nodes in those groups (with order edges connecting successive groups), and the length of $\alpha_{u,v}$ is not shorter than the sum of the lengths of $g_a, g_{a+1}, \ldots, g_b$. It is obvious that $u$ is the fork of a linearizable future in $g_a$ and $v$ is the touch of a linearizable future in $g_b$, so $\alpha_{u,v}$ suffices.

Lemma 33 Let $G$ be the DAG of an execution of a well-formed program of containment level $c$ by lazy work stealing. If the length of a critical path in $G$ is $T_\infty$, then there is a path of length $\Omega(T_\infty c + 1)$ in the DAG of any execution of the program by any scheduler.

Proof. Consider any critical path in $G$ and all the future groups contained in the path. We partition the critical path into segments as follows. The first segment of the path is from the first node of the path to the touch of the first future group contained in the path, such that the future groups contained in this segment are on $2c + 4$ different objects. Then by induction, the next segment is
from the end of the previous segment to the touch of the first future group in the rest of the path, such that the future groups contained in this segment are on $2c + 4$ different objects. This partition completes when we reach the end of this critical path and hence the last segment is from the end of the previous segment to the end of the path. Let $\beta_1, \beta_2, ..., \beta_n$ denote the segments. Without loss of generality, assume $n = 2k$ is an even number.

Now we consider $\beta_i$, for any $1 \leq i \leq n$. By Lemma 32, for an object $o$ on which there are future groups in $\beta_i$, there exists a path $\alpha_o$ from $u$ to $v$ in the DAG $G'$ of any execution by any scheduler, such that $\alpha_o$ is not shorter than the sum of the lengths of all the groups on $o$ in $\beta_i$ in $G$, where $u$ is the fork of a linearizable future in the first group on $o$ in $\beta_i$ and $v$ is the touch of a linearizable future in the first group on $o$ in $\beta_i$. In $G'$, we can also find a path $\alpha'$ from the start of $\beta_i$ to the end of $\beta_i$, such that $\alpha'$ contains all the segments of $\beta_i$ that are in normal futures and the main thread, and goes through the nodes in the main thread between the fork and the touch of each linearizable future group instead of going through that group (see Figure 4.6). Since $\alpha'$ contains all the nodes in the normal futures and the main thread in $\beta_i$, and for each object $o$, $\alpha_o$ is not shorter than the sum of the lengths of all the linearizable future groups on $o$ in $\beta_i$ in $G$, we know that the sum of the lengths of $\alpha'$ and all the paths $\alpha_o$ is not smaller than the length of $\beta_i$. Since the future groups in $\beta_i$ are on at most $2c + 4$ different objects, there is a path $\alpha_{\beta_i}$ among $\alpha'$ and all $\alpha_o$, such that $\alpha_{\beta_i}$ is not shorter than $\frac{1}{2c+k}$ of the length of $\beta_i$.

Note that the first node of $\alpha'$ is the first node of $\beta_i$, which is essentially the touch of a linearizable future in the last group in $\beta_{i-1}$. Also note that the first node of any $\alpha_o$ is the fork of a linearizable future in the first group on $o$ in $\beta_i$. Hence, we know the first node of $\alpha_{\beta_i}$ is either the touch of a linearizable future in the last group in $\beta_{i-1}$ or the fork of a linearizable future in a group in $\beta_i$. Since both the last node of $\alpha'$ (which is the last node of $\beta_i$) and the last node of any $\alpha_o$ are the touches of linearizable futures in groups in $\beta_i$, we know the last node of $\alpha_{\beta_i}$ is the touch of a linearizable future in a group in $\beta_i$ (note that the last node of $\alpha_o$ may be after the last node of $\beta_i$).

For any $1 \leq i \leq k - 1$, since the future groups in $\beta_{2i}$ are on $2c + 4$ different objects, by Lemma 31, any linearizable future in a group in $\beta_{2i-1}$ precedes both any linearizable future in the last group in $\beta_{2i}$ and any linearizable future in a group in $\beta_{2i}$ in the program. Since (1) the last node of $\alpha_{\beta_{2i-1}}$ is the touch of a linearizable future in a group in $\beta_{2i-1}$ and (2) the first node of $\alpha_{\beta_{2i+1}}$ is either the touch of a linearizable future in the last group in $\beta_{i-1}$ or the fork of a linearizable future in a group in $\beta_i$, we can conclude that in $G'$, the last node of $\alpha_{\beta_{2i-1}}$ is before the first node of $\alpha_{\beta_{2i+1}}$. Hence, in $G'$, there is always a path $\alpha_{odd}$ containing the paths $\alpha_{\beta_{2i-1}}$ for all $1 \leq i \leq k$ and the length of the path is at least $\frac{1}{2c+k}$ of the sum of the lengths of the paths $\beta_{2i-1}$ for all $1 \leq i \leq k$. Similarly, we can prove that in $G'$, there is always a path $\alpha_{even}$ containing the paths $\alpha_{\beta_{2i}}$ for all $1 \leq i \leq k$ and the length of the path is at least $\frac{1}{2c+k}$ of the sum of the lengths of the paths $\beta_{2i}$ for all $1 \leq i \leq k$. Therefore, the sum of the lengths of $\alpha_{odd}$ and $\alpha_{even}$ is at least $\frac{1}{2c+k}$ of the length of the union of $\beta_i$ for all $1 \leq i \leq 2k$, which is the critical path in $G$. Hence, at least one of $\alpha_{odd}$ and $\alpha_{even}$ is of length $\Omega(\frac{1}{2c+k})$.

Proof of Theorem 29. It is a well-known result that any execution of a program by any scheduler
Figure 4.6: The DAG on the left is a path $\beta_i$ in $G$. $g_1$, $g_2$, and $g_3$ are linearizable futures on object $o$ contained in $\beta_i$, and the other segments of $\beta_i$ are all in the main thread and normal futures (for simplicity, we assume there is no linearizable futures on other objects). The DAG on the right is part of $G'$, where the dotted paths are $\alpha_o$ and $\alpha'$.

takes time $\Omega(T_1^*P^*_A + T_\infty^*)$, where $T_1^*$ and $T_\infty^*$ are the number of nodes and the length of a critical path in the DAG of the execution respectively, and $P^*_A$ is the average number of available processors in the execution. It has been proved that the (nonblocking) work stealing scheduler is asymptotically optimal, achieving $\Theta(T_1^*/P^*_A + T_\infty^*)$ execution time in expectation for any program with only normal futures (i.e., a deterministic program whose DAG is fixed) [7]. A key observation is that lazy work stealing behaves the same as the ordinary work stealing scheduler with respect to $G$, the DAG of any execution of the program by lazy work stealing. This implies that the expected execution time of a program in our model by lazy work stealing is $\Theta(T_1^*/P^*_A + T_\infty^*)$, where $T_1^*$ and $T_\infty^*$ are the number
of nodes and the length of a critical path in $G$, respectively.

By Lemmas 30 and 33, in the DAG of any execution of the program by an optimal offline scheduler, the number of nodes $T_1$ is at least $T'_1$ and the length of a critical path $T_\infty$ is $\Omega(T'_\infty)$, where $c$ is the containment level of the program. Hence, we can conclude that the expected execution time of the program by lazy work stealing is $O\left(\frac{T_1}{T_\infty} + (c + 1)T_\infty\right)$.

Now we prove Theorem 28 with the help of the lemmas below.

**Lemma 34** Let $G$ be the DAG of any execution of a program by lazy work stealing, and let $g_1, g_2, \ldots, g_n$ be all the future groups on an object $o$ created by a main thread in $G$. For any $1 \leq a \leq b \leq n$, let $f_a$ and $f_b$ denote the first future in $g_a$ and the last future in $g_b$, respectively. In the DAG $G'$ of any execution of the program by any scheduler, the groups $g'_{a'}, g'_{a'+1}, \ldots, g'_{b'}$ that contain all the futures in $g_a, g_{a+1}, \ldots, g_b$ satisfy $T(g'_{a'}) + T(g'_{a'+1}) + \ldots + T(g'_{b'}) \geq \frac{1}{2}(T(g_a) + T(g_{a+1}) + \ldots + T(g_b))$, where $g'_{a'}$ contains $f_a$ and $g'_{b'}$ contains $f_b$.

**Proof.** We first prove that no group in $G'$ can contain both a linearizable future in $g_i$ and a linearizable future in $g_j$, for any $1 \leq i, j \leq n$ and $j \geq i + 2$. To see that, suppose by way of contradiction that a group $g'$ contains both a linearizable future in $g_i$ and a linearizable future in $g_j$. By medium futures linearity, $g'$ must contain all the linearizable futures in $g_{i+1}$. However, we know that the touch of some linearizable future in $g_{i+1}$ is before the fork of any linearizable future in $g_j$ (because of the way work stealing groups linearizable futures), contradicting that $g'$ can contain a linearizable future in $g_j$.

Without loss of generality, suppose $b = a + 2k$ for some $k \geq 0$. For any $a \leq i \leq b$, let $S'_i$ denote the set of groups in $G'$ that contain linearizable futures in $g_i$. What we just proved above implies that $S'_i \cap S'_{i+k} = \emptyset$ for any $j \geq i + 2$. Let $S'_{a+2i} = \{g'_{c}, g'_{c+1}, \ldots, g'_{d}\}$ be the subset of $\{g'_{a'}, g'_{a'+1}, \ldots, g'_{b'}\}$, for some $0 \leq i \leq k$, where $g'_{c}$ and $g'_{d}$ contain the first and the last linearizable futures in group $g_{a+2i}$, respectively. By the inequalities of combining and elimination, we have $\sum_{g' \in S'_{a+2i}} T(g') = T(g'_c) + T(g'_{c+1}) + \ldots + T(g'_{d}) \geq T(g'_a) + T(g'_{a+1}) + T(g'_d) + T(g'_{d+1}) + \ldots + T(g'_b) \geq T(g_{a+2i})$, where $T(g'_a)$ and $T(g'_b)$ are the subgroups of $T(g'_c)$ and $T(g'_d)$, respectively, that contain only the futures in $g_{a+2i}$. Since $S'_{a+2i} \cap S'_{a+2j} = \emptyset$ for any $i \neq j$, we have

$$\sum_{i=0}^{k} \sum_{g' \in S'_{a+2i}} T(g') \geq \sum_{i=0}^{k} T(g_{a+2i}).$$

Similarly, we can prove

$$\sum_{i=0}^{k-1} \sum_{g' \in S'_{a+2i+1}} T(g') \geq \sum_{i=0}^{k-1} T(g_{a+2i+1}).$$

Therefore, we can conclude that either the total number of nodes in the future groups in $\bigcup_{i=0}^{k} S'_{a+2i}$ or the total number of nodes in the future groups in $\bigcup_{i=0}^{k-1} S'_{a+2i+1}$ is not smaller than $\frac{1}{2}(T(g_a) + T(g_{a+1}) + \ldots + T(g_b))$. Since both the future groups in $\bigcup_{i=0}^{k} S'_{a+2i}$ and the future groups in $\bigcup_{i=0}^{k-1} S'_{a+2i+1}$ are among $g'_{a'}, g'_{a'+1}, \ldots, g'_{b'}$, we complete the proof. \qed
Lemma 35 Let \( T_1 \) be the number of nodes in the DAG of any execution of a program by lazy work stealing. Then the number of nodes in the DAG of an execution of the program by any scheduler is at least \( T_1/2 \).

Proof. Lemma 34 implies that in the DAG of any execution of the program by any scheduler, the total number of nodes in linearizable groups on an object \( o \) created by a main thread is at least half of that in the DAG of an execution by lazy work stealing. Given that the total number of nodes in the main threads and the normal futures in the program is fixed in all executions, we can conclude that the number of nodes in the DAG of any execution by any scheduler is at least \( T_1/2 \). \( \square \)

Lemma 36 Let \( G \) be the DAG of an execution of a program by lazy work stealing, and let \( g_1, g_2, \ldots, g_n \) be all the future groups on object \( o \) created by a main thread in \( G \). In the DAG of any execution of the program by any scheduler, there exists a path from \( u \) to \( v \) such that the path is not shorter than half of the sum of the lengths of \( g_a, g_{a+1}, \ldots, g_b \) for any \( 1 \leq a \leq b \leq n \), where \( u \) is after the fork of some linearizable future in \( g_a \) and \( v \) is before the touch of some linearizable future in \( g_b \).

Proof. By Lemma 34, we know the path from the fork of \( g'_c \) to the touch of \( g'_b \) through all the nodes in groups \( g'_c, g'_{c+1}, \ldots, g'_d \) is not shorter than half of the sum of the lengths of \( g_a, g_{a+1}, \ldots, g_b \). Now the only thing we need to prove is that the fork of \( g'_c \) is after the fork of some linearizable future in \( g_a \) and \( g'_d \) is before the touch of some linearizable future in \( g_b \). This follows from the fact that \( g'_c \) contains the first future in \( g_a \) and \( g'_d \) contains the last future in \( g_b \). \( \square \)

Lemma 37 Let \( G \) be the DAG of an execution of a program of containment level \( c \) by lazy work stealing. If the length of a critical path in \( G \) is \( T_\infty \), then there is always a path of length \( \Omega(T_\infty c + 1) \) in the DAG of any execution of the program by any scheduler.

Proof. The proof is almost identical to that of Lemma 32. The only difference is this proof is based on Lemma 36, instead of Lemma 32. \( \square \)

Proof of Theorem 28. The proof is almost identical to that of Theorem 29. \( \square \)

We argue that many programs in practice have small containment levels. For example, if a program makes operation calls to only \( c \) different shared objects, for some small constant \( c \), its containment level is at most \( c \). Moreover, since containment level is only related to the interleaving of linearizable futures in a very restricted form—the creation or touch span of a future group of size at least 2 containing the middle span of another future group of size at least 2, interleaving in other forms doesn’t affect the containment level of a program at all. For instance, a program can have a very small containment level even if (1) a thread creates a large number of linearizable futures first and then touches them later, since their interleaving is not in the form related to the containment level, (2) the creation/touch span of a group contains the middle spans of a lot of groups that are only on a few different shared objects, and (3) the creation/touch span of a group contains the middle spans of a lot of groups of size 1 (i.e., single linearizable futures).
The theorem below shows that no non-clairvoyant scheduler can achieve better bounds than lazy work stealing. A scheduler is non-clairvoyant if it cannot know the part of the DAG that has not been executed yet. Here we give a non-clairvoyant scheduler extra power to know whether a linearizable future on object $o$ is the last one in a thread before the first touch of the ready linearizable futures on $o$ in the thread, as lazy work stealing knows that information.

**Theorem 38** Given a non-clairvoyant scheduler $A$, an integer $c \geq 0$, and the set of available processors at each step of time, there exists a well-formed program of containment level at most $c$ with combining optimization in linearizable-futures model, such that its execution time using an optimal offline scheduler is $\Theta(\frac{T_A}{P_A} + T_\infty)$ and its execution time using $A$ is $\Omega(\frac{T_A}{P_A} + (c+1)T_\infty)$ in expectation, where $P_A$ and $P'_A$ are the average numbers of available processors in the two executions respectively, and $T_1$ and $T_\infty$ are the number of nodes and the length of a critical path in the DAG of the execution by the optimal offline scheduler respectively.

Theorem 38 (the existence of such a well-formed program with only combining) covers both Theorem 28 (a program with only combining) and Theorem 29 (a well-formed program with combining and elimination), and hence the upper bounds in the two theorems are tight. Its proof is presented below.

Proof of Theorem 38. When $c = 0$, the theorem is trivially true. Now we consider $c > 0$. Since $A$ is non-clairvoyant, we will adaptively construct a program $Q$, based on the probabilities of the choices $A$ has made in the execution of the part of $Q$ that has been generated, such that the expected number of nodes and the expected length of a critical path in the DAG of an execution of $G$ by $A$ are $\Omega(T_1)$ and $\Omega(cT_\infty)$, respectively.

We construct $Q$ in $c$ steps. In the first step, we construct $Q^*_1$, a subgraph of $Q$, we first let $A$ execute a program $Q_1$, whose DAG is shown in Figure 4.7. $Q_1$ has only one main thread, in which $c$ linearizable futures $f_{1,1}, f_{1,2}, \ldots, f_{1,c}$, all on object $o_1$, are created consecutively and then touched consecutively in the same order as they are created. We assume that grouping any linearizable futures takes time $t$, for some fixed number $t$, so $T(g(f_{1,i} \cup f_{1,i+1} \cup \ldots \cup f_{1,j})) = T(g(f_{1,i})) = t$, for any $1 \leq i \leq j \leq c$.

Let $P_{1,i}$ be the probability that $A$ groups $f_{1,i}$ with some other linearizable futures in an execution of $Q_1$, for any $i$. If $P_{1,i} < 1/2$ for all $1 \leq i \leq c$, we know that in expectation at least $c/2$ linearizable futures are executed solely with no other futures in an execution by $A$. Therefore, the length of any path $\ell_1$ going though all the groups containing the $c$ futures in the DAG of an execution by $A$ is at least $tc/2$ in expectation.

Now consider the case where $P_{1,k} \geq 1/2$ for some $1 \leq k \leq c$. Since at least one of $f_{1,k-1}$ and $f_{1,k+1}$ must be in the group containing $f_{1,k}$ when $f_{1,k}$ is grouped with other futures, we know that the probability that $f_{1,k'}$ and $f_{1,k'+1}$ are in the same group in an execution by $A$ is at least $1/4$, for some $k' = k-1$ or $k' = k$. Now let us construct another program $Q'_1$ by modifying $Q_1$ as follows. The positions of the touches of $f_{1,k'+1}, f_{1,k'+2}, \ldots, f_{1,c}$ are all moved to a super node $S$ (which represents a sequence of touch nodes) at the end of the complete program $Q$, as illustrated in Figure 4.7.
Figure 4.7: $Q_1$ and $Q'_1$ in the proof of Theorem 38
The execution times of future groups are also modified. We keep \( T(g(f_{1,i} \cup f_{1,i+1} \cup ... \cup f_{1,j})) = T(g(f_{1,i})) = t \), for any \( 1 \leq i \leq j \leq k' \), but we let \( T(g(f_{1,i} \cup f_{1,i+1} \cup ... \cup f_{1,j})) = T(g(f_{1,j})) = ct \), for any \( j \geq k' + 1 \). Intuitively, \( f_{1,k'+1}, f_{1,k'+2}, ..., f_{1,c} \) are now "longer" futures each taking time \( ct \), and grouping any of them, with or without linearizable futures prior to \( f_{k'+1} \), takes \( ct \). Note that the execution times of the future groups in \( G_1 \) and \( G'_1 \) all satisfy the inequalities of combining.

A key observation is that the two programs \( Q_1 \) and \( Q'_1 \) are indistinguishable from \( A \)'s perspective before \( A \) starts executing the group containing \( f_{1,k'} \), because (1) the touch of \( f_{1,k'} \) blocks \( A \) from moving forward in the main thread and (2) all the instructions in the main thread before that touch and the future groups containing only futures prior to \( f_{1,k'} \) are the same in the two problems. More specifically, given the same sequence of random bits for running \( A \) (since it may be a randomized scheduler) and the same available processors at each time step, the executions of \( Q_1 \) and \( Q'_1 \) by \( A \) are identical until \( A \) starts executing the group containing \( f_{1,k'} \). Therefore, it is still true that the probability that \( f_{1,k'} \) and \( f_{1,k'+1} \) are in the same group in an execution of \( Q'_1 \) by \( A \) is at least \( 1/4 \). Thus in an execution of \( Q'_1 \) by \( A \), the expected length of the path \( \ell'_1 \) consisting of the group containing \( f_{1,k'} \) is at least \( ct/4 \) and obviously the end of \( \ell'_1 \), which is the touch of that group, is the touch of a future \( f_{1,i} \) for some \( i \leq k' \).

If \( P_{1,k} \geq 1/2 \) for some \( 1 \leq k \leq c \), we set \( Q'_1 = Q_1 \) and \( \ell'_1 = \ell_1 \), and otherwise we set \( Q'_1 = Q'_1 \) and \( \ell'_1 = \ell'_1 \). Thus, in the DAG of an execution of \( Q'_1 \) by \( A \), the expected length of \( \ell'_1 \) is at least \( ct/4 \).

Now in the second step of constructing \( Q \), we generate \( Q_2^* \) by extending \( Q'_1 \) as follows. Starting from the "last node" of \( Q'_1 \) (which is either the touch of \( f_{1,c} \) in \( Q_1 \) or the touch of \( f_{1,k'} \) in \( Q'_1 \)), we create linearizable futures \( f_{2,k'+1}, f_{2,k'+2}, ..., f_{2,c} \) on another object \( o_2 \) consecutively in the main thread and then touch them in the same order. We assume grouping any of those futures takes time \( t \). Let \( Q_2 \) denote the new program that consists of \( Q_2^* \) and the newly added part. Like what we did for \( Q_1 \), if the probability that \( f_{2,i} \) is executed solely without other linearizable futures in an execution by \( A \) is less than \( 1/2 \) for all \( i \), we let \( Q_2^* = Q_2 \). Otherwise, there must be futures \( f_{2,k'} \) and \( f_{2,k'+1} \) for some \( k' \) such that they are in the same group in an execution by \( A \) with probability at least \( 1/4 \) and hence we let \( Q_2^* = Q_2' \), where \( Q_2' \) is obtained by moving the touches of \( f_{2,k+1}, f_{2,k+2}, ..., f_{2,c} \) to the super node \( S \) and changing the execution time to \( ct \) for any group containing any of \( f_{2,k+1}, f_{2,k+2}, ..., f_{2,c} \). Again, we can show that \( Q_2 \) and \( Q_2' \) are indistinguishable from \( A \)'s perspective until \( A \) starts executing the group containing \( f_{k'} \). By the same argument for \( Q'_1 \), we can prove that there is a path \( \ell'_2 \) from the fork of \( f_{2,i} \) to the touch of \( f_{2,j} \), for some \( i, j \), such that its length is at least \( ct/4 \) in expectation in the DAG of an execution of \( Q_2^* \) by \( A \).

By induction, in the 4th step for any \( 2 \leq k \leq c \), we construct \( Q^*_{k+1} \) by "appending" to \( Q^*_{k-1} \) linearizable futures \( f_{k+1}, f_{k+2}, ..., f_{k,c} \) on a new object \( o_k \) in the same way we explained above, and we can conclude that there is a path \( \ell^*_k \) from the fork of \( f_{k,i} \) to the touch of \( f_{k,j} \), for some \( i, j \), such that its length is at least \( ct/4 \) in expectation in the DAG of an execution of \( Q^*_k \) by \( A \).

Finally, we construct \( G \) by appending the super node \( S \) to the last node in the main thread in \( G^*_c \). Note that \( S \) represents a sequence of at most \( c \) nodes that are touches of linearizable futures.
in $G^*_c$. Now consider any path $\ell$ that contains all $\ell^*_1, \ell^*_2, \ldots, \ell^*_c$ in the DAG of an execution of $G$ by $\mathcal{A}$. Obviously, the expected length of $\ell$ is at least $c \cdot ct/4 = c^2 t/4$. In contrast, an optimal offline scheduler will group all $f^*_{k,1}, f^*_{k,2}, \ldots, f^*_{k,c}$ together if $G^*_k = G_k$, or group all the “shorter” futures $f^*_{k,1}, f^*_{k,2}, \ldots, f^*_{k,i}$ and then group all the “longer” futures $f^*_{k,i+1}, f^*_{k,i+2}, \ldots, f^*_{k,c}$ if $G^*_k = G'_k$ for any $1 \leq k \leq c$. It is easy to see that the DAG of an execution by this optimal scheduler has $\Theta(c^2 t)$ nodes, asymptotically optimal, and the length of its critical path $T_\infty$ is only $\Theta(ct)$. Thus, the expected length of a critical path in an execution by $\mathcal{A}$ is $\Omega(c T_\infty)$, i.e. $\Omega((c + 1)T_\infty)$, which completes the proof. (Note that $G$ has only one main thread. We can also construct a program with multiple main threads that suffices, where each main thread is constructed in the same way as $G$ is constructed.)
Chapter 5

Concurrent Data Structures for Near-Memory Computing

In this chapter, we will discuss applications of linearizable futures in the near-memory computing model, also called the PIM model. As we briefly mentioned earlier, to be competitive with traditional concurrent data structures, data structures in the PIM model need new approaches to leverage parallelism. Here we present some PIM-managed concurrent data structures, where threads send their operation requests as linearizable futures to PIM cores which execute those requests with certain optimizations. With those optimizations and the help of PIM cores’ fast memory access speed, our data structures can beat state-of-the-art concurrent data structures in the literature.

This chapter is organized as follows. We first present related work in Section 5.1. In Section 5.2 we briefly describe our assumptions about the hardware architecture. In Section 5.3 we introduce a simplified performance model that we use throughout this paper to predict performance of our algorithms using the hardware architecture described in Section 5.2. Finally in Sections 5.4 and 5.5, we describe and analyze our PIM algorithms and use our model to compare them to prior work. We also use current architectures to simulate the behavior of our algorithms and evaluate compared to state-of-the-art concurrent algorithms.

5.1 Related Work

The PIM model is undergoing a renaissance. Studied for decades (e.g., [74, 54, 36, 68, 67, 52, 40]), this model has recently re-emerged due to advances in 3D-stacked technology that can stack memory dies on top of a logic layer [51, 59, 12]. For example, Micron and others have recently released a PIM prototype called the Hybrid Memory Cube [26], and the model has again become the focus of architectural research. Different PIM-based architectures have been proposed, either for general purposes or for specific applications [5, 4, 79, 50, 11, 6, 10, 9, 21, 80, 81].

The PIM model has many advantages, including low energy consumption and high bandwidth
(e.g., [4, 79, 80, 9]). Here, we focus on one more: low memory access latency [59, 50, 11]. To our knowledge, however, we are the first to utilize PIM memory for designing efficient concurrent data structures. Although some researchers have studied how PIM memory can help speed up concurrent operations to data structures, such as parallel graph processing [4] and parallel pointer chasing on linked data structures [50], the applications they consider require very simple, if any, synchronization between operations. In contract, operations to concurrent data structures can interleave in arbitrary orders, and therefore have to correctly synchronize with one another in all possible situations. This makes designing concurrent data structures with correctness guarantees like linearizability [49] very challenging.

Moreover, no one has ever compared the performance of data structures in the PIM model with that of state-of-the-art concurrent data structures in the classic shared memory model. We analyze and evaluate concurrent linked-lists and skip-lists, as representatives of pointer-chasing data structures, and concurrent FIFO queues, as representatives of contended data structures. For linked-lists, we compare our PIM-managed implementation with well-known approaches such as fine-grained locking [43] and flat combining [44, 30].

For skip-lists, we compare our implementation with the lock-free skip-list [48] and a skip-list with flat combining and partitioning optimization. For FIFO queues, we compare our implementation with the flat-combining FIFO queue [44] and the F&A-based FIFO queue [64].

### 5.2 Hardware Architecture and Model

In the PIM hardware model, multiple CPUs are connected to the main memory, via a shared crossbar network, as illustrated in Figure 5.1. The main memory consists of two parts—one is a normal DRAM accessible by CPUs and the other, called the **PIM memory**, is divided into multiple partitions, called **PIM vaults** or simply vaults. According to the **Hybrid Memory Cube specification 1.0** [26], each HMC consists of 16 or 32 vaults and has total size 2GB or 4 GB (so each vault has size roughly 100MB). We assume the same specifications in our PIM model, although the size of a PIM memory and the number of its vaults can be greater. Each CPU also has access to a hierarchy of caches backed by DRAM, and there can be last-level caches shared among multiple CPUs.

Each vault has a **PIM core** directly attached to it. we say a vault is **local** to the PIM core attached to it, and vice versa. A PIM core is a lightweight CPU that may be slower than a full-fledged CPU with respect to computation speed.\(^1\) A vault can be accessed only by its local PIM core.\(^2\) Although a PIM core is relatively slow computationally, it has fast access to its local vault.

A PIM core communicates with other PIM cores and CPUs via messages. Each PIM core, as

---

\(^1\)A PIM core can be thought of as an in-order CPU with only small private L1 cache and without some optimizations that full-fledged CPUs usually have.

\(^2\)We may alternatively assume that a PIM core has direct access to remote vaults, at a larger cost. We may also assume that vaults are accessible by CPUs as well, but at the cost of dealing with cache coherence between CPUs and PIM cores. Some cache coherence mechanisms for PIM memory claim to be not costly (e.g., [21, 5]). However, we prefer to keep the hardware model simple and we will show that we are still able to design efficient concurrent data structure algorithms with this simple, less powerful PIM memory.
well as each CPU, has buffers for storing incoming messages. A message is guaranteed to eventually arrive at the buffer of its receiver. Messages from the same sender to the same receiver are delivered in FIFO order: the message sent first arrives at the receiver first. However, messages from different senders or to different receivers can arrive in an arbitrary order.

To keep the PIM memory simple, we assume that a PIM core can only make read and write operations to its local vault, while a CPU also supports more powerful atomic operations, such as CAS and F&A. Virtual memory is cheap to be achieved in this model, by having each PIM core maintain its own page table for its local vault [50].

### 5.3 Performance Model

Based on the latency numbers in prior work on PIM memory, in particular on the Hybrid Memory Cube [26, 11], and on the evaluation of operations in multiprocessor architectures [28], we propose the following simple performance model to compare our PIM-managed algorithms with existing
concurrent data structure algorithms. For read and write operations, we assume

\[ \mathcal{L}_{\text{cpu}} = 3\mathcal{L}_{\text{pim}} = 3\mathcal{L}_{\text{llc}}, \]

where \( \mathcal{L}_{\text{cpu}} \) is the latency of a memory access by a CPU, \( \mathcal{L}_{\text{pim}} \) is the latency of a local memory access by a PIM core, and \( \mathcal{L}_{\text{llc}} \) is the latency of a last-level cache access by a CPU. We ignore the costs of cache accesses of other levels in our performance model, as they are negligible in the concurrent data structure algorithms we will consider. We assume that the latency of a CPU making an atomic operation, such as a CAS or a F&A, to a cache line is

\[ \mathcal{L}_{\text{atomic}} = \mathcal{L}_{\text{cpu}}, \]

even if the cache line is currently in cache. This is because an atomic operation hitting the cache is usually as costly as a memory access by a CPU, according to [28]. When there are \( k \) atomic operations competing for a cache line concurrently, we assume that they are executed sequentially, that is, they complete in times \( \mathcal{L}_{\text{atomic}}, 2\mathcal{L}_{\text{atomic}}, \ldots, k \cdot \mathcal{L}_{\text{atomic}} \), respectively.

We assume that the size of a message sent by a PIM core or a CPU is at most the size of a cache line. Given that a message transferred between a CPU and a PIM core goes through the crossbar network, we assume that the latency for a message to arrive at its receiver is

\[ \mathcal{L}_{\text{message}} = \mathcal{L}_{\text{cpu}}. \]

We make a conservative assumption that the latency of a message transferred between two PIM cores is also \( \mathcal{L}_{\text{message}} \). Note that the message latency we consider here is the transfer time of a message through a message passing channel, that is, the period between the moment when a PIM or a CPU sends off the message and the moment when the message arrives at the buffer of its receiver. We ignore the time spent in other parts of a message passing procedure, such as preprocessing and constructing the message, as it is negligible compared to the time spent in message transfer.

### 5.4 Low Contention Data Structures

In this section we consider data structures with low contention; pointer chasing data structures, such as linked-lists and skip-lists, fall in this category. These are data structures whose operations need to de-reference a non-constant sequence of pointers before completing. We assume they support operations such as \( \text{add}(x) \), \( \text{delete}(x) \) and \( \text{contains}(x) \), which follow “next node” pointers until reaching the position of node \( x \). When these data structures are too large to fit in CPU caches and access uniformly random keys, they incur expensive memory accesses, which cannot be easily predicted, making the pointer chasing the dominating overhead of these data structures. Naturally, these data structures have been early examples of the benefit of near-memory computing [50], as the entire pointer chase could be performed by the PIM core, and only the final result returned to the application.

However, under the same conditions, these data structures have inherently low contention. Lock-free algorithms [33, 69, 75, 48] have shown that these data structures can scale to hundreds of cores
under low contention. Unfortunately, each vault in PIM memory has a single core; as a consequence, prior work has only compared PIM data structures with sequential data structures, not with carefully crafted concurrent data structures.

We analyze linked-lists and skip-lists, and show that the naive PIM data structure in each case cannot outperform the equivalent CPU managed concurrent data structure even for a small number of cores. Next, we show how to use state-of-the-art techniques from concurrent computing literature to optimize algorithms for near-memory computing to outperform well-known concurrent data structures.

### 5.4.1 Linked-lists

We now describe a naive PIM linked-list. The linked-list is stored in a vault, maintained by the local PIM core. Whenever a CPU\(^3\) wants to perform an operation on the linked-list, it sends a request to the PIM core. The PIM core will retrieve the message, execute the operation, and send the result back to the CPU. The PIM linked-list is sequential, as it can only be accessed by one PIM core.

Doing pointer chasing on sequential data structures by PIM cores is not a new idea (e.g., [50, 4]). It is obvious that for a sequential data structure like a sequential linked-list, replacing the CPU with a PIM core to access the data structure will largely improve its performance due to the PIM core’s much faster memory access. However, we are not aware of any prior comparison between the performance of PIM-managed data structures and concurrent data structures in which CPUs can make operations in parallel. In fact, our analytical and experimental results will show that the performance of the naive PIM-managed linked-list is much worse than that of the concurrent linked-list with fine-grained locks [43].

To improve the performance of the PIM-managed linked-list, we apply the following *combining optimization* to it: the PIM core retrieves all pending requests from its buffer and executes all of them during only one traversal over the linked-list. It is not hard to see that the role of the PIM core in our PIM-managed linked-list is very similar to that of the combiner in a concurrent linked-list implemented using *flat combining* [44], where, roughly speaking, threads compete for a “combiner lock” to become the combiner, and the combiner will take over all operation requests from other threads and execute them. Therefore, we think the performance of the flat-combining linked-list is a good indicator of the performance of our PIM-managed linked-list.

Based on our performance model, we can calculate the approximate expected throughputs of the linked-list algorithms mentioned above, when there are \(p\) CPUs making operation requests concurrently. We assume that a linked-list consists of nodes with integer keys in the range of \([1, N]\). Initially a linked-list has \(n\) nodes with keys generated independently and uniformly at random from \([1, N]\). The keys of the operation requests are generated the same way. To simplify the analysis, we assume that CPUs only make \(\text{contains}()\) requests (or the number of \(\text{add}()\) requests is the same as the number of \(\text{delete}()\) so that the size of each linked-list nearly doesn’t change). We also assume that a CPU makes a new operation request immediately after its previous one completes. Assuming

\(^3\)We use the term CPU to refer to CPU cores, as opposed to PIM cores.
that \( n \gg p \) and \( N \gg p \), the approximate expected throughputs (per second) of the concurrent linked-lists are presented in Table 5.1, where \( S_p = \sum_{i=1}^{n} \left( \frac{i}{n+1} \right)^p \).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linked-list with fine-grained locks</td>
<td>( \frac{2p}{(n+1)L_{cpu}} )</td>
</tr>
<tr>
<td>Flat-combining linked-list without combining</td>
<td>( \frac{2}{(n+1)L_{cpu}} )</td>
</tr>
<tr>
<td>PIM-managed linked-list without combining</td>
<td>( \frac{n+1}{L_{pim}} )</td>
</tr>
<tr>
<td>Flat-combining linked-list with combining</td>
<td>( \frac{(n-S_p)L_{cpu}}{L_{cpu}} )</td>
</tr>
<tr>
<td>PIM-managed linked-list with combining</td>
<td>( \frac{n}{(n-S_p)L_{pim}} )</td>
</tr>
</tbody>
</table>

Table 5.1: Throughputs of linked-list algorithms.

It is easy to see that the PIM-managed linked-list with combining outperforms the linked-list with fine-grained locks, which is the best one among other algorithms, as long as \( \frac{L_{cpu}}{L_{pim}} > \frac{2(n-S_p)}{n+1} \). Given that \( 0 < S_p \leq \frac{n}{2} \) and \( L_{cpu} = 3L_{pim} \), the throughput of the PIM-managed linked-list with combining should be at least 1.5 times the throughput of the linked-list with fine-grained locks. Without combining, however, the PIM-managed linked-list cannot beat the linked-list with fine-grained locks when \( p > 6 \).

We implemented the linked-list with fine-grained locks and the flat-combining link-list with and without the combining optimization. We tested them on a Dell server with 512 GB RAM and 56 cores on four Intel Xeon E7-4850v3 processors at 2.2 GHz. To get rid of NUMA access effects, we ran experiments with only one processor, which is a NUMA node with 14 cores, a 35 MB shared L3 cache, and a private L2/L1 cache of size 256 KB/64 KB per core. Each core has 2 hyperthreads, for a total of 28 hyperthreads. Cache lines have 64 bytes.

The throughputs of the algorithms are presented in Figure 5.2. The results confirmed the validity of our analysis in Table 5.1. The throughput of the flat-combining algorithm without combining optimization is much worse than the algorithm with fine-grained locks. Since we believe the performance of the flat-combining linked-list is a good indicator of that of the PIM-managed linked-list, we triple the throughput of the flat-combining algorithm without combining optimization to get the estimated throughput of the PIM-managed algorithm. As we can see, it is still far below the throughput of the one with fine-grained locks. However, with the combining optimization, the performance of the flat-combining algorithm improves significantly and the estimated throughput of our PIM-managed linked-list with combining optimization now beats all others'.

5.4.2 Skip-lists

Like the naive PIM-managed linked-list, the naive PIM-managed skip-list keeps the skip-list in a single vault and CPUs send operation requests to the local PIM core that executes those operations.

---

4We define the rank of an operation request to a linked-list as the number of pointers it has to traverse until it finds the right position for it in the linked-list. \( S_p \) is the expected rank of the operation request with the biggest key among \( p \) random requests a PIM core or a combiner has to combine, which is essentially the expected number of pointers a PIM core or a combiner has to go through during one pointer chasing procedure.
Figure 5.2: Experimental results of linked-lists. We evaluated the linked-list with Fine-grained locks and the flat-combining linked-list (FC) with and without the combining optimization. As we will see, this algorithm is less efficient than some existing algorithms.

Unfortunately, the combining optimization cannot be applied to skip-lists effectively. The reason is that for any two nodes not close enough to each other in the skip-list, the paths we traverse through to reach them don’t largely overlap.

On the other hand, PIM memory usually consists of many vaults and PIM cores. For instance, the first generation of Hybrid Memory Cube [26] has up to 32 vaults. Hence, a PIM-managed skip-list may achieve much better performance if we can exploit the parallelism of multiple vaults. Here we present our PIM-managed skip-list with a partitioning optimization: A skip-list is divided into partitions of disjoint ranges of keys, stored in different vaults, so that a CPU sends its operation request to the PIM core of the vault to which the key of the operation belongs.

Figure 5.3 illustrates the structure of a PIM-managed skip-list. Each partition of a skip-list starts with a sentinel node which is a node of the max height. For simplicity, assume the max height $H_{\text{max}}$ is predefined. A partition covers a key range between the key of its sentinel node and the key of the sentinel node of the next partition. CPUs also store a copy of each sentinel node in the normal DRAM and the copy has an extra variable indicating the vault containing the sentinel node. Since the number of nodes of the max height is very small with high probability, those copies of those sentinel nodes can almost certainly stay in cache if CPUs access them frequently.

When a CPU applies an operation for a key to the skip-list, it first compares the key with those of the sentinels, discovers which vault the key belongs to, and then sends its operation request to that vault’s PIM core. Once the PIM core retrieves the request, it executes the operation in the local vault and finally sends the result back to the CPU.

Now let us discuss how we implement the PIM-managed skip-list when the key of each operation
is an integer generated uniformly at random from range \([0, n]\) and the PIM memory has \(k\) vaults available. Initially we can create \(k\) partitions starting with fake sentinel nodes with keys 0, 1/\(k\), 2/\(k\),..., \((n - 1)/k\), respectively, and allocate each partition in a different vault. The sentinel nodes will never be deleted. If a new node to be added has the same key as a sentinel node, we insert it immediately after the sentinel node.

We compare the performance of our PIM-managed skip-list with partitions to the performance of a flat-combining skip-list [44] and a lock-free skip-list [48], where \(p\) CPUs keep making operation requests. We also apply the partitioning optimization to the flat-combining skip-list, so that \(k\) combiners are in charge of \(k\) partitions of the skip-list. To simplify the comparison, we assume that all skip-lists have the same initial structure (except that skip-lists with partitions have extra sentinel nodes) and all the operations are \texttt{contains()} operations (or the number of \texttt{add()} requests is the same as the number of \texttt{delete()} so that the size of each skip-list nearly doesn’t change). Their approximate expected throughputs are presented in Table 5.2, where \(\beta\) is the average number of nodes an operation has to go through in order to find the location of its key in a skip-list \((\beta = \Theta(\log N), \text{ where } N \text{ is the size of the skip-list})\). Note that we have ignored some overheads in the flat-combining algorithms, such as maintaining combiner locks and publication lists (we will discuss publication lists in more detail in Section 5.5). We also have overestimated the performance of the lock-free skip-list by not counting the CAS operations used in \texttt{add()} and \texttt{delete()} requests, as well as the cost of retries caused by conflicts of updates. Even so, our PIM-managed linked-list with partitioning optimization is still expected to outperform the second best algorithm, the lock-free skip-list when \(k > \frac{(3L_{\text{pim}} + L_{\text{message}})p}{L_{\text{cpu}}}\).

Given that \(L_{\text{message}} = L_{\text{cpu}} = 3L_{\text{pim}}, k > p/3\) should suffice.

Our experiments have revealed similar results, as presented in Figure 5.4. We have implemented and run the flat-combining skip-list with different numbers of partitions and compared them with
the lock-free skip-list. As the number of partitions increases, the performance of the flat-combining skip-list gets better, implying the effectiveness of the partitioning optimization. Again we believe the performance of the flat-combining skip-list is a good indicator to the performance of our PIM-managed skip-list. Therefore, according to the analytical results in Table 5.2, we can triple the throughput of a flat-combining skip-list to get the expected performance of a PIM-managed skip-list. As Figure 5.4 illustrates, when the PIM-managed skip-list has 8 or 16 partitions, it is expected to outperform the lock-free skip-list with up to 28 hardware threads.

**Table 5.2: Throughputs of skip-list algorithms.**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>Look-free skip-list</td>
<td>( \frac{p}{\beta L_{cpu}} )</td>
</tr>
<tr>
<td>Flat-combining skip-list</td>
<td>( \frac{1}{\beta L_{cpu}} )</td>
</tr>
<tr>
<td>PIM-managed skip-list</td>
<td>( \frac{pim}{\beta L_{cpu}} )</td>
</tr>
<tr>
<td>Flat-combining skip-list with ( k ) partitions</td>
<td>( \frac{k}{\beta L_{cpu}} )</td>
</tr>
<tr>
<td>PIM-managed skip-list with ( k ) partitions</td>
<td>( \frac{k}{\beta L_{cpu} + L_{message}} )</td>
</tr>
</tbody>
</table>

**Skip-list Rebalancing**

The PIM-managed skip-list performs well with a uniform distribution of requests. However, if the distribution of requests is not uniform, a static partitioning scheme will result in unbalanced partitions, with some PIM cores being idle, while others having to serve a majority of requests. To address this problem, we introduce a non-blocking protocol for migrating consecutive nodes from one vault to another.

Figure 5.4: Experimental results of skip-lists. We evaluated the lock-free skip-list and the flat-combining skip-list (FC) with different numbers (1, 4, 8, 16) of partitions.
The protocol works as follows. A PIM core $p$ that manages a vault $v'$ can send a message to another PIM core $q$, managing vault $v$, to request that some nodes are moved from $v'$ to $v$. First, $p$ sends a message notifying $q$ of the start of the migration. Then $p$ sends messages of adding those nodes to $q$ one by one in an ascending order according to the keys of the nodes. After all the nodes have been migrated, $p$ sends notification messages to CPUs so that they can update their copies of sentinel nodes accordingly. After $p$ receives acknowledgement messages from all CPUs, it notifies $q$ of the end of migration. To keep the node migration protocol simple, we don’t allow $q$ to move those nodes to another vault again until $p$ finishes its node migration.

During the node migration, $p$ can still serve requests from CPUs. Assume that a request with key $k_1$ is sent to $p$ when $p$ is migrating nodes in a key range containing $k_1$. If $p$ is about to migrate a node with key $k_2$ at the moment and $k_1 \geq k_2$, $p$ serves the request itself. Otherwise, $p$ must have migrated all nodes in the subset containing key $k_1$, and therefore $p$ forwards the request to $q$ which will serve the request and respond directly to the requesting CPU.

The algorithm is correct, because a request will eventually reach the vault that currently contains nodes in the key range that the request belongs to: If a request arrives to $p$ which no longer holds the partition the request belongs to, $p$ can simply reply with a rejection to the CPU and the CPU will resend its request to the correct PIM core, because it has already updated its sentinels and knows which PIM core it should contact now.

Using this node migration protocol, the PIM-managed FIFO queue can support two rebalancing schemes: 1) If a partition has too many nodes, the local PIM core can send nodes in a key range to a vault that has fewer nodes; 2) If two consecutive partitions are both small, we can merge them by moving one to the vault containing the other.

In practice, we expect that rebalancing will not happen very frequently, so its overhead can be ameliorated by the improved efficiency resulting from a rebalance.

### 5.5 High Contention Data Structures

In this section, we consider data structures that are often contended when accessed by many threads concurrently. In these data structures, operations compete for accessing one or several locations, creating a contention spot, which can become a performance bottleneck. Examples include head and tail pointers in queues or the top pointer of a stack.

These data structures have good locality and the contention spots are often found in shared CPU caches, such as the last level cache in a multi-socket non-uniform memory access machine when accessed by threads running only on one socket. Therefore, these data structures might seem to be a poor fit for near-memory computing, because the advantage of the faster access to memory is muted by having the frequently accessed data in the cache. However, such a perspective does not consider the overhead introduced by contention in a concurrent data structure where all threads try to access the same locations.

As a representative example of this class of data structures, we consider a FIFO queue, where
concurrent enqueue and dequeue operations compete for the head and tail of the queue, respectively. Although a naive PIM FIFO queue is not a good replacement for a well crafted concurrent FIFO queue, we show that, counterintuitively, PIM can still have benefits over a traditional concurrent FIFO queue. In particular, we exploit the pipelining of requests from CPUs, which can be done very efficiently in PIM, to design a PIM FIFO queue that can outperform state-of-the-art concurrent FIFO queues, such as the one using flat combining [44] and the one using Fetch And Add [64].

5.5.1 FIFO queues

The structure of our PIM-managed FIFO queue is shown in Figure 5.5. A queue consists of a sequence of segments, each containing consecutive nodes of the queue. A segment is allocated in a PIM vault, with a head node and a tail node pointing to the first and the last nodes of the segment, respectively. A vault can contain multiple (mostly likely non-consecutive) segments. There are two special segments—the enqueue segment and the dequeue segment. To enqueue a node, a CPU sends an enqueue request to the PIM core of the vault containing the enqueue segment. The PIM core will then insert the node to the head of the segment. Similarly, to dequeue a node, a CPU sends a dequeue request to the PIM core of the vault holding the dequeue segment. The PIM core will then pop out the node at the tail of the dequeue segment and send the node back to the CPU.

![Figure 5.5: A PIM-managed FIFO queue with three segments](image)

Initially the queue consists of an empty segment which acts as both the enqueue segment and the dequeue segment. When the length of enqueue segment exceeds some threshold, the PIM core maintaining it notifies another PIM core to create a new segment as the new enqueue segment. When the dequeue segment becomes empty and the queue has other segments, the dequeue segment is deleted and the segment that was created first among all the remaining segments is designated

---

When and how to create a new segment can be decided in other ways. For example, CPUs, instead of the PIM core holding the enqueue segment, can decide when to create the new segment and which vault to hold the new segment, based on more complex criteria (e.g., if a PIM core is currently holding the dequeue segment, it will not be chosen for the new segment so as to avoid the situation where it deals with both enqueue and dequeue requests). To simplify the description of our algorithm, we omit those variants.
as the new dequeue segment. (It is not hard to see that the new dequeue segment were created when the old dequeue segment acted as the enqueue segment and exceeded the length threshold.) If the enqueue segment is different from the dequeue segment, enqueue and dequeue operations can be executed by two different PIM cores in parallel, which doubles the throughput compared to a straightforward queue implementation held in a single vault.

### Algorithm 2 PIM-managed FIFO queue: PIM core’s procedures upon receiving requests enq(cid, u), deq(cid), newEnqSeg(), and newEnqDeq()

1: **procedure** enq(cid, u)
2: 1: **procedure** deq(cid)
3: 2: **if** enqSeg == null then
4: 3:  **send message**(cid, false);
5: 4:  else
6: 5:  **if** enqSeg.head ≠ null then
7: 6:  enqSeg.head.next = u;
8: 7:  enqSeg.head = u;
9: 8:  **else**
10: 9:  enqSeg.head = u;
11: 10:  enqSeg.tail = u;
12: 11:  enqSeg.count = enqSeg.count + 1;
13: 12:  **send message**(cid, true);
14: 13:  **if** enqSeg.count > threshold then
15: 14:  **cid’** = the CID of the PIM core chosen to maintain the new segment;
16: 15:  **send message**(cid’, newEnqSeg());
17: 16:  enqSeg.nextSegCid = cid’;
18: 17:  enqSeg = null;

1: **procedure** newEnqSeg() 1: **procedure** newDeqSeg()
2: 2:  enqSeg = new Segment();
3: 3:  segQueue.enq(enqSeg());
4: 4:  **notify CPUs** of the new enqueue segment;
5: 5:  notify CPUs of the new dequeue segment;

The pseudocode of the algorithm is presented in Algorithm 2. Each PIM core has local variables enqSeg and deqSeg that are references to local enqueue and dequeue segments. When enqSeg (respectively deqSeg) is not null, it indicates that the PIM core is currently holding the enqueue (respectively dequeue) segment. Each PIM core also maintains a local queue segQueue for storing local segments. CPUs and PIM cores communicate via message(cid, content) calls, where cid is the unique core ID (CID) of the receiver and the content is either a request or a response to a request.

Once a PIM core receives an enqueue request enq(cid, u) of node u from a CPU whose CID is cid, it first checks if it is holding the enqueue segment (line 2 of Procedure enq(cid, u)). If so, the PIM core enqueues u (lines 5-12), and otherwise sends back a message informing the CPU that the request is rejected (line 3) so that the CPU can resend its request to the right PIM core holding the enqueue segment (we will explain later how the CPU can find the right PIM core). After enqueuing u, the PIM core may find the enqueue segment is longer than the threshold (line 13). If so, it sends a message with a newEnqSeg() request to the PIM core of another vault that is chosen to create a new enqueue segment. Finally the PIM core sets its enqSeg to null indicating it no longer deals with enqueue operations. Note that the CID cid’ of the PIM core chosen for creating the new segment is recorded in enqSeg.nextSegCid for future use in dequeue requests. As Procedure newEnqSeg()
in Algorithm 2 shows, the PIM core receiving this newEnqSeg() request creates a new enqueue segment and enqueues the segment into its segQueue (line 3). Finally it notifies CPUs of the new enqueue segment (we will get to it in more detail later).

Similarly, when a PIM core receives a dequeue request deq(cid) from a CPU with CID cid, it first checks whether it still holds the dequeue segment (line 2 of Procedure deq(cid)). If so, the PIM core dequeues a node and sends it back to the CPU (lines 5-7). Otherwise, it informs the CPU that this request has failed (line 3) and the CPU will have to resend its request to the right PIM core. If the dequeue segment is empty (line 8) and the dequeue segment is not the same as the enqueue segment (line 11), which indicates that the FIFO queue is not empty and there exists another segment, the PIM core sends a message with a newDeqSeg() request to the PIM core with CID deqSeg.nextSegCid. (We know that this PIM core must hold the next segment, according to how we create new segments in enqueue operations, as shown at lines 14-16 of Procedure enq(cid, u).) Upon receiving the newDeqSeg() request, as illustrated in Procedure newDeqSeg(), the PIM core retrieves from its segQueue the oldest segment it has created and makes it the new dequeue segment (line 2). Finally the PIM core notifies CPU that it is holding the new dequeue segment now.

Now we explain how CPUs and PIM cores coordinate to make sure that CPUs can find the right enqueue and dequeue segments, when their previous attempts have failed due to changes of those segments. We will only discuss how to deal with enqueue segments here, since the same methods can be applied to dequeue segments. A straightforward way to inform CPUs is to have the owner PIM core of the new enqueue segment send notification messages to them (line 4 of newEngSeg()) and wait until CPUs all send back acknowledgement messages. However, if there is a slow CPU that doesn’t reply in time, the PIM core has to wait for it and therefore other CPUs cannot have their requests executed. A more efficient, non-blocking method is to have the PIM core start working for new requests immediately after it has sent off those notifications. A CPU does not have to reply to those notifications in this case, but if its request later fails, it needs to send messages to (sometimes all) PIM cores to ask whether a PIM core is currently in charge of the enqueue segment. In either case, the correctness of the algorithm is guaranteed: at any time, there is only one enqueue segment and only one dequeue segment, and only requests sent to them will be executed.

We would like to mention that the PIM-managed FIFO can be further optimized. For example, the PIM core holding the enqueue segment can combine multiple pending enqueue requests and store the nodes to be enqueued in an array as a “fat” node of the queue, so as to reduce memory accesses. This optimization is also used in the flat-combining FIFO queue [44]. Even without this optimization, our algorithm still performs well, as we will show next.

5.5.2 Pipelining and Performance analysis

We compare the performance of three concurrent FIFO queue algorithms—our PIM-managed FIFO queue, a flat-combining FIFO queue and a F&A-based FIFO queue [64]. The F&A-based FIFO queue is the most efficient concurrent FIFO queue we are aware of, where threads make F&A operations on
two shared variables, one for enqueues and the other for dequeues, to compete for slots in the FIFO queue to enqueue and dequeue nodes (see [64] for more details). The flat-combining FIFO queue we consider is based on the one proposed by [44], with a modification that threads compete for two “combiner locks”, one for enqueues and the other for dequeues. We further simplify it based on the assumption that the queue is always non-empty, so that it doesn’t have to deal with synchronization issues between enqueues and dequeues when the queue is empty.

Let us first assume that a queue is long enough such that the PIM-managed FIFO queue has more than one segment, and enqueue and dequeue requests can be executed separately. Since changes of enqueue and dequeue segments happen very infrequently, its overhead is negligible and therefore ignored to simplify our analysis. (If the threshold of segment length at line 13 of enq(cid, u) is a large integer n, then, in the worst case, changing an enqueue or dequeue segment happens only once every n requests, and the cost is only the latency of sending one message and a few steps of local computation.) Since enqueues and dequeues are isolated in all the three algorithms when queues are long enough, we will focus on dequeues, and the analysis of enqueues is almost identical.

Assume there are p concurrent dequeue requests by p threads. Since each thread needs to make a F&A operation on a shared variable in the F&A-based algorithm and F&A operations on a shared variable are essentially serialized, the execution time of p requests in the algorithm is at least \( pL_{\text{atomic}} \). If we assume that each CPU makes a request immediately after its previous request completes, we can prove that the throughput of the algorithm is at most \( \frac{1}{L_{\text{atomic}}} \).

The flat-combining FIFO queue maintains a sequential FIFO queue and threads submit their requests into a publication list. The publication list consists of slots, one for each thread, to store those requests. After writing a request into the list, a thread competes with other threads for acquiring a lock to become the “combiner”. The combiner then goes through the publication list to retrieve requests, executes operations for those requests and writes results back to the list, while other threads spin on their slots, waiting for the results. The combiner therefore makes two last-level cache accesses to each slot other than its own slot, one for reading the request and one for writing the result back. Thus, the execution time of p requests in the algorithm is at least \((2p - 1)L_{llc}\) and the throughput of the algorithm is roughly \( \frac{1}{2L_{llc}} \) for large enough p.

Note that we have made quite optimistic analysis for the F&A-based and flat-combining algorithms by counting only the costs in part of their executions. The latency of accessing and modifying queue nodes in the two algorithms is ignored here. For dequeues, this latency can be high: since nodes to be dequeued in a long queue is unlikely to be cached, the combiner has to make a sequence of memory accesses to dequeue them one by one. Moreover, the F&A-based algorithm may suffer performance degradation under heavy contention, because contended F&A operations may perform worse in practice.

The performance of our PIM-managed FIFO queue seems poor at first sight: although a PIM core can update the queue efficiently, it takes a lot of time for the PIM core to send results back to CPUs one by one. To improve its performance, the PIM core can pipeline the executions of requests, as illustrated in Figure 5.6(a). Suppose p CPUs send p dequeue requests concurrently to the PIM
Figure 5.6: (a) illustrates the pipelining optimization, where a PIM core can start executing a new deq() (step 1 of deq() for the CPU on the left), without waiting for the dequeued node of the previous deq() to return to the CPU on the right (step 3). (b) shows the timeline of pipelining four deq() requests.

The PIM core, which takes time $L_{message}$, first retrieves a request from its message buffer (step 1 in the figure), dequeues a node (step 2) for the request, and sends the node back to the CPU (step 3). After the PIM core sends off the message containing the node, it immediately retrieves the next request, without waiting for the message to arrive at its receiver. This way, the PIM core can pipeline requests by overlapping the latency of message transfer (step 3) and the latency of memory accesses and local computations (steps 1 and 2) in multiple requests (see Figure 5.6(b)). During the execution of a dequeue, the PIM core only makes one memory access to read the node to be
dequeued, and two L1 cache accesses to read and modify the tail node of the dequeue segment. It is easy to prove that the execution time of $p$ requests, including the time CPUs send their requests to the PIM core, is only $L_{message} + p(L_{pim} + \epsilon) + L_{message}$, where $\epsilon$ is the total latency of the PIM core making L1 cache accesses and sending off one message, which is negligible in our performance model. If each CPU makes another request immediately after it receives the result of its previous request, we can prove that the throughput of the PIM-managed FIFO queue is

$$\frac{1 - 2L_{message}}{L_{pim} + \epsilon} \approx \frac{1 - 2L_{message}}{L_{pim}} \approx \frac{1}{L_{pim}},$$

which is expected twice the throughput of the flat-combining queue and three times that of the F&A queue, in our performance model assuming $L_{atomic} = 3L_{llc} = 3L_{pim}$.

When the PIM-managed FIFO queue is short, it may contain only one segment which deals with both enqueue and dequeue requests. In this case, its throughput is only half of the throughput shown above, but it should still be at least as good as the throughput of the other two algorithms.
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