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Cloud computing has emerged as an important new computational and storage medium and

is increasingly being adopted both by companies and individuals as a means of reducing

operational and maintenance costs. However, remotely-stored sensitive data may be lost or

modified and third-party computations may not be performed correctly due to errors, op-

portunistic behavior, or malicious attacks. Thus, while the cloud is an attractive alternative

to local trusted computational resources, users need integrity guarantees in order to fully

adopt this new paradigm. Specifically, they need to be assured that uploaded data has not

been altered and outsourced computations have been performed correctly.

Tackling the above problems requires the design of protocols that, on the one hand, are

provably secure and at the same time remain highly efficient, otherwise the main purpose

of adopting cloud computing, namely efficiency and scalability, is defeated. It is therefore

essential that expertise in cryptography and efficient algorithmics be combined to achieve

these goals.

This thesis studies techniques allowing the efficient verification of data integrity and

computations correctness in such adversarial environments. Towards this end, several new

authenticated data structures for fundamental algorithmics and computation problems, e.g.,

hash table queries and set operations, are proposed. The main novelty of this work lies

in employing advanced cryptography such as lattices and bilinear maps, towards achieving

high efficiency, departing from traditional hash-based primitives. As such, the proposed

techniques lead to efficient solutions that introduce minimal asymptotic overhead and at the

same time enable highly-desirable features such as optimal verification mechanisms and par-

allel authenticated data structures algorithms. The small asymptotic overhead does translate

into significant practical savings, yielding efficient protocols and system prototypes.
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Preface

Cloud computing has emerged as an important new computational and storage medium and

is increasingly being adopted both by companies and individuals as a means of reducing

operational and maintenance costs. However, remotely-stored sensitive data may be lost or

modified and third-party computations may not be performed correctly due to errors, op-

portunistic behavior, or malicious attacks. Thus, while the cloud is an attractive alternative

to local trusted computational resources, users need integrity guarantees in order to fully

adopt this new paradigm. Specifically, they need to be assured that uploaded data has not

been altered and outsourced computations have been performed correctly.

Tackling the above problems requires the design of protocols that, on the one hand, are

provably secure and at the same time remain highly efficient, otherwise the main purpose

of adopting cloud computing, namely efficiency and scalability, is defeated. It is therefore

essential that expertise in cryptography and efficient algorithmics be combined to achieve

these goals.

This thesis studies techniques allowing the efficient verification of data integrity and

computations correctness in such adversarial environments. Towards this end, several new

authenticated data structures for fundamental algorithmics and computation problems, e.g.,

hash table queries and set operations, are proposed. The main novelty of this work lies

in employing advanced cryptography such as lattices and bilinear maps, towards achieving

high efficiency, departing from traditional hash-based primitives. As such, the proposed
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techniques lead to efficient solutions that introduce minimal asymptotic overhead and at the

same time enable highly-desirable features such as optimal verification mechanisms and par-

allel authenticated data structures algorithms. The small asymptotic overhead does translate

into significant practical savings, yielding efficient protocols and system prototypes.
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Chapter 1
Introduction

During the last few years, cloud computing has emerged as an important new computational

and storage medium [55]. In fact, remote data storage (e.g., Amazon S3) and outsourcing of

computation (e.g., Google docs) have become a major everyday phenomenon. An increas-

ingly large number of companies and individuals have adopted cloud computing as a means

of reducing operational and maintenance costs.

However, the cloud is not a panacea. Quoting from an article that was published in 2009

at techcrunch.com [2],

“...T-Mobile and Danger, the Microsoft-owned subsidiary that makes the Sidekick,

has just announced that they’ve likely lost all user data that was being stored on

Microsoft’s servers due to a server failure...”.

Therefore, and beyond the control of its owner, remotely stored sensitive data may be lost,

modified or accessed by unauthorized entities. Additionally, third-party (i.e., cloud) compu-

tations may not be performed correctly, due to errors, opportunistic behavior or malicious

attacks. All these cases imply that, while the cloud is an attractive alternative to local

trusted computational resources, there is a series of security threats that needs to be ad-

dressed in order for this paradigm to be fully adopted by the users. For example, integrity

and privacy guarantees are highly needed: Specifically, users need to be assured that remote

1
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data and computations have not been altered and no cloud data has leaked.

Tackling the above problems requires the design of protocols and the development of

prototypes that, on the one hand, are provably secure and at the same time remain highly

efficient, otherwise the main purpose of adopting cloud computing, i.e., efficiency and scal-

ability, is defeated. In other words, the provable security added to a cloud service should

not lead to major performance penalties and the induced overhead should be negligible com-

pared to the actual computational resources needed by the application when executing in an

insecure environment. It is essential that expertise in cryptography and efficient algorithmics

be combined to achieve these goals.

This thesis addresses the first aspect of cloud security, namely the verification of cloud

data integrity and cloud computations correctness. It is an extended and formal study of

authenticated data structures [105], which comprise systematic and efficient methods for

cryptographically checking the integrity of dynamic structured data—stored at adversarial

environments—and queries executed on it. Namely, given that a data structure is stored

at some untrusted entity and some computation can be performed over it by this untrusted

entity (e.g., output yes if x is contained in a dictionary D or output the shortest path from

node v to node u in a graph G), an authenticated data structure provides the cryptographic

machinery and the algorithms for deciding, without having access to the data structure itself

but only to some constant reliable (and possibly secret) space, whether the returned answer

is correct or not.

First, an authenticated data structure should be secure: A computationally-bounded

adversary should not be able to produce a valid proof for a false answer, under a well-accepted

computational assumption. Second, it should be efficient : Its algorithms should have low

complexity, ideally not adding too much overhead. Successfully combining both these goals

comprises a challenging task, substantially depending on the underlying cryptography. Under

this premise, the main novelty of this thesis lies in employing

advanced cryptography for constructing highly efficient authenticated data structures
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departing in this way from widely employed hash-based constructions (e.g., Merkle trees [77])

which traditionally use collision-resistant hash functions (e.g., SHA-2 [85]) as a black box and

enforce in this way certain complexity lower bounds [106]. Specifically, the coupling of certain

cryptographic primitives, such as accumulators [13], lattices [3] and bilinear maps [60], with

suitable data structuring and algorithms techniques, such as hash tables [29] and search

trees [47], is explored and exploited, leading to efficient solutions that introduce minimal

(and sometimes zero) asymptotic overhead. The small asymptotic overhead does translate

into significant practical savings, yielding protocols that compare favorably in practice with

existing work. The security of our constructions is based on computational assumptions

widely established and accepted by the cryptography community.

1.1 Thesis motivation

The problem of efficiently verifying the integrity of structured data stored at untrusted re-

sources has been an active research area for almost two decades, beginning with the seminal

paper of Merkle [77], where the well-known—and widely used in practice since then—hash

trees were introduced. Being an alternative to plain digital signatures, hash trees comprise

an efficient way to provide integrity proofs for structured data (e.g., an array or a dictionary)

stored at computationally-bounded adversarial sites—certain costs, compared to digital sig-

natures techniques, decrease from linear to logarithmic. The problem was later formalized by

Blum et al. [15] who introduced memory checking, i.e., mechanisms for reliably reading and

writing memory cells, when the memory is not to be trusted. Later on, and after Naor and

Nissim dynamized Merkle’s solution [81], it became clear that verification mechanisms for

more complicated structures (e.g., supporting dynamic operations) and more general query

types (e.g., a verifying the output of an algorithm) were needed. Both these verification tasks

could be achieved via memory checking techniques, since every data update or computation

may be viewed as writing and reading bits from memory respectively. However, and as it
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usually happens when directly employing fundamental primitives (e.g., zero-knowledge [45],

oblivious RAM [86]) in cryptography for solving more complicated problems, inefficiency

is a major issue. This motivated the study of authenticated data structures [105], a model

where untrusted parties answer queries on a dynamic data structure providing a proof of

validity of each answer to the user, in an efficient way.

So far in the literature, the vast majority of algorithms and techniques for authenticated

data structures (e.g., [4, 6, 48, 53, 72, 74, 75, 77, 81, 88, 104, 112]) have traditionally

relied on cryptographic hashing. In particular, collision-resistance, a fundamental property

required for data integrity, is achieved through the use of black box generic functions, such

as SHA-2 (these functions are believed to be collision-resistant in practice but there exists

no formal proof for this). However, this black box property imposes certain complexity limi-

tations through existing lower bounds [106]. For instance, for a dynamic dictionary of size n,

Ω(log n) proof complexities are inevitable, since the internal function of these primitives is

not exploitable in any meaningful way. Aiming at more efficient solutions, this thesis stud-

ies the effect of cryptography on the efficiency of various authenticated data structures, by

exploring certain algebraic properties of advanced cryptographic primitives that traditional

black box generic hash functions lack. Combined with suitable data structures and algo-

rithms, these properties comprise a deciding factor in deriving asymptotically better (even

optimal) authenticated data structures, resulting in more scalable protocols and applications.

1.2 Thesis outline

The thesis outline is as follows. We begin with Chapter 2 where we present basic definitions

that we extensively use in the thesis, such as the data structure scheme definition (Defini-

tion 2.2) and the authenticated data structure scheme definition (Definition 2.3), along with

its correctness and security definitions (Definition 2.5 and 2.4 respectively). Moreover in

Chapter 2 we show how, given any authenticated data structure scheme as a black box, we
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can derive a three-party authenticated data structures protocol (Theorem 2.1) or a two-party

authenticated data structures protocol (Theorem 2.2), both traditionally used to describe au-

thenticated data structure solutions in the literature (e.g., see [75] for a three-party protocol

and [92] for a two-party protocol). This black box approach not only eases the presentation

of our results in subsequent chapters of the thesis but also helps us avoid repeating notions

related to protocols in each chapter. Each of the remaining chapters of the thesis (Chap-

ters 3 through 6) comprises a study of the application of a certain cryptographic primitive

for solving a specific authenticated data structure problem, efficiently:

In Chapter 3, we design authenticated data structures for set membership queries on

hash tables, using cryptographic primitives called accumulators [23, 83] and applying them

in a novel hierarchical way over the stored data. We provide the first construction for

authenticating a hash table with constant query cost and sublinear update cost, strictly

improving upon previous methods, addressing and answering an open problem posed in [81].

The algebraic property we take advantage of in this construction is the commutativity of the

RSA exponentiation function, which enables fast updates of cryptographic digests whenever

partial information included in the digest changes, offering incrementality at no cost and

at the same time allowing for succinct, constant-size proofs—notice that not all functions

achieving incrementality at no cost [11] offer efficient proof complexity. The main results

of this chapter are given in Theorems 3.2 and 3.4. A preliminary version of this chapter

appears in [90].

In Chapter 4, we initially design a new authenticated data structure for a dynamic table

with n entries. We present the first dynamic authenticated table that is update-optimal and

is based on lattices, a mathematical object that found many applications in cryptography

during the last decade. In particular, the update complexity of the authenticated table we

design is O(1), improving in this way the “a priori” O(log n) update bounds of previous

constructions, such as the Merkle tree. To achieve this result, we establish and exploit a

property that we call repeated linearity of lattice-based hash functions. We secondly observe
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that the repeated linearity of the used lattice-based cryptographic primitive lends itself to

a natural notion of parallelism: As such, we describe parallel versions of our authenticated

data structure algorithms, yielding the first parallel online memory checker [15] with O(1)

query complexity using O(log n) checkers in the CREW model and without using a secret

key setting, i.e., there is only need for small reliable but not secret memory. Theorem 4.4

describes the basic (parallel) authenticated data structure and Theorem 4.6 gives the appli-

cation of the presented lattice-based authenticated table in parallel online memory checking.

A preliminary version of this chapter appears in [93].

In Chapter 5, we study the problem of verifying outsourced set operations over a dynamic

collection of sets. Based on the convenient use of the bilinear-map primitive, which proved

to be a very useful tool in cryptography after its first appearance in the literature within

a cryptographic context [60], we are able to construct the first operation-sensitive scheme

for verifying set operations, such as union and intersection (see Theorem 5.1): Operation-

sensitivity is a strong property that enables us to achieve verification costs (proof and ver-

ification complexity) proportional to the size of the answer, and not to the time taken to

produce the answer, a property that could not be achieved otherwise (e.g., with traditional

hash-based techniques), and is obviously highly desirable. In this chapter, we also address

applications of our techniques for verification of keyword searches on outsourced document

collections (e.g., inverted-index queries) and queries in outsourced databases (e.g., equi-join

queries). Since set intersection is heavily used in these applications, we obtain new authenti-

cated data structures that compare favorably to existing approaches. This chapter closes an

open problem, that of operation-sensitivity of set operations, posed in [33]. A preliminary

version of this chapter appears in [94].

In Chapter 6, we observe that no optimal authenticated data structure (i.e., an authen-

ticated data structure that adds no extra asymptotic overhead to the respective plain data



7

structure) is known to date1. However, by assuming the existence of multilinear form gen-

erators [91], a cryptographic primitive proposed by Silverberg and Boneh in 2003 [19], the

construction of which, however, remains an open problem, we introduce the first optimal

authenticated dictionary data structure. The presented authenticated dictionary, described

in Theorem 6.1, enjoys proofs of constant size, i.e., asymptotically equal to the size of the

answer. We close this chapter with Theorem 6.2, showing a reduction connecting the exis-

tence of optimal authenticated dictionaries with the existence of multilinear form generators.

A preliminary version of this chapter appears in [91].

We conclude in Chapter 7 by commenting on some open problems and future work.

1Note that the lattice-based authenticated structure of Chapter 4 is only update-optimal whereas the
authenticated data structure of Chapter 5 achieves optimal verification costs only.



Chapter 2
Preliminaries and related work

This chapter presents preliminary definitions and results that we are using in the rest of the

thesis as well as an extended study of authenticated data structures related work.

2.1 Definitions

In the remainder of the thesis, we denote with k ∈ N the security parameter. We begin with

the definition of a negligible function, extensively used to express our security arguments:

Definition 2.1 (Negligible function) Let f : N→ R. We say that f(k) is neg(k) iff for

any nonzero polynomial p(k) there exits N such that for all k > N it is f(k) < 1/p(k).

Typical examples of functions that are neg(k) are the functions 1
2k

and poly(k)
2k

.

2.1.1 Data structures and authenticated data structures

To formally describe our authenticated data structures solutions in Chapters 3, 4, 5 and 6, we

give definitions for a data structure scheme and the respective authenticated data structure

scheme. Similar definitions have appeared in the work of Tamassia and Triandopoulos [107].

To avoid unnecessary complications, we do not define an abstract data type and we instead

8
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define a data structure scheme directly. We use the notation

{O1, O2, . . . , Oo} ← alg(I1, I2, . . . , Ii) ,

to denote that algorithm alg has i inputs I1, I2, . . . , Ii and o outputs O1, O2, . . . , Oo. When-

ever an input I or an output O appears as (I)∗ or (O)∗ (e.g., algorithms update() and

verify() in Definition 2.3), this means that I or O are not required as inputs or outputs of

the algorithm but might appear depending on the implemented scheme.

Definition 2.2 (Data structure scheme) Let D be any data structure supporting a set

of updates U and a set of queries Q. Denote with Dh the state of the data structure D at

time h, where h ≥ 0 is an integer and D0 is the initial state of the data structure D. A data

structure scheme D(U,Q) is a collection of the following three polynomial-time algorithms

{update, query, check}:

1. Dh+1 ← update(u,Dh): On input an update u ∈ U and the data structure Dh, this

algorithm outputs the updated data structure Dh+1;

2. α(q) ← query(q,Dh): On input a query q ∈ Q and the data structure Dh, this

algorithm outputs the answer α(q) to query q;

3. {accept, reject} ← check(q, α,Dh): On input a query q ∈ Q, an answer α and the

data structure Dh, this algorithm outputs accept if α is a correct answer for query q

on data structure Dh. Else it outputs reject.

For example, consider a data structure scheme for the dictionary data structure (see Sec-

tion 6), implemented with a red-black tree [29]. The query() algorithm performs a binary

search while the update() algorithm performs the relevant rotations needed for re-balancing

the structure. We note here that in Definition 2.2, script letter D in the notation D(U,Q)

implies that D(U,Q) is a data structure scheme for data structure D (non-script letter)

which (the data structure D) supports the set updates U and the set of queries Q.
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Definition 2.3 (Authenticated data structure scheme) Let D(U,Q) be a data struc-

ture scheme defined by the collection of algorithms {update, query, check}. An authen-

ticated data structure scheme A for the data structure scheme D(U,Q) is a collection of the

following six polynomial-time algorithms {genkey, setup, update, refresh, query, verify}:

1. {sk, pk} ← genkey(1k): This algorithm outputs the secret key sk and the public key pk,

given the security parameter k;

2. {auth(D0), d0} ← setup(D0, sk, pk): This algorithm computes the authenticated data

structure auth(D0) and the respective digest d0 of auth(D0), given a data structure D0,

the secret key sk and the public key pk;1

3. {Dh+1, (auth(Dh+1))
∗, dh+1, upd} ← update(u,Dh, (auth(Dh))

∗, dh, sk, pk): This algo-

rithm takes as input an update u ∈ U, a data structure Dh, possibly an authenticated

data structure auth(Dh), the digest dh of auth(Dh) and both the secret and the public

keys sk and pk. It outputs the data structure Dh+1 ← update(u,Dh), possibly the au-

thenticated data structure auth(Dh+1), the digest dh+1 of auth(Dh+1) and some relative

information upd;2

4. {Dh+1, auth(Dh+1), dh+1} ← refresh(u,Dh, auth(Dh), dh, upd, pk): This algorithm takes

as input an update u ∈ U, a data structure Dh, an authenticated data structure

auth(Dh), the digest dh of auth(Dh), the information upd computed by algorithm update()

and only the public key pk. It outputs the data structure Dh+1 ← update(u,Dh), the

authenticated data structure auth(Dh+1) and the digest dh+1 of auth(Dh+1);3

1The digest d0 of the authenticated data structure auth(D0) is a collision-resistant representation of D0,
e.g., the roothash of a Merkle tree [77]. It is usually of constant size.

2Note that this algorithm is only required to output the new digest dh+1 and the new data structure Dh+1.
Outputting the new authenticated data structure auth(Dh+1) is not a requirement of the algorithm—this
will be important in improving the complexity of this algorithm is some schemes. Also, the secret key is
required for execution.

3Note here that the secret key is not used for execution. However, for correct inputs, the output digest
dh+1 is the same as in algorithm update().
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5. {Π(q), α(q)} ← query(q,Dh, auth(Dh), pk): On input a query q ∈ Q, a data structure

Dh, an authenticated data structure auth(Dh) and the public key pk, this algorithm

returns the answer α(q)← query(q,Dh) to the query q, along with a respective proof

Π(q);

6. {accept, reject} ← verify(q, α,Π, dh, (sk)∗, pk): This algorithm takes as input a query

q ∈ Q, an answer α, a proof Π, the digest dh of auth(Dh), possibly the secret key sk

and the public key pk and outputs either accept or reject.

There are two properties that an authenticated data structure scheme should satisfy, i.e.,

correctness and security (intuition follows from signature schemes definitions, e.g., see Ca-

menisch and Lysyanskaya [24]): Roughly speaking, the correctness property requires that,

for every query q ∈ Q, if a proof Π(q) is computed by algorithm query() (i.e., faithfully), then

verify(), on input Π(q) and a correct answer α(q), should always accept, as long as the digest

d is updated through algorithm refresh() (i.e., it is the correct one). The security property

requires that a computationally-bounded adversary, i.e., an adversary that has access to

polynomially-bounded resources (time and space) in the security parameter k, should not be

able (except with negligible probability) to produce verifying proofs Π for incorrect answers

α corresponding to queries q ∈ Q on an authenticated data structure auth(D) whose digest

is updated through adversarially chosen oracle calls to algorithm update()—this is why we

require update() have access to the secret key.

Definition 2.4 (Correctness of authenticated data structure scheme) Let D(U,Q)

be a data structure scheme defined by the collection of algorithms {update, query, check}

and let also A be an authenticated data structure scheme for D(U,Q) defined by the col-

lection of algorithms {genkey, setup, update, refresh, query, verify}. We say that the au-

thenticated data structure scheme A is correct if, for all k ∈ N, for all {sk, pk} output by

algorithm genkey(), for all Dh, auth(Dh), dh output by one invocation of algorithm setup()

followed by polynomially-many invocations of algorithm refresh(), where h ≥ 0, for all
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queries q ∈ Q and for all Π(q), α(q) output by algorithm query(q,Dh, auth(Dh), pk), with

all but negligible probability, whenever algorithm check(q, α(q), Dh) accepts, so does algo-

rithm verify(q,Π(q), α(q), dh, (sk)∗, pk).

Definition 2.5 (Security of authenticated data structure scheme) Let D(U,Q) be a

data structure scheme defined by the collection of algorithms {update, query, check},

A be an authenticated data structure scheme for D(U,Q) defined by the collection of al-

gorithms {genkey, setup, update, refresh, query, verify}, k be the security parameter and

{sk, pk} ← genkey(1k). Denote with Adv a polynomially-bounded adversary that is only given

the public key pk. The adversary has unlimited access to all algorithms of A, except for

algorithms setup(), update() and possibly algorithm verify(), to which he has only oracle ac-

cess. The adversary picks an initial state of the data structure D0 and computes auth(D0), d0

through oracle access to algorithm setup(). Then, for i = 0, . . . , h = poly(k), Adv issues an

update ui ∈ U in the data structure Di and outputs Di+1, possibly the authenticated data

structure auth(Di+1) and di+1 through oracle access to algorithm update(). Finally the ad-

versary enters the attack stage where he picks an index 0 ≤ t ≤ h + 1, a query q ∈ Q, an

answer α and a proof Π. We say that the authenticated data structure scheme A is secure if

for all k ∈ N, for all {sk, pk} output by algorithm genkey(), and for all polynomially-bounded

adversaries Adv it is

Pr

 {q,Π, α, t} ← Adv(1k, pk); accept← verify(q, α,Π, dt, (sk)∗, pk);

reject← check(q, α,Dt).

 ≤ ν(k) ,

where ν(k) is neg(k).

2.1.2 Complexity model

To explicitly measure complexity of various algorithms with respect to the number of prim-

itive cryptographic operations, without considering the dependency on the security parame-

ter, we adopt the complexity model used in memory checking [15, 35], which has been only

implicitly used in the literature of authenticated data structures:
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Definition 2.6 (Access complexity) The access complexity of an algorithm is defined as

the number of memory accesses this algorithm performs on the (authenticated) data structure

stored in an indexed memory of n cells, in order for the algorithm to complete its execution.

Here, “access complexity” is used instead of “query complexity” used in memory checking [15,

35] to avoid ambiguity when referring to algorithm query() of the authenticated data structure

scheme. We also require that each memory cell can store up to O(poly(log n)) bits, a word

size used in Blum’s original memory checking work [15] but also in subsequent work [35]. For

example, a Merkle tree [77] has O(log n) update access complexity since the update algorithm

needs to read and write O(log n) memory cells of the authenticated data structure, each cell

storing exactly one hash value.

Definition 2.7 (Group complexity) The group complexity of a data collection (e.g.,

proof group complexity or authenticated data structure group complexity) is defined as the

number of elementary data objects (e.g., hash values or elements in Zp) contained in that

object.

Whenever it is clear from the context, we omit the terms “access” and “group”. Also, con-

cerning the above definitions, we note that since the size of the problem n, in a cryptographic

setting, has to be polynomially-bounded by the security parameter k, i.e., n = o(2k), the

O(.) notation appearing in the following chapters expresses asymptotic results for values of

n→ 2k, and not for values of n→∞, as is mathematically implied by the O(.) notation [29].

Second, we observe that access complexity captures the notion of “time” and group

complexity captures the notion of “space”. However, access and group complexities are

in principle smaller than time and space complexities. This is because time and space

complexities are counting number of bits and are always functions of the security parameter

k. Being in a cryptographic setting however, the security parameter is always Ω(log n)

and therefore time and space complexities are always Ω(log n)—however, access and group

complexities can be O(1).
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2.1.3 Optimality and public verifiability

We now give the definition of an optimal authenticated data structure scheme. Intuitively,

an optimal authenticated data structure scheme A for a data structure scheme D(U,Q)

should not add any asymptotic overhead to the complexity of the algorithms of the data

structure scheme D(U,Q):

Definition 2.8 (Optimal authenticated data structure scheme) Suppose D(U,Q) is

a data structure scheme defined by the collection of algorithms {update, query, check}

and A is a correct and secure authenticated data structure scheme for D(U,Q) defined by

the collection of algorithms {genkey, setup, update, refresh, query, verify}. The authenticated

data structure scheme A is optimal if all of the following are true:

1. (Space optimality) For all integers h ≥ 0, the group complexity of the authenticated

data structure auth(Dh) is no more than the group complexity of the data structure Dh,

i.e.,

|auth(Dh)| = O(|Dh|) ;

2. (Update optimality) For all updates u ∈ U, the sum of the access complexity of update()

plus the group complexity of upd (output by update()) plus the access complexity of

refresh() is no more than the access complexity of update(), i.e.,

|update()|+ |upd|+ |refresh()| = O(|update()|) ;

3. (Query optimality) For all queries q ∈ Q, the access complexity of query() is no more

than the access complexity of query(), i.e.,

|query()| = O(|query()|) ;

4. (Proof and verification optimality) Let α(q) and Π(q) be the answer and the proof

output by query(), on input a query q ∈ Q. Then for all queries q ∈ Q:
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• The group complexity of the proof Π(q) is no more than the group complexity of

the query q plus the group complexity of the answer α(q), i.e.,

|Π(q)| = O(|q|+ |α(q)|) ;

• The access complexity of verify() is no more than the group complexity of the query

q plus the group complexity of the answer α(q), i.e.,

|verify()| = O(|q|+ |α(q)|) .

We note here that constructing an optimal authenticated data structure scheme appears to

be a difficult task. In Chapter 5 we construct an authenticated data structure scheme that

is almost optimal (update costs are increased by a logarithmic factor), whereas in Chapter 6

we construct an optimal authenticated data structure scheme for a dictionary data structure

that is however based on a cryptographic primitive that is not known to exist yet.

Definition 2.9 (Publicly-verifiable authenticated data structure scheme) Suppose

D(U,Q) is a data structure scheme and A is a authenticated data structure scheme for

D(U,Q) defined by the collection of algorithms {genkey, setup, update, refresh, query, verify}.

Let also k be the security parameter and {sk, pk} ← genkey(1k). The authenticated data

structure scheme A is publicly-verifiable if algorithm verify() does not require the secret key

sk as an input.

2.2 Protocols and applications

Let A be a (publicly-verifiable) authenticated data structure scheme for a data structure

scheme D(U,Q) and let also Q be a correct and secure public-key signature scheme (e.g.,

see Camenisch and Lysyanskaya [24]). We now describe how an authenticated data struc-

ture scheme A may be used in various protocols, such as a three-party authenticated data
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structures protocol (e.g., see Tamassia [105] and Martel et al. [75]) or a two-party authenti-

cated data structures protocol (e.g., see Papamanthou and Tamassia [92]). For the protocols

description we use the following notation:

• [R]t : program. Program program is executed by party R at time t;

• [R → G]t : data. Data data is sent from party R to party G at time t.

2.2.1 Three-party authenticated data structures protocol

A typical setting where an authenticated data structure scheme can be employed involves

three participating entities, usually referred to as three-party model [105] (see Figure 2.1):

A trusted party called source, owns a data structure, that is replicated along with some

cryptographic information to one or more untrusted parties, called servers. Clients issue

data structure queries to the servers and wish to publicly verify the answers received by the

servers, based only on the trust they have in the source. This trust is conveyed through

a time-stamped signature on the digest of the data structure (a collision resistant succinct

representation of the data structure, e.g., the roothash of a Merkle tree—see Definition 2.3),

that is made available by the source. During an update, the source needs just to compute

client

q

Π(q)

verify()setup()

update()

u,upd

source server

refresh()

query()

Figure 2.1: The three-party authenticated data structures protocol. During the update
phase, the source sends an update u ∈ U to the server along with the respective update
information upd output by update(). During the query phase, the client sends a query q ∈ Q
to the server and the server runs algorithm query() to output the proof Π(q) for the respective
answer.

the new digest, whereas the server needs to update the authenticated data structure as a
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whole. We describe this protocol formally below:

Protocol 2.1 A three-party authenticated data structures protocol involves three participat-

ing entities: A trusted source, T , that has access both to the public and the secret keys, an

untrusted server, S, that has access only to the public keys, and a client, C, that has access

only to the public keys. Let k be the security parameter, A = {genkey, setup, update, refresh,

query, verify} be a correct and secure publicly-verifiable authenticated data structure scheme

for a data structure scheme D(U,Q) and Q = {GENKEY ,SIGN ,VERIFY} be a correct

and secure public-key signature scheme. The protocol has four phases:

1. Setup phase: Source T owns the data structure D (described by data structure scheme

D(U,Q)) at time t0. The setup phase consists of the following steps:

(a) [T ]t0: {SK,PK} ← GENKEY(1k); ( signature scheme keys generation)

(b) [T ]t0: {sk, pk} ← genkey(1k); ( authenticated data structure scheme keys genera-

tion)

(c) [T ]t0: {auth(D), d} ← setup(D, sk, pk); ( computing the authenticated data struc-

ture)

(d) [T ]t0: Store D, auth(D), d; (source stores necessary information)

(e) [T → S]t0: D, auth(D), d; ( outsourcing)

(f) [S]t0: Store D, auth(D), d. (server stores necessary information)

2. Update phase: Let u ∈ U be an update issued by source T on data structure D at time

tτ . Let D′ be the updated data structure. The update phase consists of the the following

steps:

(a) [T ]tτ : {D′, (auth(D′))∗, d′, upd} ← update(u,D, (auth(D))∗, d, sk, pk); D = D′,

(auth(D))∗ = (auth(D′))∗, d = d′; ( new digest generation)

(b) [T → S]tτ : u, upd; ( sending relative update information)



18

(c) [S]tτ : {D′, auth(D′), d′} ← refresh(u,D, auth(D), d, upd, pk); D = D′, auth(D) =

auth(D′), d = d′. ( authenticated data structure update at the server)

3. Periodical signing: Let tκ = κ∆t for κ = 0, 1, 2, . . . be certain timestamps in time (with

time difference ∆t), where t0 is defined as the time of algorithm setup() execution (see

Item 1c). The periodical signing is performed independently from all the other phases:

(a) [T ]tκ for κ = 0, 1, 2, . . .: sgnκ ← SIGN (SK, d||tκ); ( signature computation on

most recent digest d)

(b) [T → S]tκ for κ = 0, 1, 2, . . .: sgnκ, tκ; ( sending signature and timestamp)

(c) [S]tκ for κ = 0, 1, 2, . . .: sgn = sgnκ and t = tκ. ( storing most recent signature

and timestamp)

4. Query phase: The query phase proceeds as follows, between the client C and the server

S. Let T be the time of the query q ∈ Q:

(a) [C → S]T : q; ( sending the query)

(b) [S]T : {Π(q), α(q)} ← query(q,D, auth(D), pk); ( answer and proof computation)

(c) [C ← S]T : α(q),Π(q), d, t, sgn; ( sending answer, proof, most recent digest, most

recent timestamp and signature on the last two by the source)

(d) [C]T : Output ACCEPT if and only if: ( verification of answer)

i. T − t < ∆t; ( t is the most recent timestamp)

ii. ACCEPT ← VERIFY(sgn, d||t,PK); ( d is the most recent digest);

iii. accept← verify(q, α(q),Π(q), d, pk).

else output REJECT.

We can now state the main theorem of this section:

Theorem 2.1 Let A = {genkey, setup, update, refresh, query, verify} be a correct and secure

publicly-verifiable authenticated data structure scheme for a data structure scheme D(U,Q)
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and k be the security parameter. Let g(n), s(n), u(n), r(n), q(n) and v(n) be the access

complexities of algorithms genkey, setup, update, refresh, query, verify respectively. Let also

i(n), p(n) and α(n) be the group complexity of the information upd (output by algorithm

update()), of the proof Π(q) (output by algorithm query()) and of the answer α(q) (output by

algorithm query()) respectively and f(n) be the group complexity of the authenticated data

structure auth(D) (output by algorithm setup()). Then there exists a three-party authenticated

data structures protocol involving a trusted source T , an untrusted server S and a client C

for verifying queries q ∈ Q and at the same time supporting updates u ∈ U such that:

1. The setup at the source T has O(s(n)) access complexity;

2. The update at the source T has O(u(n)) access complexity;

3. The space needed at the source T has O(f(n)) group complexity;

4. The communication between the source T and the server S has O(i(n)) group complex-

ity;

5. The update at the server S has O(r(n)) access complexity;

6. The query at the server S has O(q(n)) access complexity;

7. The space needed at the server S has O(f(n)) group complexity;

8. The communication between the server S and the client C has O(p(n) + α(n)) group

complexity;

9. The verification at the client C has O(v(n)) access complexity;

10. For a query q ∈ Q sent by the client C to the server S at any time (even after updates),

let α be an answer and let π be a proof returned by the server S. With probability

Ω(1− neg(k)), the client C accepts the answer α if and only if α is correct.
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Proof: (Complexity) The protocol in question is Protocol 2.1. In the setup phase the

access complexity of Item 1a and Item 1b is O(1) (they are not accessing the data structure

at all). The access complexity of Item 1c is O(s(n)) since it involves one call to algorithm

setup(). Therefore the total setup access complexity at the source is O(s(n)). The update

at the source involves one call to algorithm update() (see Item 2a), therefore it has O(u(n))

access complexity. Both the source and the server store the authenticated data structure

auth(D), therefore their space has O(f(n)) group complexity. The communication between

the source and the server has O(i(n)) group complexity, since information u and upd are sent

(see Item 2b) and also periodically (i.e., every ∆t time units) a signature on the timestamped

digest is sent (see Item 3c), which has O(1) group complexity. The update at the server has

O(r(n)) access complexity since it involves one call to algorithm refresh() (see Item 2c).

Computing a proof at the server (i.e., query at the server) has O(q(n)) access complexity

since it involves one call to algorithm query() (see Item 4b). The communication between

the server and the client has O(p(n) + α(n)) group complexity since it involves sending off

the proof and the answer, a digest, a signature and a timestamp (see Item 4c). Finally

the verification at the client has O(v(n)) access complexity since it involves checking the

Relations 4(d)i (O(1) complexity), 4(d)ii (O(1) complexity) and 4(d)iii (O(v(n)) complexity

since it involves one call to algorithm verify()).

(Security) Let now T be the time of a query q ∈ Q. The client sends query q to the

server (Item 4a). The server replies with an answer α, a proof π, a digest d, a timestamp

t, such that T − t < ∆t, and a signature sgn (Item 4c), computed by the trusted source

(Item 3a). If server S follows the protocol, it will output a correct answer α and a correct

digest d (output by refresh()). Since a correct signature scheme and a correct authenticated

data structure scheme are used, it follows that the client will accept with all but negligible

probability (see Definition 2.4). Suppose now that the server does not follow the protocol

and that the client accepts α, while α is an incorrect answer. In this case, the following three

events have to be true:
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• E1: ACCEPT ← VERIFY(sgn, d||t,PK). This event can be partitioned into the

following events:

1. E10: Digest d is not the correct digest, i.e., the one signed by the source at time t;

2. E11: Digest d is the correct digest, i.e., the one signed by the source at time t;

• E2: accept← verify(q, α, π, d, pk);

• F : α is an incorrect answer to query q.

Therefore the probability in question is the probability Pr[E1 ∩ E2 ∩ F ]. By using some

probability calculus this is bounded by

Pr[E2|E11 ∩ F ] + Pr[E10] = P1 + P2 .

However, since a secure authenticated data structure scheme A is used, P1 is neg(k). Finally,

since a secure (i.e., unforgeable) signature scheme is used, P2 is also neg(k). This concludes

the security proof for the three-party protocol. 2

2.2.2 Two-party authenticated data structures protocol

We now continue with the description of the two-party authenticated data structures pro-

tocol. This protocol involves a trusted client and an untrusted server (see Figure 2.2). The

client can store constant space and cannot usually perform expensive computations (e.g.,

iPhone). This model is close to the model of outsourced verifiable computation [5, 28, 41],

which has recently appeared in the literature. The main differences with the three-party

protocol are the following:

1. The client performs the updates, sends the queries to the server and verifies the answers;

2. The client stores some state of constant size only and cannot store the authenticated

data structure;
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client

q / u

Π(q) / Π(Qu) 

setup()

update()

server

refresh()

query()

verify()verify()

Figure 2.2: The two-party authenticated data structures protocol. During the query phase,
the client sends a query q ∈ Q to the server and the server runs algorithm query() to output
the proof Π(q) for the answer. During the update phase, the client sends to the server an
update u ∈ U, which relates to a certain set of queriesQu ⊆ Q. Then the server computes the
set of proofs Π(Qu). This set of proofs will be used by function z(.) of Assumption 2.1, which
will output δu(Dh) and δu(auth(Dh)), which are subsequently input to algorithm update().

3. The authenticated data structure scheme used need not be publicly-verifiable.

Before we continue with the description of the protocol, we give a necessary definition,

inspired by the definition of t-heavy locations in the work on memory checking lower bounds

of Dwork et al. [35]. This definition will allow us to formally characterize the parts of the

authenticated data structure that are accessed during an update. This characterization will

be important for formalizing the two-party protocol:

Definition 2.10 (Heavy locations of an update) Let A be an authenticated data struc-

ture scheme for a data structure scheme D(U,Q) defined by the collection of algorithms

{genkey, setup, update, refresh, query, verify}, k be the security parameter and {sk, pk} ←

genkey(1k). Let u ∈ U be an update that updates the data structure from D to D′ and the

authenticated data structure from auth(D) to auth(D′). We denote with δu(D) ⊆ D and

δu(auth(D)) ⊆ auth(D) the set of memory locations of D and auth(D) respectively that are

accessed by algorithm update() during update u. Analogously, we denote with δu(D
′) ⊆ D′

and δu(auth(D′)) ⊆ auth(D′) the set of memory locations of D′ and auth(D′) respectively that
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are altered by algorithm update() during update u. Namely, we have the following equivalence

{D′, auth(D′), d′, upd} ← update(u,D, auth(D), d, sk, pk)

⇔

{δu(D′), δu(auth(D′)), d′, upd} ← update(u, δu(D), δu(auth(D)), d, sk, pk) .

The above definition implies that, in order for update() to execute, it needs to have access

only to the parts of the (authenticated) data structure required for execution, and not to

the whole (authenticated) data structure. This is essential for the two-party model, since

the client does cannot store all the data locally.

An assumption for formalizing the two-party protocol

Let A = {genkey, setup, update, refresh, query, verify} be an authenticated data structure

scheme for a data structure scheme D(U,Q). Let Q′ ⊆ Q be a set of queries and Π(Q′) and

α(Q′) be the sets of proofs and answers respectively output by query(q′, Dh, auth(Dh), pk)

for all queries q′ ∈ Q′. We make the following assumption in order to achieve a generalized

application of an authenticated data structure scheme in the two-party protocol: For every

update u ∈ U, there exists a set of data structure queries Qu ⊆ Q such that the set of

memory locations of Dh and the set of memory locations of auth(Dh) accessed by algorithm

update() during update u (i.e., δu(Dh) and δu(auth(Dh))) is a function of Qu, α(Qu),Π(Qu).

We state this formally now:

Assumption 2.1 (Update query) Let A = {genkey, setup, update, refresh, query, verify}

be an authenticated data structure scheme for data structure scheme D(U,Q). For every

update u ∈ U on data structure Dh, there exists a set of queries Qu ⊆ Q such that if

{Π(Qu), α(Qu)} ← query(Qu, Dh, auth(Dh), pk), then it is

{δu(auth(Dh)), δu(Dh)} = z(Qu, α(Qu),Π(Qu)) ,

for some well-defined function z(.), computable with complexity O(|Qu|v(n)), where v(n) is

the access complexity of verify().
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The following example gives some intuition about Assumption 2.1.

Example 2.1 Let us consider the case of a Merkle tree [77] that is used to verify the contents

of an n-index array A. Let also u be the update “set A[i] = x” and let A[i] = y before

the update u takes place. The respective set of queries Qu consists of one query qu, namely

the query “return the contents of cell i”. Let Π(qu) be a verifying proof (a logarithmic-

sized chain of hash values) and let α(qu) be the correct answer, i.e., α(qu) = y. Note that

δu(Dh) = A[i] = y and δu(auth(Dh)) is the path of hash values that is computed during

the verification. Namely, function z(.) in this case is the Merkle tree verification algorithm.

Moreover, z(.) has O(log n) complexity, equal to the complexity of the verification algorithm.

Thus we conclude that for the Merkle tree authenticated data structure (as well as for the

similar authenticated data structure scheme presented in Chapter 4), Assumption 2.1 is true

and therefore we can implement the authenticated data structure scheme in the two-party

model in a generic way (a similar implementation for skip lists is described in [92]).

Protocol 2.2 A two-party authenticated data structures protocol involves two participating

entities: A trusted client C (that has access both to the public and the secret keys) and an

untrusted server S (that has access only to the public keys). Let k be the security parameter

and A = {genkey, setup, update, refresh, query, verify} be a correct and secure authenticated

data structure scheme for a data structure scheme D(U,Q). The protocol has four phases:

1. Setup phase: Client C owns the data structure D at time t0. The setup phase consists

of the following steps:

(a) [C]t0: {sk, pk} ← genkey(1k); ( authenticated data structure scheme keys genera-

tion)

(b) [C]t0: {auth(D), d} ← setup(D, sk, pk); ( authenticated data structure generation)

(c) [C → S]t0: D, auth(D), d; ( outsourcing)
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(d) [C]t0: Delete D and auth(D). Store d. ( storing necessary information only)

2. Update phase: Let u ∈ U be any update issued by client C on data structure D at time

tτ . Let D′ be the updated data structure. The update phase consists of the the following

steps:

(a) [C → S]tτ : u; ( sending the update)

(b) [S]tτ : {Π(Qu), α(Qu)} ← query(Qu, Dh, auth(Dh), pk) ( computing proofs and an-

swers for the set of queries Qu related to update u—see Assumption 2.1)

(c) [C ← S]tτ : Π(Qu), α(Qu); ( sending the data required for the update)

(d) [C]tτ : Execute the following steps:

i. If reject← verify(Qu, α(Qu),Π(qu), d, (sk)∗, pk), output REJECT;

ii. {δu(auth(Dh)), δu(Dh)} = z(Qu, α(Qu),Π(Qu); (use of function z(.), see As-

sumption 2.1)

iii. {δu(D′), (δu(auth(D′)))∗, d′, upd} ← update(u, δu(D), (δu(auth(D)))∗, d, sk, pk);

d = d′; ( generating and storing the new digest by running update() only on

the heavy locations of the update—see Definition 2.10)

iv. If upd 6= Ø go to Item 2e; Else go to Item 2f; ( not always need for a second

round)

(e) [C → S]tτ : upd; ( sending relative update information)

(f) [S]tτ : {D′, auth(D′), d′} ← refresh(u,D, auth(D), d, upd, pk); D = D′, auth(D) =

auth(D′), d = d′. ( authenticated data structure update)

3. Query phase: The query phase proceeds as follows, between the client C and the server

S. Let T be the time of the query q ∈ Q:

(a) [C → S]T : q; ( sending the query)

(b) [S]T : {Π(q), α(q)} ← query(q,D, auth(D), pk); ( answer and proof computation)
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(c) [C ← S]T : α(q),Π(q); ( sending answer and proof)

(d) [C]T : Output ACCEPT if and only if accept← verify(q, α(q),Π(q), d, (sk)∗, pk) else

output REJECT. ( verification of answer)

Theorem 2.2 Let A = {genkey, setup, update, refresh, query, verify} be a correct and secure

authenticated data structure scheme (not necessarily publicly-verifiable) for a data structure

scheme D(U,Q) and k be the security parameter. Suppose Assumption 2.1 holds for A,

such that for each update u ∈ U there exists a respective set of queries Qu, as defined in

Assumption 2.1. Let g(n), s(n), u(n), r(n), q(n) and v(n) be the access complexities of

algorithms genkey, setup, update, refresh, query, verify respectively. Let also i(n), p(n) and

α(n) be the group complexity of the information upd (output by algorithm update()), of the

proof Π(q) (output by algorithm query()) and of the answer α(q) (output by algorithm query())

respectively and f(n) be the group complexity of the authenticated data structure auth(D)

(output by algorithm setup()). Then there exists a two-party authenticated data structures

protocol involving a trusted client C and an untrusted server S for verifying queries q ∈ Q

and at the same time supporting updates u ∈ U such that:

1. The protocol is non-interactive if the information upd output by update() is empty;

Otherwise it requires one round of interaction;

2. The setup at the client C has O(s(n)) access complexity;

3. The update at the client C has O(|Qu|v(n) + u(n)) access complexity;

4. The verification at the client C has O(v(n)) access complexity;

5. The space needed at the client C has O(1) group complexity;

6. The communication between the client C and the server S has O(|Qu|(p(n) + α(n)) +

i(n)) group complexity during updates and O(p(n) + α(n)) group complexity during

queries;
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7. The update at the server S has O(|Qu|q(n) + r(n)) access complexity;

8. The query at the server S has O(q(n)) access complexity;

9. The space needed at the server S has O(f(n)) group complexity;

10. For a query q ∈ Q sent by the client C to the server S at any time (even after updates),

let α be an answer and let π be a proof returned by the server S. With probability

Ω(1− neg(k)), the client C accepts the answer α if and only if α is correct.

Proof: Note that Item 2e, which introduces one round of interaction, is executed only when

upd = Ø. Therefore Item 1 of Theorem 2.2 holds.

(Complexity) The protocol in question is Protocol 2.2. In the setup phase the access

complexity of Item 1a is O(1) (it is not accessing the data structure at all). The access

complexity of Item 1b is O(s(n)) since it involves one call to algorithm setup(). Therefore

the total setup access complexity at the client is O(s(n)). The update at the client involves

one verification of α(Qu) (see Item 2(d)i, which has O(|Qu|v(n)) complexity), the application

of function z(.) to output δu(Dh) and δu(auth(Dh)) respectively (see Item 2(d)ii)—this,

by Assumption 2.1 has O(|Qu|v(n)) complexity— and one call to algorithm update() (see

Item 2(d)iii). Therefore the total complexity is O(|Qu|v(n) + u(n)). The server stores the

authenticated data structure auth(D), therefore its space has O(f(n)) group complexity.

The client stores only the digest d, therefore it needs space of O(1) group complexity. The

communication between the client and the server has

• O(|Qu|(p(n)+α(n))+i(n)) group complexity during an update u, since Π(Qu) (Item 2c),

α(Qu) (Item 2c) and information upd (Item 2e) are exchanged between the two parties;

• O(p(n) + α(n)) group complexity during queries since it involves sending off a proof

and an answer for one query (see Item 4c).

The update at the server has O(|Qu|q(n)+r(n)) access complexity since it involves computing

α(Qu) and Π(qu) (Item 2b) and one call to algorithm refresh() (see Item 2f). Computing a
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proof at the server (i.e., query at the server) has O(q(n)) access complexity since it involves

one call to algorithm query() (see Item 3b). Finally the verification at the client has O(v(n))

access complexity since it involves one call to algorithm verify() (Item 3d), which has O(v(n))

complexity.

(Security) Let now T be the time of a query q ∈ Q. The client sends query q to the

server (Item 3a). The server replies with an answer α and a proof π (Item 3b). If server

S follows the protocol, it will output a correct answer α. Since a correct authenticated

data structure scheme is used, it follows that the client will accept with all but negligible

probability (see Definition 2.4). Suppose now that the server does not follow the protocol

and that the client accepts α, while α is an incorrect answer. Let E be that event. Note that

E can be written as

E = E ∩ [(digest d is correct) ∪ (digest d is not correct)] .

Therefore

Pr[E ] ≤ Pr[E ∩ (digest d is correct)] + Pr[E ∩ (digest d is not correct)]

≤ Pr[E ∩ (digest d is correct)] + Pr[digest d is not correct]

≤ Pr[E|(digest d is correct)] + Pr[digest d is not correct]

= P1 + P2 .

However, since a secure authenticated data structure scheme A is used, P1 is neg(k). Also

by Lemma 2.1, P2 is also neg(k). This completes the proof. 2

Lemma 2.1 Let k be the security parameter. The digest d used by every verification at

Item 3d of Protocol 2.2 is correct with probability Ω(1 − neg(k)), even in the presence of

updates.

Proof: Let ui, for some i ≥ 0, be the first update where the protocol rejects at Item 2(d)i (if

there is such an update). We prove the lemma by induction on the number of updates before
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update ui. Before the execution of the first update u0 issued by the client, the lemma holds

since the digest d0 is output by setup() in Item 1b, run by the trusted client. Therefore d0 is

correct with probability 1. Suppose the lemma holds for the time period before the execution

of the update ui−1 at Item 2(d)iii, namely the digest di−1, used by every verification before up-

date ui−1, is correct with probability Ω(1−neg(k)). Let α(Qui−1
) and Π(Qui−1

) be the answers

and the proofs related to the update ui−1, derived from Assumption 2.1. Since the protocol

does not reject during update ui−1, the verification of α(Qui−1
) and Π(Qui−1

) at Item 2(d)i is

successful. Therefore, since di−1 is correct with probability Ω(1− neg(k)) (by inductive hy-

pothesis), the values α(Qui−1
) and Π(Qui−1

) are also correct with probability Ω(1− neg(k)),

since a secure authenticated data structure scheme is used (see Definition 2.5). This implies

that δui−1
(auth(Di−1)), δui−1

(Di−1), output by z(Qui−1
, α(Qui−1

),Π(Qui−1
)) at Item 2(d)ii are

correct as well with overwhelming probability. Therefore update() outputs the correct digest

di with probability Ω(1 − neg(k)), since it executes on correct data δui−1
(auth(Di−1)) and

δui−1
(Di−1) at Item 2(d)iii. Thus the digest di, used by every verification before update ui,

is correct with probability Ω(1− neg(k)). This completes the proof. 2

2.3 Related work

In this section we present a general literature review related to authenticated data struc-

tures [105] and more broadly to methods developed for checking the integrity of data and

computations stored and executed by adversarial parties. In the description of the related

work, we denote with n the size of the data structure (e.g., number of elements stored in

the dictionary). Note that in the subsequent chapters of the thesis, there are references

to literature work that is more related to the algorithmic or cryptographic problem that is

studied in the specific chapter.



30

2.3.1 Generic collision-resistant hashing

Since the appearance of Merkle’s seminal paper on hash trees [77], many works in authen-

ticated data structures literature have used generic collision-resistant hashing to realize effi-

cient integrity checking mechanisms. Generic collision-resistant hashing refers to the use of

certain cryptographic hash functions, such a MD-5 and SHA-2, as a black box, i.e., without

exploiting the internal (algebraic) structure of the algorithms implementing them. These

constructions have been known to be very efficient in practice. However, due to the heuristic

nature of their security arguments, various attacks on them (e.g., recent attack on SHA-

1 [111] and MD-5 [103]) have appeared over the years.

Nevertheless, several constructions based on generic collision-resistant hashing have been

developed for the verification of various queries on dynamic data structures. After Naor

and Nissim dynamized Merkle’s solution [81], providing the first dynamic authenticated dic-

tionary, Goodrich and Tamassia [48] presented another efficient realization of a dynamic

authenticated dictionary with skip lists, which was enhanced with persistence by Anagnos-

topoulos et al. [4] and was subsequently tested by Goodrich et al. [50] and implemented in

a two-party protocol by Papamanthou and Tamassia [92], finding many applications in au-

thenticated file systems (e.g., see Goodrich et al. [46]) and authenticated outsourced storage

(e.g., see Heitzmann et al. [56]). Martel et al. [75] presented several new authenticated data

structures for more complicated computations (e.g., database queries), supporting efficient

I/O algorithms as well. Distributed authenticated hash tables were introduced by Tamassia

and Triandopoulos [104] and the verification of more complicated queries, such as connectiv-

ity queries on graphs and fractional cascading, is presented by Goodrich et al. [53]. All the

above authenticated data structures achieve O(log n) complexity costs, which are shown to

be optimal [106] (only for methods using generic collision-resistant hashing as a black box).

The database community has also employed generic collision-resistant hashing extensively

in order to verify various structures and queries related to systems and applications such as

I/O-efficient search trees [66], queries on streams [67], database join queries [112], shortest
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path computations [72] and set operations [33]. Other types of queries such as 2-dimensional

range search have also been investigated [6].

2.3.2 More advanced cryptography

Although the majority of authenticated data structures developed in the literature are based

on generic collision-resistant hashing, there have been some solutions for verifying queries in

various settings using other cryptographic primitives, such as one-way accumulators. One-

way accumulators, that were introduced by Benaloh and de Mare [13], are based on the RSA

exponentiation function and comprise an efficient way of securely compressing multiple inputs

into one succinct representation, so that efficient proofs of membership can be computed.

Implemented with an RSA accumulator, they satisfy quasi-commutativity, a useful property

that common generic collision-resistant functions lack, which allows for efficient updates and

convenient preprocessing. Refinements of the RSA accumulator are also given by Baric and

Pfitzmann [10], where except for one-wayness, collision resistance is achieved, and also by

Gennaro et al. [42] and by Sander et al. [101]. Dynamic accumulators (along with protocols

for zero-knowledge proofs) were introduced by Camenisch and Lysyanskaya [23].

A first application of accumulators in the authenticated data structures model was made

by Goodrich et al. [51]; in this work, and in favor of constant complexity proofs, general O(nε)

bounds are derived for various complexity measures such as query and update complexity

(as opposed to logarithmic bounds of methods using generic collision-resistant hashing). An

authenticated data structure [52] that combines hierarchical hashing with the scheme of [51]

appeared later, and a similar hybrid authentication scheme was developed by Nuckolls [84].

Accumulators using other cryptographic primitives (groups admitting bilinear pairings)

the security of which is based on other assumptions (hardness of strong Diffie-Hellman prob-

lem) are presented by Nguyen [83] and Camenisch et al. [22]. However, updates in the work

of Nguyen [83] are inefficient when the trapdoor information is not known: individual pre-

computed witnesses can be updated with constant complexity, thus incurring a linear total
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cost for updating all the witnesses after an update in the set. Also, the accumulator by Ca-

menisch et al. [22] requires space proportional to the number of elements ever accumulated

in the set (book-keeping information of considerable size is needed), or otherwise important

constraints on the range of the accumulated values are required. Efficient dynamic accumu-

lators for non-membership proofs are presented by Li et al. [68]. Accumulators for batch

updates are presented by Wang et al. [110] and accumulator-like expressions to authenticate

static sets under the provable data possession model are presented by Ateniese et al. [7, 37].

The work by Sander et al. [100] studies efficient algorithms for accumulators with unknown

trapdoor information. Finally in the work of lower bounds by Dwork et al. [35], and simulta-

neously with work performed by Papamanthou et al. [90], logarithmic lower bounds as well

as constructions achieving query-update cost trade-offs have been studied in the memory-

checking model. Tree hierarchies are authenticated (with access-control enabled) by Atallah

et al. [6], and by using bilinear pairings.

A study of an extensive suite of various authenticated data structures problems can be

found in the PhD theses of Triandopoulos [108] and Crosby [30]. Applications of authen-

ticated data structures in distributed systems integrity are presented in the PhD thesis of

Maniatis [73].

2.3.3 Relation to memory checking

Authenticated data structures are closely related to the memory checking model, which

was originally defined by Blum et al. [15] and has consequently been studied in several

works [35, 82]. Both authenticated data structures and memory checking have as goal to

verify the operation of some functionality that is offered by an untrusted and possibly mali-

cious server, i.e., to design cryptographic protocols that can efficiently verify the correctness

of the corresponding provided functionality. In memory checking, the functionality offered

by a memory array is being verified, namely read and write operations in a one-dimensional

table with indices 1, . . . , n. A read operation returns the value that is stored at a given index
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j ∈ [1, n] and a write operation involves changing the content of a given index j ∈ [1, n] to

a new given value (similar to the authenticated data structure introduced in Chapter 4); a

memory-checking protocol verifies that a value that is read from any given index j is the

last value that was written to that index j. The celebrating result by Blum et al. [15] states

that this fundamental read-write functionality on n memory cells can be verified by reading

O(log n) special values that are stored at some additional unreliable memory cells of total

size O(n). In authenticated data structures, the functionality offered by a data structure

(e.g., heap, dynamic trees, hash table, dictionary, inverted index, fractional cascading, etc.)

is being verified, namely query and update operations defined over a structured and dynamic

data collection. For example, for the case of dynamic trees [53], a query can be “is node v a

child of u?” and an update can be “move subtree T to node v”.

It is important to note that since any ordinary data structure (of size n) is implemented in

the RAM model and since every operation is simulated by reading and writing bits in memory,

it is consequently true that every data structure can be authenticated using the memory

checking model by individually verifying (with O(log n) complexity) every elementary read

or write operation needed during a query or update in the data structure. This reduction

immediately gives raise to a very reasonable question: Is it useful to work with the more

abstract model of authenticated data structures?

The answer is yes, and the main reason is related to efficiency. The reduction of au-

thenticated data structures to memory checking is in practice highly inefficient. Firstly, the

verification of any read or write operation introduces a logarithmic (in the size of the data

structure) multiplicative factor in the complexity of the verification protocol. Secondly and

more importantly, verifying the functionality of a data structure through memory checking

corresponds to verifying the entire execution of the query or the update algorithm that is de-

fined for the data structure in study, which is in general unnecessary because what is needed

to be verified in the result of such a query or update algorithm and not its entire execution.

The best way to demonstrate how inefficient such a reduction to memory checking can be is
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through a concrete and very illustrative example. Consider the verification of range search

queries. To verify a range search query by solely relying on the known memory-checking

techniques, we need to verify the entire search procedure in an underlying data structure of

range searching, e.g., the range search tree, a procedure which requires O(log n+ k) reads of

memory locations, where n is the size of the data set and k is the number of the elements

belonging to the queried range. Given the logarithmic overhead introduced by the memory

checking (by using for example Blum’s memory checker [15]), the total verification cost is

O(log2 n+k log n). Instead, by using an implementation of an authenticated dictionary (e.g.,

a Merkle tree), the complexity to authenticate range search queries is only O(log n+k). Even

better as it has been shown by Tamassia and Triandopoulos [107], by using optimal data

certification techniques in combination with optimal authenticated dictionaries, it is possible

to authenticate range search queries, optimally, in O(k) complexity using proofs of size only

O(log k). Therefore, authenticated data structures can significantly reduce the complexity

for the authentication of complicated queries, by combining cryptography with algorithmics,

which is the basis of constructing efficient authenticated data structures solutions. Addi-

tionally, apart from efficiency, in the authenticated data structures model, communication

complexity does matter. We are interested in minimizing the size of the proof that the

untrusted server computes for the verification of a query. However in memory checking,

bandwidth does not come into place since query complexity is the main complexity mea-

sure that is studied. Overall, authenticated data structures provide a more powerful, more

refined and more expressive model for studying the verification of computations that take

place during data management and data querying.

Finally, we note that memory checking solutions have been traditionally constructed

with cryptographic primitives that bear very weak assumptions (e.g., existence of one-way

functions [15]). However, authenticated data structures do employ stronger (e.g., strong RSA

assumption [51]) assumptions, still widely acceptable and widely used by the cryptography

community.



Chapter 3
Accumulators for authenticated hash tables

In this chapter we describe our first authenticated data structure scheme for a hash table

data structure. We use cryptographic accumulators [23] as our basic cryptographic primi-

tive to verify standard hash table queries. Specifically, our main results (Theorem 3.2 and

Theorem 3.4) show how to use two different accumulator schemes [23, 83] in a hierarchical

way (see Figure 3.1) over the set and the underlying hash table, in order to achieve the

verification of both membership and non-membership queries.

In the presented fully-dynamic schemes, communication and verification complexities are

constant, the query complexity is constant and the update complexity is sublinear, realizing

the first authenticated hash table with this performance. Our schemes (denoted with RHT

and BHT in Table 3.1) strictly improve, in terms of complexity, upon previous schemes

based on accumulators and other cryptographic primitives (for a detailed comparison, see

Table 3.1). Their security is based on two widely accepted assumptions, the strong RSA

assumption [10] and the bilinear q-strong Diffie-Hellman assumption [16]. Finally, to meet

the needs of different data-access patterns, we extend our schemes to achieve a reverse

performance, i.e., sublinear query cost, but constant update cost.

35
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3.1 Preliminaries

In this section we describe some algorithmic and cryptographic primitives and other useful

concepts that are used in our approach.

3.1.1 Hash tables

The main functionality of a hash table data structure T(X ) is to support optimal complexity

look-ups of elements that belong to a general dynamic set X (i.e., not necessarily ordered).

Elements can be inserted or deleted from X . The elements in X are drawn from a universe

U .

The data structure scheme. The data structure scheme {query(),update(),check()}

as defined in Definition 2.2 for a hash table T(X ) is as follows:

1. {true, false} ← query(x,T(X )): Given an element x ∈ U , return true if x ∈ X or false

otherwise;

2. T(X ′)← update(x,T(X )): Given an element x ∈ U such that x /∈ X , insert element

x into X and output T(X ′); Given an element x ∈ U such that x ∈ X , delete element

x from X and output T(X ′);

3. {accept, reject} ← check(x, b ∈ {true, false},T(X )): If x ∈ X (or x /∈ X ) and b = false

(or b = true), return reject. Else return accept.

Note that answering a hash table query can be implemented to have O(1) expected com-

plexity (see Theorem 3.1) and that both insertions and deletions in a hash table can be

implemented to have O(1) expected amortized complexity (see Theorem 3.1).

Implementation. Different ways of implementing hash tables have been extensively stud-

ied (e.g., [34, 58, 62, 69, 80]). Here we use a simple approach for the implementation of the

plain hash table: Suppose we wish to store n elements from a universe U in a data structure
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so that we can have expected constant look-up complexity. For totally ordered universes

and by searching based on comparisons, it is well known that an Ω(log n) lower bound is

in place. Essential for the construction of a hash table—and for achieving better efficiency

than Ω(log n)—is a two-universal hash function:

Definition 3.1 (Two-universal hash function [26]) A two-universal hash function H :

U → {1, . . . ,m}, randomly selected from a family of two-universal hash functions H, is a

function such that for any two elements e1, e2 ∈ U , it is

Pr [H(e1) = H(e2)] ≤
1

m
. (3.1)

By using a two-universal hash function, hash tables can be constructed as follows.

• Set up an one-dimensional table T[1 . . .m] where m = O(n);

• Pick a two-universal hash function H : U → {1, . . . ,m} as defined in Definition 3.1;

• Store element e in slot T[H(e)] of the table.

The probabilistic property that holds for hash function h implies that for any slot of the

table, the expected number of elements mapped to it is O(1). Also, if h can be computed in

O(1) time, looking-up an element has expected constant complexity.

But the above property of hash tables comes at some cost. The expected constant-

complexity look-up holds when the number of elements stored in the hash table does not

change, i.e., when the hash table is static. In particular, because of insertions, the number

of elements stored in a slot may grow and we cannot assume anymore that is expected to be

constant. A different problem arises in the presence of deletions as the number n of elements

may become much smaller than the size m of the hash table. Thus, we may no longer assume

that the hash table uses O(n) space.

In order to deal with updates, we periodically update the size of the hash table by a

constant factor (e.g., doubling or halving its size). This is an expensive operation since we
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have to rehash all the elements. Therefore, there might be one update (over a course of

O(n) updates) that has O(n) rather than O(1) complexity. Thus, hash tables for dynamic

sets typically have expected O(1) query complexity and O(1) expected amortized update

complexity. Methods that vary the size of the hash table for the sake of maintaining O(1)

expected query complexity, fall into the general category of dynamic hashing. The above

discussion is summarized in the following theorem:

Theorem 3.1 (Dynamic hashing [29]) For a set of size n, dynamic hashing can be im-

plemented to use O(n) space and have O(1) expected query complexity for (non-)membership

queries and O(1) expected amortized complexity for elements insertions or deletions.

3.1.2 The RSA accumulator

We now give an overview of the RSA accumulator, which will be used for the construction

of our first solution, i.e., the construction of the authenticated data structure scheme RHT .

Prime representatives. For security and correctness reasons that will soon become clear,

in our construction we extensively use the notion of prime representatives of elements. Ini-

tially introduced by Baric and Pfitzmann [10], prime representatives provide a solution when-

ever it is necessary to map general elements to prime numbers. In particular, one can map a

k-bit element ei to a 3k-bit prime xi using a two-universal hash function (see Definition 3.1).

In our context, we are using a two-universal hash function h : A → B, which is different

than the one (i.e., H(.)) we use to map elements to buckets, and where set A is the set of

3k-bit boolean vectors and B is the set of k-bit boolean vectors. Specifically, we use the

two-universal hash function

h(x) = Fx ,

where F is a k × 3k boolean matrix. Since the linear system h(x) = Fx has more than one

solution, one k-bit element is mapped to more than one 3k-bit elements. We are interested
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in finding only one such solution which is prime; this can be computed efficiently according

to the following result:

Lemma 3.1 (Prime representatives [42, 51]) Let H be a two-universal family of func-

tions mapping {0, 1}3k to {0, 1}k and let h ∈ H. For any element ei ∈ {0, 1}k, we can

compute with high probability a prime xi ∈ {0, 1}3k such that h(xi) = ei by sampling O(k2)

times from the set of inverses h−1(ei).

By Lemma 3.1, we have that computing prime representatives has expected constant com-

plexity, i.e., independent of n. Also, solving the k×3k linear system in order to compute the

set of inverses has polynomial complexity in k by using standard methods (e.g., Gaussian

elimination). Finally, we note that, in our context, prime representatives are computed and

stored only once. Indeed, using the above method multiple times for computing the prime

representative of the same element will not yield the same prime as output, for Lemma 3.1

describes a randomized process. From now on, given a k-bit element x, we denote with r(x)

the 3k-bit prime representative that is computed as described by Lemma 3.1.

Description of the RSA accumulator. We now give an overview of the RSA accumula-

tor [10, 13, 23, 68], which provides an efficient technique to produce a short (computational)

proof that a certain element is (or is not) a member of a set. The RSA accumulator works

as follows. Suppose we have the set of k-bit elements X = {x1, x2, . . . , xn}. Let N be a

k′-bit RSA modulus (k′ > 3k), namely N = pq, where p, q are strong primes [23]. We can

represent X compactly and securely with an accumulation value acc(X ), which is a k′-bit

integer, as follows

acc(X ) = gr(x1)r(x2)...r(xn) mod N ,

where g ∈ QRN and r(xi) is a 3k-bit prime representative, computed using a two-universal

hash function h(.). Note that the RSA modulus N , the exponentiation base g and the two-

universal hash function comprise the public key pk, i.e., information that is available to the
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adversary (the factorization of N is kept secret). Subject to the accumulation acc(X ), every

element x in set X has a membership witness (Wx, r(x), x), where

Wx = g
Q
xj∈X :xj 6=x

r(xj) mod N . (3.2)

Membership of x in X is verified by means of the following tests:

1. Checking that r(x) is a prime number;

2. Checking that h(r(x)) = x;

3. Computing W
r(x)
x mod N and checking that this equals acc(X ).

Moreover, subject to the accumulation acc(X ), every element x /∈ X has a non-membership

witness as well [68], namely the integer values (Ax,Bx, r(x), x) such that(
n∏
i=1

r(xi)

)
Ax + r(x)Bx = 1 . (3.3)

Note that Ax and Bx can be computed by running the extended Euclidean algorithm [102] on

r(x1)r(x2) . . . r(xn) and r(x). Given the accumulation value acc(X ) and the non-membership

witness (Ax,Bx, r(x), x), non-membership of x in X can be verified by means of the following

tests:

1. Checking that r(x) is a prime number;

2. Checking that h(r(x)) = x;

3. Computing acc(X )AxgxBx mod N and checking that this equals g.

We finally note that the representation acc(X ) has the crucial property that any computa-

tionally bounded adversary Adv who does not know φ(N) cannot find another set of elements

X ′ 6= X such that acc(X ′) = acc(X ), unless Adv breaks the the factoring assumption [10].

However, in order to achieve some more advanced security goals we need, we are going to

use a stronger assumption:
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Assumption 3.1 (Strong RSA assumption) Let k be the security parameter. Given a

k-bit RSA modulus N and a random element x ∈ Z∗N , there is no polynomial-time algorithm

that outputs y > 1 and a such that ay = x mod N , except with negligible probability neg(k).

The security of our RSA-based solution is based on the following result. To assist the

reader, we also recall the proof of the security results for membership proofs [10] and for

non-membership proofs [68].

Lemma 3.2 (Security of the RSA accumulator [10, 68]) Let k be the security param-

eter, h be a two-universal hash function mapping 3k-bit integers to k-bit integers, N be a

(3k + 1)-bit RSA modulus and g ∈ QRN . Given N , g, a set of k-bit elements X and h,

suppose there is a polynomial-time algorithm for one of the tasks below (or both):

• It outputs x /∈ X , W and prime r such that h(r) = x and Wr = acc(X ) mod N ;

• It outputs x ∈ X , A, B and prime r such that h(r) = x and acc(X )AgrB = g mod N .

Then there is a polynomial-time algorithm for breaking the strong RSA assumption.

Proof: Let X = {x1, x2, . . . , xn} and let x /∈ X . For the membership proof, suppose there

is an algorithm that finds W, r and x such that r is a prime number, h(r) = x and

Wr = gr(x1)r(x2)...r(xn) mod N .

Since x /∈ X , by construction of the prime representatives, it is r /∈ {r(x1), r(x2), . . . , r(xn)}

(recall that h(r) = x). Let now e = r and R = r(x1)r(x2) . . . r(xn). The algorithm can now

compute the e-th root of g as follows: It computes a, b ∈ Z such that aR + br = 1 by using

the extended Euclidean algorithm, since r is a prime and r /∈ {r(x1), r(x2), . . . , r(xn)}. Let

now y = Wagb mod N . It is

ye = Wargbr = gaR+br = g mod N .

Therefore the algorithm can be used for breaking the strong RSA assumption. For the

non-membership proof case, since x ∈ X the algorithm can output the e-th root of g as
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y = WA
xg

B, where Wx is the membership witness defined in Relation 3.2. Then

ye = WeA
x g

eB = acc(X )AgrB = g mod N .

This completes the proof. 2

3.1.3 The bilinear-map accumulator

We next give an overview of the bilinear-map accumulator [83] which will be used for the

construction of our second solution, i.e., the construction of the authenticated data structure

scheme BHT .

Bilinear pairings. Before presenting the bilinear-map accumulator we describe some basic

terminology and definitions about bilinear pairings. Let G1,G2 be two cyclic multiplicative

groups of prime order p, generated by g1 and g2 and for which there exists an isomorphism

ψ : G2 → G1 such that ψ(g2) = g1. Let also G be a cyclic multiplicative group with the same

order p and e : G1 ×G2 → G be a bilinear pairing with the following properties:

1. Bilinearity: e(P a, Qb) = e(P,Q)ab for all P ∈ G1, Q ∈ G2 and a, b ∈ Zp;

2. Non-degeneracy: e(g1, g2) 6= 1;

3. Computability: There is an efficient algorithm to compute e(P,Q) for all P ∈ G1 and

Q ∈ G2.

In our setting we have G1 = G2 = G and g1 = g2 = g. A bilinear pairing instance generator

is a probabilistic polynomial-time algorithm that takes as input the security parameter 1k

and outputs a uniformly random tuple t = (p,G,G, e, g) of bilinear pairings parameters.

Here we have to make an important observation: Groups G and G are generic. That

is, their elements are not simple integers and doing operations between elements can be

complicated. E.g., group elements of G and G (for which there exist efficient constructions

of a bilinear map e(., .)) are usually points on an elliptic curve. Also the operations in the
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exponent of elements of G and G are performed modulo p, since this is the order of both

groups G and G. A simplified exposition of these groups and their arithmetic is given in the

book of Katz and Lindell [61].

Description of the bilinear-map accumulator. Similarly with the RSA accumulator,

the bilinear-map accumulator [32, 83] comprises an efficient way to provide short proofs of

(non-)membership for elements that (do not) belong to a set. The bilinear-map accumulator

works as follows. Let s ∈ Z∗p is a randomly chosen value that constitutes the trapdoor

in the scheme (in the same way that φ(N) was the trapdoor in the RSA accumulator).

The accumulator accumulates elements in Z∗p − {−s} (where p is a k-bit prime) and the

accumulated value is an element in G. Given a set of n elements X = {x1, x2, . . . , xn} the

accumulation value acc(X ) is defined as

acc(X ) = g(x1+s)(x2+s)...(xn+s) ,

where g is a generator of group G of prime order p. We note here that acc(X ) can be

constructed by only using X and g, gs, gs
2
, . . . , gs

q
, where q ≥ |X |, by using polynomial

interpolation (see Lemma 3.15). The proof of membership for an element x that belongs to

set X will be the witness (Wx, x) where

Wx = g
Q
xj∈X :xj 6=x

(xj+s) . (3.4)

Accordingly, a verifier can test set membership for x by computing e(Wx, g
sgx) and checking

that this equals e(acc(X ), g).

Moreover, subject to the accumulation acc(X ), every element x /∈ X has a non-membership

witness [32], namely the elements in (Ax = gα(s),Bx = gβ(s), x) such that[
n∏
i=1

(xi + s)

]
α(s) + (x+ s)β(s) = 1 . (3.5)

Note that α(s) and β(s) are polynomials that can be computed by running the extended

Euclidean algorithm on polynomials (x1 + s)(x2 + s) . . . (xn + s) and (x + s). Given the
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accumulation value acc(X ) and the witnesses Ax and Bx, non-membership of x in X can be

verified by computing e(acc(X ),Ax)e(g
sgx,Bx) and checking that this equals e(g, g).

Proving the security of the bilinear-map accumulator requires the bilinear q-strong Diffie-

Hellman assumption, a slightly stronger assumption than the q-strong Diffie-Hellman as-

sumption [16]1, that can be stated as follows:

Assumption 3.2 (Bilinear q-strong Diffie-Hellman assumption) Let k be the secu-

rity parameter and let (p,G,G, e, g) be a uniformly randomly generated tuple of bilinear

pairings parameters. Given the elements g, gs, . . . , gs
q ∈ G for some s chosen at random

from Z∗p, where q = poly(k), there is no polynomial-time algorithm that can output the pair

(a, e(g, g)1/(s+a)) ∈ Zp × G except with negligible probability neg(k).

Lemma 3.3 (Security of the bilinear-map accumulator [32, 83]) Let k be the secu-

rity parameter and let t = (p,G,G, e, g) be a uniformly randomly generated tuple of bilinear

pairings parameters. Given the elements g, gs, . . . , gs
q ∈ G for some s chosen at random from

Z∗p and a set of k-bit elements X (q ≥ |X |), suppose there is a polynomial-time algorithm

for one of the tasks below (or both):

• It outputs x /∈ X and W such that e(W, gsgx) = e(acc(X ), g);

• It outputs x ∈ X , A and B such that e(acc(X ),A)e(gsgx,B) = e(g, g).

Then there is a polynomial-time algorithm for breaking the bilinear q-strong Diffie-Hellman

assumption.

Proof: Let X = {x1, x2, . . . , xn} and let x /∈ X . Suppose there is an algorithm that finds W

such that e(W, gsgx) = e(acc(X ), g). This implies

e(W, g)s+x = e(g, g)(s+x1)(s+x2)...(s+xn) .

1However, proving just collision resistance of the accumulator requires the plain q-strong Diffie-Hellman
assumption [83].
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Note now that the quantity

Πn = (s+ x1)(s+ x2) . . . (s+ xn)

can be viewed as a polynomial in s of degree n. Since x /∈ X , we have that (s + x) does

not divide Πn and therefore values c and P can be computed such that Πn = c+ P (s+ x).

Therefore the algorithm can output (x, e(g, g)1/(s+x)) as

(
x,
[
e(W, g)e(g, g)−P

]c−1
)
.

For a non-membership proof, note that we can output e(g, g)1/(s+x) as

e(Wx,A)e(g,B) ,

since x ∈ X and e(acc(X ),A)e(gsgx,B) = e(g, g), where Wx is a membership witness given

in Relation 3.4. Therefore the bilinear q-strong Diffie-Hellmann assumption can be broken

in both cases. 2

Size of non-membership witnesses. We note here that although non-membership wit-

nesses are constructed in the same fashion in both instantiations of the accumulator schemes,

their sizes differ considerably. In the RSA accumulator case, the integers Ax and Bx (see Re-

lation 3.3) can have size proportional to the number of the elements in X . In the bilinear-map

accumulator case, Ax and Bx (see Relation 3.5) are always two group elements in G (this

takes advantage of the bilinear map e(., .), which is not known to exist for RSA groups),

therefore their size never depends on the elements collection X . This observation is very

important and will contribute to significant complexity improvements in Chapter 5.

We now continue with some necessary algorithmic and definitional framework. We

present an algorithmic construction called accumulation tree that will be used in both our

constructions.
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3.1.4 The accumulation tree

Let X = {x1, x2, . . . , xn} be a set of elements. Given a constant ε < 1 such that 0 < ε < 1,

the accumulation tree of X , denoted with T (ε), is a rooted tree with n leaves defined as

follows:

1. The leaves of T (ε) store the elements x1, x2, . . . , xn;

2. T (ε) consists of exactly l =
⌈

1
ε

⌉
levels;

3. All the leaves are at the same level;

4. Every node of T (ε) has O(nε) children;

5. Level i in the tree contains O(n1−iε) nodes, where the leaves are at level 0 and the root

is at level l.

   7  2  9  3

 a             b                c             d

 e                                                            f                                                                  g                                                             p

r

Figure 3.1: The accumulation tree of a set of 64 elements for ε = 1
3
: every internal node

has 4 = 64
1
ε children, there are 3 = 1

ε
levels in total, and there are 641−i/3 nodes at level

i = 0, 1, 2, 3.

We note that the levels of the accumulation tree are numbered from the leaves to the root

of the tree, i.e., the leaves have level 0, their parents level 1 and finally the root has level l.

The structure of the accumulation tree, which for a set of 64 elements is shown in Figure 3.1,

resembles that of normal “flat” search trees, in particular, the structure of a B-tree [29].

However there are some differences: First, every internal node of the accumulation tree,

instead of having a constant upper bound on its degree, it has a bound that is a function

of the number of its leaves, n; also, its depth is always maintained to be constant, namely
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O
(

1
ε

)
. Note that it is simple to construct the accumulation tree when nε is an integer (see

Figure 3.1). Else, we define the accumulation tree to be the unique tree of degree dnεe (by

assuming a certain ordering of the leaves). This maintains the degree of internal nodes to

be O(nε).

Using the accumulation tree and search keys stored at the internal nodes, one can search

for an element in O(nε) time and perform updates in O(nε) amortized time. Indeed, as the

depth of the tree is not allowed to vary, one should periodically (e.g., when the number

of elements of the tree doubles) rebuild the tree spending O(n) time. Actually, by using

individual binary trees to index the search keys within each internal node, queries could be

answered in O(log n) time and updates could be processed in O(log n) amortized time. Yet,

the reason we build this flat tree is not to use it as a search structure, but rather to design

an authentication structure for defining the digest of X that matches the optimal querying

performance of hash tables. The idea is as follows: we wish to hierarchically employ an

accumulator over the subsets (of accumulation values) defined by each internal node in the

accumulation tree, so that (non)-membership proofs of size proportional to the depth of the

tree (hence of constant size) are defined with respect the root digest (accumulation value of

the entire set).

3.2 Scheme based on the RSA accumulator

In this section we present a secure authenticated data structure scheme for an authenticated

hash table RHT = {genkey, setup, update, refresh, query, verify} and prove it satisfies the

complexities of Table 3.1. For each algorithm, we are going to describe two constructions,

i.e., the “plain” construction and the one with “precomputed witnesses”.

Algorithm {sk, pk} ← genkey(1k): The algorithm picks a constant 0 < ε < 1 and d1/εe+1

RSA moduli Ni = piqi (i = 0, . . . , l), where pi, qi are strong primes [23] and l = d1/εe. The
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length of the RSA moduli is defined by the recursive relations

|Ni+1| = 3|Ni|+ 1 ,

where |N0| = 3k+1 and i = 0, . . . , l−1. The algorithm also picks l+1 public bases gi ∈ QRNi

to be used for exponentiation. Finally, given l + 1 families of two-universal hash functions

H0,H2, . . . ,Hl, the algorithm randomly picks one function hi ∈ Hi, for i = 0, . . . , l (hi will be

used for computing prime representatives). The function hi is such that it maps (|Ni|−1)-bit

primes to ((|Ni| − 1)/3)-bit integers2. The algorithm sets sk = {φ(Ni) = (pi−1)(qi−1) : i =

0, . . . , l} and pk = {Ni, gi, hi : i = 0, . . . , l; ε}. Note that since l is constant all RSA moduli

have size that only depends on the security parameter k. Also, since 1/ε is constant, the

algorithm has access complexity O(1).

3.2.1 Main authenticated data structure

Let X = {x1, x2, . . . , xn} be a collection of n elements. X is stored in a dynamic hash tableD0

by using a two-universal hash function H(.) that maps each element to a certain bucket (see

Theorem 3.1). Specifically, the hash table D0 has m = O(n) buckets L1, L2, . . . , Lm, where

each bucket contains O(1) elements in expectation (by the property of the two-universal hash

function—see Relation 3.1). Let now 0 < ε < 1 be the fixed constant chosen by algorithm

setup(). We build the accumulation tree T (ε) on top of the buckets, i.e., every leaf of the tree

corresponds to a specific bucket and not to an element within the bucket. Since the number

of buckets is m = O(n), the internal nodes of the accumulation tree have O(nε) children.

Our authenticated data structure is defined with respect to the accumulation tree as

follows. We hierarchically employ the RSA accumulator over the buckets of the hash table

so that to augment the accumulation tree with a collection of corresponding accumulation

2The choice of the domains and ranges of functions hi and of the lengths of moduli Ni is due to the
requirement that prime representatives should be smaller numbers than the respective moduli (see [101]).
As we will see in Section 3.2.5, using ideas from [10] it is possible to avoid the increasing size of the RSA
moduli and instead use only one size for all Ni’s. By doing so, however, we are forced to prove security
in the random oracle model (using cryptographic hash functions), which is fine for practical applications.
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values. That is, assuming the setup parameters are in place, for any node v in the accumu-

lation tree we define its accumulation value χ(v) recursively along the tree structure, as a

function of the accumulation value of its children (in a similar way as in a Merkle tree). We

describe algorithm setup() in detail below:

Algorithm {auth(D0), d0} ← setup(D0, sk, pk): The algorithm builds the accumulation

tree T (ε) on top of the m buckets L1, L2, . . . , Lm. For every leaf node v in tree T (ε) that lies

at level 0 and corresponds to a bucket Lj, the algorithm sets

χ(v) = g

Q
x∈Lj

r0(x)

0 mod N0 ∈ Z∗N0
. (3.6)

For every non-leaf node v in T (ε) that lies at level 1 ≤ i ≤ l, the algorithm sets:

χ(v) = g
Q
u∈N (v) ri(χ(u))

i mod Ni ∈ Z∗Ni , (3.7)

where ri(a) is a prime representative of a computed using function hi, N (v) is the set of

children of node v (when node v refers to a bucket, i.e., it is a leaf, we define as v’s children to

be the elements contained in the bucket) and gi ∈ QRNi . The authenticated data structure

auth(D0) output by the algorithm consists of the following components:

1. The accumulation tree T (ε);

2. The prime representatives ri(χ(v)) that correspond to the values χ(v), such that

hi(ri(χ(v))) = χ(v)—as used in Relations 3.6 and 3.7, for all nodes v ∈ T (ε) (at

some level i).

Let r be the root of the tree T . The algorithm also outputs d0 = χ(r), i.e., the digest of the

authenticated data structure is the χ(.) value of the root of the accumulation tree.

Precomputed witnesses. In order to achieve constant-complexity queries, algorithm

setup() can also compute precomputed witnesses. Namely, for every node v of the accu-

mulation tree that lies at level 0 ≤ i ≤ l, let N (v) be the set of its children (for a leaf node,
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we consider as “children” the elements in the respective bucket). For every j ∈ N (v) the

algorithm computes

Wj(v) = χ(v)ri(χ(j))−1

= g
Q
u∈N (v)−{j} ri(χ(u))

i mod Ni , (3.8)

and stores Wj(v) at v. When the construction with precomputed witnesses is used, auth(D0)

also includes Wj(v), for all v ∈ T (ε) and all j ∈ N (v), along with T (ε) and ri(χ(v)).

Lemma 3.4 Algorithm setup() of the authenticated data structure scheme RHT has O(n)

access complexity both with and without precomputed witnesses. Moreover, the authenticated

data structure auth(D0) output by setup() has O(n) group complexity.

Proof: For a node v that has degree d, computing χ(v) from Relation 3.7 has O(d) access

complexity. At level i ≥ 1, there are O(m1−iε) such nodes, of degree O(mε), where m is the

number of the buckets (at level 0 there are m nodes of constant degree). Since m = O(n)

and T (ε) has O(1) levels, the access complexity without precomputed witnesses is O(n). For

a node v at level i that has degree d, computing Wj(v) for all j ∈ N (v) from Relation 3.8

has O(d) access complexity: Compute χ(v) first, and then set

Wj(v) = χ(v)ri(χ(j))−1

mod Ni .

Note that the computation of the inverse in the exponent is feasible because setup() has

access to the secret key, that contains the factorization φ(N0) (we will see that this com-

putational task requires more work when the factorization is not available). Therefore the

access complexity of setup() with precomputed witnesses is also O(n), since computing one

such witness requires O(1) work and there are O(n) such witnesses. Finally, every node of

T (ε) stores one group element (and two group elements in the precomputed witnesses case).

Since the tree T (ε) has O(n) nodes, the group complexity of auth(D0) is O(n). 2

3.2.2 Updates

We now describe how updates can be efficiently supported in the authenticated hash table

scheme, by using a rebuilding technique, appropriately adjusted from the book of Cormen
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et al. [29]: Since a hash table with m = O(n) buckets is used, we should expect that at

some point the update algorithms will need to rebuild the table (i.e., rehash all the elements

and reinsert them in a bigger or smaller hash table) and the related authenticated data

structures. This is done according to the following definition:

Definition 3.2 Let m be the current number of buckets of the authenticated hash table and

n be the number of elements contained in the authenticated hash table after an update has

been performed. Define α = n
m

to be the load factor of the authenticated hash table after the

update. If α = 1 (full table) the capacity of the hash table is doubled. If α = 1
4

(near empty

table) the capacity of the hash table is halved.

The rebuilding method described in Definition 3.2, adjusted to our authenticated hash

table construction, is essential to get the necessary amortized results of Lemmata 3.5 and 3.7,

which constitutes the main complexity results of this work (for similar methods see the book

of Cormen et al. [29]). We describe now algorithms update() and refresh() in detail.

Algorithm {Dh+1, auth(Dh+1), dh+1, upd} ← update(u,Dh, auth(Dh), dh, sk, pk): Let m be

the current number of buckets of Dh and n be the number of elements stored in Dh, after

the update has been performed. We distinguish two cases:

Case 1. m
4
< n < m: In this case there is no need to rebuild the table and the update is

performed as follows: Suppose the update is “insert element e”. The algorithm computes

the bucket j = H(e) (see Relation 3.1) and inserts e in bucket j. Let v0 be the node of T (ε)

referring to bucket j and r0(e) be a new prime representative for element e computed using

function h0, i.e., h0(r0(e)) = e. Let v0, v1, . . . , vl be the path in T (ε) from node v0 to the

root of the tree. The algorithm initially sets

χ′(v0) = χ(v0)
r0(e) mod N0 ,

i.e., it updates the accumulation value that corresponds to the updated bucket. Note that
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if the update is “delete element e”, the algorithm sets

χ′(v0) = χ(v0)
r0(e)−1

mod N0 . (3.9)

Subsequently, for j = 1, . . . , l the algorithm sets

χ′(vj) = χ(vj)
rj(χ

′(vj−1))rj(χ(vj−1))−1

mod Nj , (3.10)

where rj(χ(vj−1)) is the prime representative of accumulation value χ(vj−1) and rj(χ
′(vj−1))

is a new prime representative for the updated accumulation value χ′(vj−1), such that

hj(rj(χ
′(vj−1))) = χ′(vj−1) .

All these values are stored by the algorithm after they have been computed. The algorithm

also outputs the new prime representatives rj(χ
′(vj−1)) (j = 1, . . . , l) as the information

upd along the path from the updated bucket to the root of the tree. Information upd also

includes r0(e) and χ′(vl). Also it sets dh+1 = χ′(vl), i.e., the updated digest is the updated

χ(.) value of the root of T (ε). Finally the new authenticated data structure auth(Dh+1)

is computed as follows. Let auth(Dh) be the previous authenticated data structure that is

input to the algorithm. Overwrite the values rj(χ(vj−1)) (j = 1, . . . , l) with the new values

rj(χ
′(vj−1)) (j = 1, . . . , l) and output the updated structure. The behavior of the algorithm

in the precomputed witnesses case is the same with the difference that upd = Ø.

Case 2. n = m
4

or n = m: In this case the hash table is rebuilt according to Definition 3.2:

If n = m
4

, then the algorithm builds a data structure Dh+1 with m/2 buckets. Otherwise, i.e.,

when n = m, the algorithm builds a data structure Dh+1 with 2m buckets. Subsequently, it

outputs auth(Dh+1) and dh+1 by calling algorithm setup(Dh+1, sk, pk) and sets upd = Ø.

Lemma 3.5 By using the rebuilding policy of Definition 3.2, algorithm update() of the

authenticated data structure scheme RHT has O(1) expected amortized access complexity.

Moreover, the update information upd output by update() has O(1) group complexity.

Proof: The O(1) expected complexity bound comes from the fact that the number of

operations (as long as the group elements contained in upd) that update() performs is always
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a function of l = 1/ε = O(1)—also the actual hash table update is performed, which has

expected O(1) complexity. Note that the complexity of the operations in Relations 3.9

and 3.10 is constant since sk contains the factorizations φ(Ni) and therefore inverses can be

computed with the extended Euclidean algorithm. When the hash table has to be rebuilt,

algorithm setup() is called, which has O(n) access complexity (see Lemma 3.4). Therefore

the result is expected amortized since we can use the rebuilding strategy in Definition 3.2

and follow the same amortized analysis from [29] (i.e., the cost of rebuilding in [29] does not

increase due to the O(n) complexity of setup()). 2

Algorithm {Dh+1, auth(Dh+1), dh+1} ← refresh(u,Dh, auth(Dh), dh, upd, pk): Let m be the

current number of buckets of Dh and n be the number of elements stored in Dh, after the

update has been performed. We distinguish two cases:

Case 1. m
4
< n < m: Suppose the update is “insert element e”. The algorithm computes

the bucket j = H(e) (see Relation 3.1) and inserts e in bucket j. Let v0 be the node of T (ε)

referring to bucket j. Let v0, v1, . . . , vl be the path in T (ε) from node v0 to the root of the

tree. The algorithm, for j = 0, . . . , l, sets

rj(χ(vj)) = rj(χ
′(vj)) ,

i.e., it updates the prime representatives that correspond to the updated path by using the

information upd3. Finally it outputs the updated hash table as Dh+1, the updated prime

representatives rj(χ(vj)) (along with the ones that belong to the nodes that are not updated)

as auth(Dh+1) and χ′(vl) (contained in upd) as dh+1.

Precomputed witnesses. When precomputed witnesses are used, the algorithm should

update Wj(v) for v = v0, v1, . . . , vl and for all j ∈ N (v) (see Relation 3.8). To achieve that

3Note that information upd is not required for refresh() to perform this task. Algorithm refresh() uses upd
for efficiency. Namely, algorithm refresh() could compute the updated values rj(χ(vj)) by performing
explicit exponentiations, which would have O(nε) complexity.
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efficiently, the following result from Sander et al. [101] for efficiently maintaining updated

precomputed witnesses is used:

Lemma 3.6 (Computing witnesses [101]) Suppose we are given the elements collection

X = {x1, x2, . . . , xn}, an RSA modulus N and g ∈ QRN . Without the knowledge of φ(N), the

witnesses Wi = g
Q
j 6=i xj mod N for i = 1, . . . , n can be computed with O(n log n) complexity.

In order to compute the updated witnesses, the algorithm uses the algorithm from Sander

et al. [101] that provides the above result for all nodes vi, 0 ≤ i ≤ l, and for all j ∈ N (vi),

as follows. For each vi, it uses the result from Lemma 3.6 with inputs the updated elements

{ri(χ(j)) : j ∈ N (vi)}, the RSA modulus Ni and the exponentiation base gi. In this compu-

tation the updated prime representative ri(χ(vi−1)), computed with O(nε) exponentiations,

is used (note that O(nε) exponentiations are required since sk is not available). This compu-

tation outputs the witnesses Wj(vi) for j ∈ N (vi) (note that the witness Wvi−1(vi), for i > 0,

remains the same). Also, since the algorithm for updating witnesses [101] is run on O(1/ε)

nodes v with |N (v)| = O(nε), we have, by Lemma 3.6, that the witnesses update complexity

is O(nε log n) (for the complete result see Lemma 3.7).

Case 2. m = m
4

or n = m: In this case the hash table is rebuilt according to Definition 3.2:

If n = m
4

, then the algorithm builds a data structure Dh+1 with m/2 buckets. Otherwise, i.e.,

when n = m, the algorithm builds a data structure Dh+1 with 2m buckets. Subsequently,

it outputs auth(Dh+1) and dh+1 by using Relations 3.6 and 3.7. In the case of precomputed

witnesses, it computes the new witnesses to be included in auth(Dh+1) by using Lemma 3.6

(note that refresh() cannot call setup() directly since it does not have access to the secret

key sk and that is why it has to use Relations 3.6, 3.7 and Lemma 3.6).

Lemma 3.7 By using the rebuilding policy of Definition 3.2, algorithm refresh() of the au-

thenticated data structure scheme RHT has O(1) expected amortized access complexity, with-

out precomputed witnesses. With precomputed witnesses, algorithm refresh() has O(nε log n)

expected amortized access complexity.
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Proof: For the case when no precomputed witnesses are used, the argument is the same

as in Lemma 3.5. For the case of precomputed witnesses, suppose there are currently n

elements in the hash table and that the capacity of the table (i.e., number of buckets) is

m. Note that, by the rebuilding policy of Definition 3.2, it is m/4 < n < m. As we know,

each one of the m buckets stores O(1) elements in expectation. When an update takes place

and no rebuilding of the table is triggered, all the witnesses along the path of the update of

the accumulation tree have to be updated. By using the algorithm described in Lemma 3.6,

the witnesses within the bucket can be updated in expected complexity O(1), since the size

of the bucket is an expected value. The witnesses of the internal nodes can be updated in

O(mε logm) complexity and therefore the overall complexity is O(mε logm) in expectation.

When a rebuilding of the table is triggered then the total complexity is O(m logm), since

there is a constant number of levels in the accumulation tree, processing each node has

complexity O(mε logm) (since the degree of any internal node is O(mε)) and the maximum

number of nodes that lie in any level is O(m1−ε). Therefore, the actual complexity of an

update is expected O(mε logm), when no rebuilding is triggered and O(m logm) otherwise.

We are interested in the expected value of the amortized complexity (expected amortized

complexity) of an update. Let ni be the number of elements contained in the hash table after

update i and mi be the number of buckets after update i. We do the analysis by defining

the following potential function:

Fi =


c(2ni −mi) logmi, αi ≥ 1

2

c
(
mi
2
− ni

)
logmi, αi <

1
2

,

where αi = ni
mi

. The amortized complexity for an update i will be equal to γ̂i = γi+Fi−Fi−1.

Therefore E[γ̂i] = E[γi] + Fi − Fi−1, since Fi is a deterministic function. To perform the

analysis more precisely we define some constants. Let c1 be that constant such that if the

update complexity C is O(mε
i logmi), it is

C ≤ c1m
ε
i logmi . (3.11)
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Also, let r1 be that constant such that if the rebuilding complexity R is O(ni log ni), it is

R ≤ r1ni log ni . (3.12)

Also we note that in all cases it holds

mi

4
≤ ni ≤ mi . (3.13)

We perform the analysis by distinguishing the following cases:

1. αi−1 ≥ 1
2

(insertion). For this case, we examine the cases where the hash table is rebuilt

or not. In case the hash table is not rebuilt, we have mi−1 = mi and ni = ni−1 + 1.

Therefore the amortized complexity will be:

E[γ̂i] = E[γi] + Fi − Fi−1

≤ c1m
ε
i logmi + c(2ni −mi − 2ni−1 +mi−1) logmi

= c1m
ε
i logmi + 2c logmi .

In case the hash table is rebuilt (which takes O(n log n) complexity in total) we have

mi = 2mi−1, ni = ni−1 + 1 and ni−1 = mi−1 (which give ni = mi/2 + 1 ≤ mi/2) and

the amortized complexity will be:

E[γ̂i] = E[γi] + Fi − Fi−1

≤ r1ni log ni + c(2ni −mi) logmi − c(2ni−1 −mi−1) logmi−1

= r1ni log ni + c(2ni −mi) logmi − c
mi

2
logmi/2

≤ r1
mi

2
logmi/2 + 2c logmi − c

mi

2
logmi/2

≤ 2c logmi

for a constant c of the potential function such that c > r1.

2. αi−1 <
1
2

(insertion). Note that that there is no way that the hash table is rebuilt

in this case. Therefore mi−1 = mi and ni = ni−1 + 1. If now αi <
1
2

the amortized
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complexity will be:

E[γ̂i] = E[γi] + Fi − Fi−1

≤ c1m
ε
i logmi + c(mi/2− ni) logmi − c(mi−1/2− ni−1) logmi−1

= c1m
ε
i logmi + c(mi/2− ni −mi/2 + ni−1) logmi

= c1m
ε
i logmi − c logmi .

In case now αi ≥ 1
2

the amortized complexity will be:

E[γ̂i] = E[γi] + Fi − Fi−1

≤ c1m
ε
i logmi + c(2ni −mi) logmi − c(mi−1/2− ni−1) logmi−1

= c1m
ε
i logmi + c(2(ni−1 + 1)−mi−1 −mi−1/2 + ni−1) logmi

= c1m
ε
i logmi + c(3ni−1 − 3mi−1/2 + 2) logmi

= c1m
ε
i logmi + c(3αmi−1 − 3mi−1/2 + 2) logmi

< c1m
ε
i logmi + c(3mi−1/2− 3mi−1/2 + 2) logmi

= c1m
ε
i logmi + 2c logmi .

3. αi−1 <
1
2

(deletion). Here we have ni = ni−1 − 1. In case the hash table does not have

to be rebuilt (i.e., 1
4
< αi <

1
2

and mi = mi−1), we have that the amortized complexity

of the deletion is going to be:

E[γ̂i] = E[γi] + Fi − Fi−1

≤ c1m
ε
i logmi + c(mi/2− ni) logmi − c(mi−1/2− ni−1) logmi−1

= c1m
ε
i logmi + c(mi/2− ni −mi/2 + ni−1) logmi

= c1m
ε
i logmi + c logmi .

In case now the hash table has to be rebuilt (which has O(ni log ni) complexity), we
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have that mi = mi−1/2, mi = 4ni and therefore the amortized complexity is:

E[γ̂i] = E[γi] + Fi − Fi−1

≤ r1ni log ni + c(mi/2− ni) logmi − c(mi−1/2− ni−1) logmi−1

≤ r1ni log ni + c(mi/2− ni) logmi − c(mi − (ni + 1)) log 2mi

≤ r1ni log ni − c(mi/2− 1) logmi − c(3ni − 1)

≤ r1ni log ni − cmi/2 logmi + c logmi

≤ r1mi logmi − (c/2)mi logmi + c logmi

≤ c logmi ,

where c must also be chosen to satisfy c > 2r1.

4. αi−1 ≥ 1
2

(deletion). In this case we have mi−1 = mi. If αi ≥ 1
2
, the amortized

complexity will be:

E[γ̂i] = E[γi] + Fi − Fi−1

≤ c1m
ε
i logmi + c(2ni −mi − 2ni−1 +mi−1) logmi

≤ c1m
ε
i logmi − 2c logmi .

Finally for the case that αi <
1
2

we have

E[γ̂i] = E[γi] + Fi − Fi−1

≤ c1m
ε
i logmi + c(mi−1/2− ni − 2ni−1 +mi−1) logmi

= c1m
ε
i logmi + c(3mi−1/2− (ni−1 − 1)− 2ni−1) logmi

= c1m
ε
i logmi + c(3mi−1/2− 3ni−1 + 1) logmi

= c1m
ε
i logmi + c(3(1/αi−1)ni−1/2− 3ni−1 + 1) logmi

≤ c1m
ε
i logmi + c logmi .
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Therefore we conclude that for all constants c > 2r1 of the potential function, the expected

value of the amortized complexity of any operation is bounded by

E[γ̂i] ≤ c1m
ε
i logmi + 2c logmi .

By using now Relation 3.13, there is a constant r such that E[γ̂i] ≤ rnεi log ni which implies

that the expected value of the amortized complexity of any update (insertion/deletion) in

an authenticated hash table containing n elements is O(nε log n) for 0 < ε < 1. 2

3.2.3 Queries and verification

We show now how a proof for an element e ∈ X (or an element e /∈ X ) can be constructed,

by using the authenticated data structure presented in the previous section. Let H(e) = j,

i.e., the bucket that corresponds to element e is j. Let v0, v1, . . . , vl be the path from the

node that corresponds to bucket j to the root of T (ε). We add a fictitious node v−1 that

stores element e within bucket j such that v−1, v0, v1, . . . , vl is the path in T (ε) from the node

to corresponds to element e to the root of T (ε). We consider two cases, i.e., membership and

non-membership proof:

• Element e is contained in the hash table. The proof is the ordered sequence π0, π1, . . . , πl,

where πi is a tuple of a prime representative and a witness that authenticates every

node of the path v−1, v0, . . . , vl from the element in question e to the root of the tree

vl. Thus, item πi of proof Π(e) (i = 0, . . . , l) is defined as:

πi =
(
ri(χ(vi−1)),Wvi−1(vi)

)
, (3.14)

where Wvi−1(vi) is defined in Relation 3.8 and χ(v−1) = e. For simplicity, we set

αi = ri(χ(vi−1)) and

βi = Wvi−1(vi) . (3.15)

For example in Figure 3.1, the proof for an element that belongs to the bucket of node
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a (e.g., element 2) consists of the following tuples:

π0 =
(
r0(2), gr0(3)r0(7)r0(9) mod N0

)
,

π1 =
(
r1(χ(a)), g

r1(χ(b))r1(χ(c))r1(χ(d))
1 mod N1

)
,

π2 =
(
r2(χ(f)), g

r2(χ(e))r2(χ(g))r2(χ(p))
2 mod N2

)
.

• Element e is not contained in the hash table. Let y1, y2, . . . , yu be the elements contained

in bucket j (all different than e). First, output a membership proof (as above) for an

element yi in bucket j (note that H(yi) = H(e)). Then, and by running the extended

Euclidean algorithm, output a non-membership witness

πν = (Ae,Be, r0(e), e) , (3.16)

where Ae,Be and r0(e) are defined in Relation 3.3. Note that Ae,Be are integer values

proving non-membership of e in the set {y1, y2, . . . , yu}.

We now describe the algorithm formally:

Algorithm {Π(q), α(q)} ← query(q,Dh, auth(Dh), pk): Let e = q be the queried element.

If e is contained in Dh, set Π(q) = (π0, π1, . . . , πl), as in Relation 3.14 and output α(q) = true.

If e is not contained in Dh, output a membership proof for some other element yi in bucket

j, such that H(e) = H(yi). Then output a non-membership proof πν for e in bucket j, as

defined in Relation 3.16. Set Π(q) = (Π(yi), πν) and output α(q) = false.

Lemma 3.8 Algorithm query() of the authenticated data structure scheme RHT has O(nε)

expected access complexity, without precomputed witnesses. With precomputed witnesses,

algorithm query() has O(1) expected access complexity. Moreover, it outputs a proof Π(q) of

O(1) expected group complexity.

Proof: (a) Membership proof : Without precomputed witnesses, the construction of π0 has

always O(1) expected access complexity since each bucket contains O(1) elements in expec-

tation. Also, the construction of each element πi (i = 1, . . . , l) has O(nε) access complexity



62

due to the degree bound of the nodes in T (ε). Therefore the total complexity is expected

O(nε). With precomputed witnesses, each πi can be “read” directly from memory with O(1)

access complexity (not expected). Finally, the group complexity of Π(q) for a membership

proof is O(1) (not expected), since one witness for each level of T (ε) must be provided. (b)

Non-membership proof : A non-membership proof consists of a membership proof (thus the

above arguments apply here as well) plus the proof πν (see Relation 3.16). Therefore in

both cases (without precomputed witnesses and with precomputed witnesses), πν turns the

complexities into expected, since the complexity of Ae and Be depends on the number of the

elements in the bucket in question (see observation before Section 3.1.4), which is expected

O(1). This completes the proof. 2

We now formally describe the verification algorithm. The verification algorithm will take

as input a proof and an answer and will either accept or reject the answer.

Algorithm {accept, reject} ← verify(q, α,Π, dh, pk): Let the query q refer to element e, i.e.,

q = e. We distinguish two cases:

1. Membership proof : In this case it is α = true. The proof Π contains a membership

proof for e, denoted with Π(e) = π0, π1, . . . , πl, where πi = (αi, βi) for i = 0, . . . , l, and

where αi are all primes. The algorithm outputs reject if one of the following is true:

(a) h0(α0) 6= e (the prime representative of element e is not correct);

(b) hi(αi) 6= β
αi−1

i−1 mod Ni−1 for some 1 ≤ i ≤ l (false witness);

(c) dh 6= βαll mod Nl (final digest mismatch).

2. Non-membership proof : In this case it is α = false. We recall that in this case the

proof Π contains (a) a membership proof Π(y) = π0, π1, . . . , πl for element y 6= e such

that H(y) = H(e), where πi = (αi, βi) for i = 0, . . . , l (αi are all primes); (b) a

non-membership proof for e, denoted with πν = (A,B, r, e), where r is a prime. The

algorithm outputs reject if one of the following is true:
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(a) H(e) 6= H(y); (e and y do not belong in the same bucket);

(b) The membership proof for y does not verify, i.e., it is

reject← verify(y, true,Π(y), dh, pk) ;

(c) h0(r) 6= e (the prime representative r contained in πν for element e is not correct);

(d) αA
1 g

rB
0 6= g0 mod N0 (verification test for non-membership proof of e in the cor-

responding bucket does not succeed, see Lemma 3.2).

If all the above tests are successful, the algorithm outputs accept.

Lemma 3.9 Algorithm verify() of the authenticated data structure scheme RHT has O(1)

expected access complexity.

Proof: Processing the membership proof has O(1) access complexity, since it requires pro-

cessing l = O(1) pairs of witnesses and prime representatives. Moreover, processing the

non-membership proof has O(1) expected access complexity, due to the size of the non-

membership witness, that depends on the number of the elements in the bucket in question.

Therefore, the expected access complexity of verify() is O(1). 2

3.2.4 Correctness and security

The following lemmata describe the correctness and the security of our new construction,

according to Definitions 2.4 and 2.5. The security of our scheme is based on the strong RSA

assumption.

Lemma 3.10 The authenticated data structure scheme RHT = {genkey, setup, update,

refresh, query, verify} is correct according to Definition 2.4.

Proof: Let D0 be any hash table containing n elements and having m = O(n) buckets. Fix

the security parameter k and output pk = {Ni, gi, hi : i = 0, . . . , l; ε} and sk = {φ(Ni) :
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i = 0, . . . , l} by calling algorithm genkey(). Then output an authenticated data structure

auth(D0) and the respective digest d0, by calling algorithm setup(). Pick a polynomial number

of updates—namely, pick a polynomial number of elements for insertion or deletion—and

update auth(D0) and d0 by calling algorithm refresh(). Let Dh be the final hash table,

auth(Dh) be the produced authenticated data structure and dh be the final digest. Let e be

an element that belongs (or, it should belong) to bucket j (i.e., H(e) = j). Output a proof

Π(e) and an answer by calling query(). We distinguish two cases:

1. Element e is contained in the hash table. Then Π(e) is a membership proof as defined

in Relation 3.14. Note that π0 contains the prime representative of e with the respec-

tive witness, therefore verify() does not reject at Item 1a. By the definitions of the

accumulation values output by setup() and maintained under updates by refresh() (see

Relations 3.6 and 3.7) and by the definition of proof element πi in Relation 3.14 for

i = 1, . . . , l, verify() does not reject at Items 1b and 1c;

2. Element e is not contained in the hash table. Let y1, y2, . . . , yu be the elements in

bucket j, where H(e) = j. In this case, the non-membership proof consists of (a) a

membership proof πi = (αi, βi) for an element y contained in bucket j (which verifies

due to Item 1) such that H(e) = H(y) = j, therefore verify() does not reject at either

Item 2a or Item 2b and, (b) a non-membership proof (Ae,Be, r0(e), e) for element e

that should belong to bucket j. Therefore verify() does not reject at Item 2c, since

h0(r0(e)) = e. Also it does not reject at Item 2d as

αAe
1 g

r0(e)Be
0 = g

(
Qu
j=1 r0(yj))Ae+r0(e)Be

0 = g0 mod N0 ,

since, by construction it is

α1 = g
Qu
j=1 r0(yj)

0 mod N0 ,

and by Relation 3.3, Ae and Be are computed to satisfy(
u∏
j=1

r0(yj)

)
Ae + r0(e)Be = 1 .
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This completes the proof. 2

Lemma 3.11 The authenticated data structure scheme RHT = {genkey, setup, update,

refresh, query, verify} is secure according to Definition 2.5 and under the strong RSA as-

sumption.

Proof: Let k be the security parameter. Output pk = {Ni, gi, hi : i = 0, . . . , l; ε} and

sk = {φ(Ni) : i = 0, . . . , l} by calling algorithm genkey(). Let Adv be a polynomially-

bounded adversary. Adv picks an initial collection of n elements X , stored in hash table

D0. Adv outputs an authenticated data structure auth(D0), by calling algorithm setup()

through oracle access. Then Adv picks a polynomial number of updates—namely, he picks

a polynomial number of elements for insertion or deletion. Let Dh be the final hash table,

let the updated final element collection be X , and let dh be the final digest as produced by

the adversary through oracle access to algorithm update(). We will compute the probability

that check() rejects, while verify() accepts, as required by Definition 2.5. We distinguish

two cases:

1. Membership proof : The adversary outputs a membership proof Π(e) = (π0, π1, . . . , πl)

(l = d1
ε
e) where πi = (αi, βi) (see algorithm query()) for an element e /∈ X (thus, a

proof for an incorrect answer). Let v0, v1, . . . , vl be a path of nodes in T (ε) from the

bucket referring to e to the root of the tree. We define now the following events, related

to the choice of the proof above made by the adversary. Our goal will be to the express

the probability that verify(e, true,Π(e), dh, pk) accepts and e /∈ X as a function of the

following events. Note that dh is the correct digest of the authenticated data structure:

(a) E0,0: The value e and α0 picked by Adv are such that e /∈ X , α0 is prime and

h0(α0) = e;

(b) Ej: For j = 1, . . . , l, the values αj, αj−1 and βj−1 picked by Adv are such that

both αj and αj−1 are primes and

hj(αj) = β
αj−1

j−1 mod Nj−1 for all 1 ≤ j ≤ l .
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This event can be partitioned into two mutually exclusive events, i.e., Ej = Ej,0 ∪

Ej,1 such that

• Ej,0: Value hj(αj) is not the correctly formed digest (i.e., an accumulation of

the digests of its children) of some node vj−1 ∈ N (vj), as defined in Rela-

tion 3.7;

• Ej,1: Value hj(αj) is the correctly formed digest of a node vj−1 ∈ N (vj), as

defined in Relation 3.7.

(c) El+1,1: The values αl and βl picked by Adv are such that

βαll = dh mod Nl .

The probability that verify() accepts, while e /∈ X is the probability

Pr[E0,0 ∩ E1 ∩ E2 ∩ . . . ∩ El+1,1]

= Pr[E0,0 ∩ (E1,0 ∪ E1,1) ∩ (E2,0 ∪ E2,1) ∩ . . . ∩ El+1,1]

≤ Pr[E1,1|E0,0] + Pr[E2,1|E1,0] + Pr[E3,1|E2,0] + . . .+ Pr[El+1,1|El,0]

= Pr[E1,1|E0,0] +
l+1∑
j=2

Pr[Ej,1|Ej−1,0] . (3.17)

First we examine the event E1,1|E0,0. This event implies that the adversary has found

a value e /∈ X , a prime α0 such that h0(α0) = e and a value β0 such that

βα0
0 = g

Q
t=1,...,l′ r0(xt)

0 mod N0 ,

where x1, x2, . . . , xl′ is a subset of the set X . Since e /∈ X , it is e /∈ {x1, x2, . . . , xl′}.

Also, since every prime representative is mapped to a unique element through function

h0, we conclude that it should be α0 /∈ {r0(x1), r0(x2), . . . , r0(xl′)}. By Lemma 3.2 and

Assumption 3.1, this probability is neg(k). Therefore Pr[E1,1|E0,0] ≤ neg(k).

For the remaining events Ej,1|Ej−1,0 (2 ≤ j ≤ l + 1), we have:
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• By the one-to-one property of the function hj−1(.), Ej−1,0 implies that value αj−1

is not the prime representative of the correctly formed digest of some node vj−2 ∈

N (vj−1), as defined in Relation 3.7, namely that

αj−1 /∈ {rj−1(χ(vt)) : vt ∈ N (vj−1)} ;

• However, the event Ej,1 implies that (1) digest hj(αj) (for j = l + 1 this is just

dh) is the correctly formed digest of node vj−1; and (2)

β
αj−1

j−1 = g

Q
vt∈N (vj−1) rj−1(χ(vt))

j−1 mod Nj−1 .

where rj−1(χ(vt)) are the prime representatives of correctly formed digests of the

set of neighbors of vj−1.

Since αj−1 /∈ {rj−1(χ(vt)) : vt ∈ N (vj−1)}, by Lemma 3.2 and Assumption 3.1, this

probability is neg(k). Therefore for all j = 1, . . . , l+1, Pr[Ej,1|Ej−1,0] is neg(k). Since l =

O(1), the total probability is also neg(k). This concludes the proof for the membership

case.

2. Non-membership proof : For this case, we define the events:

(a) B0: Adv finds e ∈ X and y such that H(e) = H(y) = j;

(b) B1: Adv finds a membership proof for y, namely the proof π = π0, π1, . . . , πl where

πi = (αi, βi) (where αi are prime numbers) and accept← verify(y, true, π, dh, pk);

(c) B2: Adv finds α1, a non-membership proof (A,B, r, e) for e such that r is a prime

number, h0(r) = e and αA
1 g

rB
0 = g0 mod N0. This event is partitioned into two

events:

i. B20 : α1 6= acc(Lj) = g

Q
x∈Lj

r0(x)

0 mod N0;

ii. B21 : α1 = acc(Lj) = g

Q
x∈Lj

r0(x)

0 mod N0.

We need to compute the probability Pr[B0 ∩ B1 ∩ B2] = Pr[B0 ∩ B1 ∩ (B20 ∪ B21)] ≤

Pr[B20|B1|B0] + Pr[B21|B0]. By Lemma 3.2 and Assumption 3.1, it is Pr[B21|B0] ≤
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ν(k), where ν(k) is the appropriate negligible function. Note also that we can express

B20|B1|B0 as a function of the events E in the membership proof case. Specifically, the

event B20|B1|B0 implies the event E1,0 ∩ E2 ∩ E3 ∩ . . . ∩ El+1,1, the probability of which,

by following the same logic as in Relations 3.17 is bounded by neg(k).

This concludes the proof for both the membership and the non-membership cases. 2

We can now present the main result of this section.

Theorem 3.2 Let k be the security parameter and 0 < ε < 1. Then there exists a publicly-

verifiable authenticated data structure scheme RHT = {genkey, setup, update, refresh, query,

verify} for a data structure scheme defined for dynamic hash table D storing n elements such

that:

1. It is correct according to Definition 2.4 and secure according to Definition 2.5 and

under the strong RSA assumption;

2. The access complexity of setup() is O(n), outputting an authenticated data structure

auth(D) of O(n) group complexity;

3. The expected amortized access complexity of update() is O(1), outputting update infor-

mation upd of O(1) group complexity;

4. The expected amortized access complexity of refresh() is O(nε log n) (or O(1));

5. The expected access complexity of query() is O(1) (or O(nε)), outputting a proof Π(q)

for a query q of O(1) expected group complexity;

6. The expected access complexity of verify() is O(1).

Proof: This result follows directly from Lemmata 3.4, 3.5, 3.7, 3.8, 3.9, 3.10 and 3.11. The

complexities in the brackets (O(1) for refresh() and O(nε) for query()) refer to the case when

no precomputed witnesses are used. Note that the presented scheme is publicly verifiable

since verify() does not take the secret key as an input. 2
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3.2.5 A more practical scheme

The construction we have presented (RHT authenticated data structure scheme) uses dif-

ferent RSA moduli for each level of the tree and each new RSA modulus has a bit-length

that is three times longer than the bit-length of the previous-level RSA modulus. Therefore,

computations corresponding to higher levels in the accumulation tree are more expensive,

since they involve modular arithmetic operations over longer elements. This increase in the

lengths of the RSA moduli is due to the need to compute, for the elements stored at every

level in the tree, prime representatives of size that is three times as large as the size of the

elements (see Lemma 3.1). Although from a theoretical point of view this is not a concern

as the number of the levels of the tree is constant (i.e., 1/ε), from a practical point of view,

this can be prohibitive for efficiently implementing our schemes.

To overcome this complexity overhead, we want to use the same RSA modulus for each

level of the tree, and to achieve this, we present a heuristic inspired by a similar method

originally used in the work of Baric and Pfitzmann [10]. Instead of using two-universal

hash functions to map (general) integers to primes of increased size, the idea is to employ

random oracles [12] for consistently computing primes of relatively small size. In particular,

given a k-bit integer x, instead of mapping it to a 3k-bit prime, we can map it to the value

2t2bg(x)+d, where g(x) is the output of length b of a random oracle (which in practice is the

output of a cryptographic hash function) at the end of which we append b zeros so that we

make this number large enough, t is a value that equals to the number of bits we are shifting

2bg(x) to the left, and d = 1, 3, . . . , 2t− 1 is a number we are adding so that 2t2bg(x) + d is a

prime. Note that we require that t is related to b according to Relation 3.18 of Theorem 3.3.

In the following, we denote by q(x) a prime representative of x computed by the above

procedure, i.e., the output of a procedure that transforms a k-bit integer into a k′-bit prime,

where k′ < k. Note that the above procedure (i.e., the computation of q(x)) cannot map

two different integers to the same prime. This can be derived by the random oracle prop-

erty, namely that for x1 6= x2, w.h.p. it is g(x1) 6= g(x2). This implies that the intervals
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[2t2bg(x1), 2
t2bg(x1) + 2t− 1] and [2t2bg(x2), 2

t2bg(x2) + 2t− 1] are disjoint. Finally we show

that we can make sure that with high probability we will always be able to find a prime

within the specified interval.

Theorem 3.3 Let x be a k-bit integer and let a = 2bg(x) be the output of a b-bit random

oracle with b zeros appended at the end. The interval [2ta, 2ta+2t−1] contains a prime with

probability at least 1− 2−b provided

b ≤
⌊
log(1 +

√
2t + 4e2t−1)− 1

⌋
. (3.18)

Proof: By the prime distribution theorem we have that the number of primes less than n

is approximately n
lnn

. Therefore, we want to compute the probability

Pr

[
2ta+ 2t − 1

ln(2ta+ 2t − 1)
− 2ta

ln(2ta)
≥ 1

]
= Pr

[
a ≤ e2

t−1

2t

]
,

by assuming ln(2ta + 2t − 1) ' ln(2ta) since a > 2b >> 2t. By the random oracle property

we have that

Pr

[
a ≤ e2

t−1

2t

]
= Pr

[
2bg(x) ≤ e2

t−1

2t

]
=
e2
t−1

2b+t
1

2b
.

Note that

e2
t−1

2b+t
1

2b
≥ 1− 1

2b
⇔ 1−

√
2t + 4e2t−1

2
≤ 2b ≤ 1 +

√
2t + 4e2t−1

2
,

which gives b ≤
⌊
log(1 +

√
2t + 4e2t−1)− 1

⌋
since b is a positive integer. This completes the

proof. 2

Using Theorem 3.3, we can pick the length of the output of the random oracle to ensure

hitting a prime with high probability. For example, for t = 9 we get b ≤ 368, which is true

for most practical hash functions used today (e.g., SHA-256).

Using the above method, we can still accumulate primes in the exponent but this time

without having to increase the size of the RSA moduli at any level of the tree. The only

conditions we need in order to securely use the RSA accumulator are:
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1. the safe accumulation of primes that map to unique integers (i.e., each accumulated

prime can only represent one integer), and

2. the bit-length of accumulated primes is smaller than the bit-length of the used RSA

modulus.

Thus, we can apply our new procedure for computing prime representatives to all of

the constructions in Section 3.2 with one important efficiency improvement: the same RSA

modulus and exponentiation bases are used at all levels of the accumulation tree. With this

heuristic, we overall get the same security and complexity results as before, but now we have

a more practical accumulator with security that is now based on both the strong RSA and

the random oracle assumptions.

3.2.6 Protocols

Three-party protocol. By using Theorem 2.1 we can easily derive the following corollary

that describes the use of the authenticated data structure scheme RHT of Theorem 3.2 by

Protocol 2.1.

Corollary 3.1 Let k be the security parameter and assume that the strong RSA assumption

holds. Then there exists a three-party authenticated data structures protocol (see Protocol 2.1)

for verifying (non)-membership queries q on a dynamic hash table storing n elements such

that:

1. The setup at the source has O(n) access complexity;

2. The update at the source has O(1) expected amortized access complexity;

3. The space needed at the source has O(n) group complexity;

4. The communication between the source and the server has O(1) group complexity;
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5. The update at the server has O(nε log n) (or O(1)) expected amortized access complex-

ity;

6. The query at the server has O(1) (or O(nε)) expected access complexity;

7. The space needed at the server has O(n) group complexity;

8. The communication between the server and the client has O(1) expected group com-

plexity;

9. The verification at the client has O(1) expected access complexity;

10. For a query q sent by the client to the server at any time (even after updates), let α be

an answer and let π be a proof returned by the server. With probability Ω(1− neg(k)),

the client accepts the answer α if and only if α is correct.

Two-party protocol. In order to be able to use the authenticated data structure scheme

RHT of Theorem 3.2 in a black-box way with Theorem 2.2—and derive a two-party au-

thenticated data structures protocol, we have to ensure that Assumption 2.1 holds for the

authenticated data structure scheme RHT :

Lemma 3.12 Assumption 2.1 is true for the authenticated data structure scheme RHT .

Moreover, for every update u, |Qu| has O(1) amortized complexity.

Proof: Let an update u refer to element e, i.e., either insert element e to the hash table or

delete element e from the hash table. We distinguish two cases:

1. The hash table is not rebuilt (see Definition 3.2) due to update u. In this case, the

respective set of queries Qu required for Assumption 2.1 simply contains one query for

element e, i.e., qu = e. Let {Π(e), α(e)} ← query(e,Dh, auth(Dh), pk).

We now describe function z(.) from Assumption 2.1. Let qu = e. Function z(.) first

computes δu(Dh) as H(e) = j, since update() needs to access bucket j in order to do any
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operation on element e, with H(e) = j4. To compute δu(auth(Dh)), z(.) processes the

proof Π(qu) as follows. We recall that both a membership and non-membership proof

contains the ordered sequence π0, π1, . . . , πl, where πi is a tuple of a prime representative

and a witness that authenticates every digest of the path v0, v1, . . . , vl from the bucket in

question H(e) = j to the root of the tree vl. Thus, item πi of proof Π(e) (i = 0, 1, . . . , l)

is defined as (see Relation 3.14):

πi =
(
ri(χ(vi−1)),Wvi−1(vi)

)
.

Note now that update() needs to access χ(vi), for i = 0, 1, . . . , l, in order to perform

the update (see Relation 3.10). All these values are easily computed from πi: Just set

χ(vi) = W
ri(χ(vi−1))
vi−1(vi)

—see Relation 3.7. Therefore the function z(.) computes such expo-

nentiations and outputs δu(auth(Dh)) with O(1) complexity, same with the complexity

of algorithm verify().

2. The hash table is rebuilt (see Definition 3.2) due to update u. Then the set of queries

Qu consists of queries for all the elements contained in the hash table, therefore its

size is O(n), where n is the number of the elements stored in the table. In this case

z(.) is just a call to algorithm setup().

Because the hash table has to be rebuilt, and in this case it is |Qu| = O(n), it follows (with a

similar analysis as in Lemma 3.5) that |Qu| has O(1) amortized complexity. This completes

the proof. 2

By Theorems 2.2 and 3.2 and Lemma 3.12, we can now state the final result for the

two-party model:

Corollary 3.2 Let k be the security parameter and assume that the strong RSA assumption

holds. Then there exists a two-party authenticated data structures protocol (see Protocol 2.2)

4We recall that update() does not update the bucket j itself, but receives the updated bucket from
update()—see Definition 2.3.
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for verifying (non)-membership queries q on a dynamic hash table storing n elements such

that:

1. When precomputed witnesses are used, the protocol is non-interactive; Otherwise, it

requires one round of interaction during updates;

2. The setup at the client has O(n) access complexity;

3. The update at the client has O(1) expected amortized access complexity;

4. The verification at the client has O(1) expected access complexity;

5. The space needed at the client has O(1) group complexity;

6. The communication between the client and the server has O(1) expected amortized

group complexity during updates and O(1) expected group complexity during queries;

7. The update at the server has O(nε log n) (or O(nε)) expected amortized access complex-

ity;

8. The query at the server has O(1) (or O(nε)) expected access complexity;

9. The space needed at the server has O(n) group complexity;

10. For a query q sent by the client to the server at any time (even after updates), let α be

an answer and let π be a proof returned by the server. With probability Ω(1− neg(k)),

the client accepts the answer α if and only if α is correct.

3.3 Scheme based on the bilinear-map accumulator

In this section we use the bilinear-map accumulator and present a new authenticated data

structure scheme BHT = {genkey, setup, update, refresh, query, verify} for dynamic hash

tables. We use exactly the same methodology as the one used in Section 3.2, that is, nested
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invocations of accumulators in a constant-depth tree, to overall obtain similar complexity and

security results with the solution presented before. Accordingly, we use the same structure in

presenting and proving our results. Note however that there are significant differences (both

in complexity and cryptography) that are imposed by the use of the different cryptographic

primitive. For example, the underlying algebraic groups used are fundamentally different (the

RSA accumulator is using ZN while the bilinear-map accumulator is using groups defined

over elliptic curves). This imposes certain differences in the complexity of some algorithms,

which will be discussed in the following sections. We begin with algorithms genkey() and

setup(). Again, the underlying (plain) data structure is a dynamic hash table T(X ) storing n

elements X = {x1, x2, . . . , xn}. As in the RSA accumulator case, the elements are distributed

into m buckets L1, L2, . . . , Lm (using a two-universal hash function H), where m = O(n).

Algorithm {sk, pk} ← genkey(1k): The algorithm chooses a k-bit prime p, an exponen-

tiation base g that is a generator of a multiplicative cyclic group G of prime order p, for

which there is a bilinear map e(., .) : G × G → G5. All the above are chosen uniformly at

random as indicated by Assumption 3.2, basically the algorithm has to generate the tuple

t = (p,G,G, e, g). Then it randomly picks a number s ∈ Z∗p (s is the trapdoor). An up-

per bound q of the total number of elements that will be accumulated is decided and the

algorithm also computes the elements of G gs, gs
2
, . . . , gs

q
. Finally, a function that outputs

the bit-description of the elements in G, i.e., the function h : G → Zp is used6. Note that

since G has exactly p elements, the function maps each element in G to an integer in Zp. In

order not to overload the notation, we assume that when the input to the function h(.) is an

element x ∈ Zp, it just outputs x. The algorithm outputs s ∈ Z∗p as sk and everything else

as pk.

5The generator g is used as the exponentiation base in all the levels of the accumulation tree T (ε).
6In this way we make sure that the output accumulated value at some level can be used as input to the
next level of accumulation, since we can only accumulate elements of Zp and not elements of G
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Algorithm {auth(D0), d0} ← setup(D0, sk, pk): The algorithm builds the accumulation

tree T (ε) on top of the m buckets L1, L2, . . . , Lm. For every leaf node v in tree T (ε) that lies

at level 0 and corresponds to a bucket Lj, the algorithm sets

χ(v) = g
Q
x∈Lj

(x+s) ∈ G , (3.19)

while for every non-leaf node v in T (ε) that lies at level 1 ≤ i ≤ l, the algorithm sets:

χ(v) = g
Q
u∈N (v)(h(χ(u))+s) ∈ G , (3.20)

where h(χ(u)) is an element in Zp, computed using function h(). The authenticated data

structure auth(D0) output by the algorithm consists of the following components:

1. The accumulation tree T (ε);

2. For every node v ∈ T (ε) at level i, the accumulation values χ(v).

Let r be the root of the tree T . The algorithm also outputs d0 = χ(r), i.e., the digest of the

authenticated data structure is the χ(.) value of the root of the accumulation tree.

Precomputed witnesses. The precomputed witnesses in this case are defined as follows:

For every j ∈ N (v) we store at node v the witness

Wj(v) = g
Q
u∈N (v)−{j}(h(χ(u))+s) . (3.21)

When the construction with the precomputed witnesses is used, auth(D0) also includes Wj(v),

for all v ∈ T (ε) and all j ∈ N (v).

Lemma 3.13 Algorithm setup() of the authenticated data structure scheme BHT has O(n)

access complexity both with and without precomputed witnesses. Moreover, the authenticated

data structure auth(D0) output by setup() has always O(n) group complexity.

Proof: Same with Lemma 3.4 with the difference that the efficient computation of the

exponent expressions is now feasible since sk contains the trapdoor s. 2

We continue with the algorithms used for updates:
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Algorithm {Dh+1, auth(Dh+1), dh+1, upd} ← update(u,Dh, auth(Dh), dh, sk, pk): Let m be

the current number of buckets of Dh and n be the number of elements stored in Dh, after

the update has been performed. We distinguish two cases:

Case 1. m
4
< n < m: In this case there is no need to rebuild the table and the update is

performed as follows: Suppose the update we consider is the insertion of an element e ∈ Zp.

The algorithm computes the bucket j = H(e) (see Relation 3.1) and inserts e in bucket j.

Let v0 be the node of T (ε) referring to bucket j. Let v0, v1, . . . , vl be the path in T (ε) from

node v0 to the root of the tree. The algorithm initially sets

χ′(v0) = χ(v0)
e+s ,

i.e., it updates the accumulation value that corresponds to the updated bucket. Note that

if the update we consider is the deletion of an element e, the algorithm sets

χ′(v0) = χ(v0)
(e+s)−1

. (3.22)

Subsequently, for j = 1, . . . , l the algorithm sets

χ′(vj) = χ(vj)
(h(χ′(vj−1))+s)(h(χ(vj−1))+s)−1

, (3.23)

where χ(vj−1) is the previous accumulation value and χ′(vj−1) is the updated accumulation

value. All these values are stored by the algorithm after they have been computed. The

algorithm also outputs the new accumulation values χ′(vj−1) (i = 1, . . . , l) as the information

upd along the path from the updated bucket to the root of the tree. Information upd also

includes e and χ′(vl). Also it sets dh+1 = χ′(vl), i.e., the updated digest is the updated

χ(.) value of the root of T (ε). Finally the new authenticated data structure auth(Dh+1)

is computed as follows. Let auth(Dh) be the previous authenticated data structure that is

input to the algorithm: Overwrite the values χ(vj−1) (j = 1, . . . , l) with the new values

χ′(vj−1) (j = 1, . . . , l) and output the updated structure. The behavior of the algorithm in

the precomputed witnesses case is the same, with the difference that upd = Ø.

Case 2. m = m
4

or n = m: In this case the hash table is rebuilt according to Definition 3.2:
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If n = m
4

, then the algorithm builds a data structure Dh+1 with m/2 buckets. Otherwise, i.e.,

when n = m, the algorithm builds a data structure Dh+1 with 2m buckets. Subsequently, it

outputs auth(Dh+1) and dh+1 by calling algorithm setup(Dh+1, sk, pk). However, instead of

setting upd = Ø, it sets upd = {auth(Dh+1), dh+1}.

Lemma 3.14 By using the rebuilding policy of Definition 3.2, algorithm update() of the

authenticated data structure scheme BHT has O(1) expected amortized access complexity.

Moreover, the update information upd output by update() has O(1) amortized group com-

plexity.

Proof: Same as in Lemma 3.5. However, the group complexity of upd is amortized, because

when the hash table is rebuilt, it contains the new authenticated data structure (of group

complexity O(n)). 2

Before presenting the remaining algorithms we provide some necessary complexity results

that we are going to need. The following result is derived by using an FFT algorithm (e.g., see

Preparata and Sarwate [96]) that computes the DFT in a finite field (e.g., Zp) for arbitrary

n and with O(n log n) field operations. Note that there is no requirement for existence of an

n-th root of unity in Zp for the algorithm to work.

Lemma 3.15 (Polynomial interpolation with FFT [96]) Let
∏n

i=1(s+xi) =
∑n

i=0 ais
i

be a degree-n polynomial. The coefficients an, an−1, . . . , a0 can be computed with O(n log n)

complexity, given x1, x2, . . . , xn.

Algorithm {Dh+1, auth(Dh+1), dh+1} ← refresh(u,Dh, auth(Dh), dh, upd, pk): Let m be the

current number of buckets of Dh and n be the number of elements stored in Dh, after the

update has been performed. We distinguish two cases:

Case 1. m
4
< n < m: Suppose the update is an insertion of element e. The algorithm

computes the bucket j = H(e) (see Relation 3.1) and inserts e in bucket j. Let v0 be the

node of T (ε) referring to bucket j. Let v0, v1, . . . , vl be the path in T (ε) from node v0 to the
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root of the tree. The algorithm, for j = 0, . . . , l, sets

χ(vj) = χ′(vj) ,

i.e., it updates the accumulation values that correspond to the updated path by using the

information upd7. Finally it outputs the updated hash table as Dh+1, the updated accumu-

lation values χ(vj) (along with the ones that belong to the nodes that are not updated) as

auth(Dh+1) and χ′(vl) (contained in upd) as dh+1.

Precomputed witnesses. When precomputed witnesses are used, the algorithm should

update Wj(v) for v = v0, v1, . . . , vl and for all j ∈ N (v) (see Relation 3.8). To achieve that

efficiently, the following result is used (derived in part from [83]):

Lemma 3.16 (Witnesses update formulas) Suppose we are given the elements collec-

tion X = {x1, x2, . . . , xn}. Let Wi be the witness of xi, i.e., Wi = g
Q
j 6=i(xj+s). Then the

following hold:

1. (Element addition) If X ′ = X ∪ {xn+1}, then for all i = 1, . . . , n+ 1 it is

W′i = acc(X )W
xn+1−xi
i . (3.24)

2. (Element deletion) If X ′ = X − {xj}, then for all i 6= j it is

W′i =

(
Wi

Wj

) 1
xj−xi

. (3.25)

3. (Element modification) If X ′ = X − {xj} ∪ {x′j}, then for all i 6= j it is

W′i = Wj

(
Wi

Wj

)x′j−xi
xj−xi

. (3.26)

For i = j, it is W′i = Wi.

7Note that information upd is not required for refresh() to perform this task. Algorithm refresh() uses upd
for efficiency. Namely, algorithm refresh() could compute the updated values χ(vj) by doing polynomial
interpolation, which would have O(nε log n) complexity (see Lemma 3.15).
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Proof: Relations 3.24 and 3.25 are given in the initial work of Nguyen [83]. Relation 3.26

is derived as a corollary of Relations 3.24 and 3.25. Indeed, for all i 6= j:

Wj

(
Wi

Wj

)x′j−xi
xj−xi

= g
Q
x∈X−{xj}

(x+s)

(
g

Q
x∈X−{xi}

(x+s)

g
Q
x∈X−{xj}

(x+s)

)x′j−xi
xj−xi

= g
Q
x∈X−{xj}

(x+s)
(
g

(xj−xi)
Q
x∈X−{xj,xi}

(x+s)
)x′j−xi
xj−xi

= g
Q
x∈X−{xj}

(x+s)
g

(x′j−xi)
Q
x∈X−{xj,xi}

(x+s)

= g
Q
x∈X−{xj}

(x+s)
g
−xi

Q
x∈X−{xj,xi}

(x+s)
g
x′j

Q
x∈X−{xj,xi}

(x+s)

= g
s

Q
x∈X−{xj,xi}

(x+s)
g
x′j

Q
x∈X−{xj,xi}

(x+s)

= g
Q
x∈X′−{xi}

(x+s)

= W′i .

For i = j, the witness Wj does not change since, by definition, Wj is not a function of the

value of j (xj or x′j). This completes the proof. 2

Corollary 3.3 (Updating precomputed witnesses) Given the collection of elements X =

{x1, x2, . . . , xn}, and the witnesses Wi for all i = 1, . . . , n, computing the updated witnesses

W′i of either X ∪ {xn+1} or X − {xj} or X − {xj} ∪ {x′j}, without the knowledge of the

trapdoor s, has O(n) complexity.

Algorithm refresh() computes the updated witnesses as follows: Since the previous witnesses

Wi are stored at each node vi, for i = 1, . . . , l, the algorithm uses Relations 3.24 and 3.25

to update the witnesses within the bucket of the update (depending on whether there is

an addition or a deletion of an element) and Relation 3.26 to update the witnesses that

correspond to every internal node of the tree. Specifically, for an internal node v, that has

children v1, v2, . . . , vt, suppose the accumulation value χ(vj) of vj is modified. Then the

element collections X and X ′ used in Formula 3.26 are the following:

X = {h(χ(v1)), h(χ(v2)), . . . , h(χ(vt))} ,
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and

X ′ = {h(χ(v1)), h(χ(v2)), . . . , h(χ(vj−1)), h(χ′(vj)), h(χ(vj+1)), . . . , h(χ(vt))} .

Case 2. m = m
4

or n = m: In this case the hash table is rebuilt according to Definition 3.2:

If n = m
4

, then the algorithm builds a data structure Dh+1 with m/2 buckets. Otherwise, i.e.,

when n = m, the algorithm builds a data structure Dh+1 with 2m buckets. Subsequently, it

outputs auth(Dh+1) and dh+1 from information upd output by update(). We recall that upd

includes the new witnesses.

By using the same amortized analysis as in Lemma 3.7 (note now that the work that

refresh() does when rebuilding the hash table is O(m)—copying information from upd) and

not O(m logm)) but Corollary 3.3 instead of Lemma 3.6 in the proof, we can derive the

following result:

Lemma 3.17 By using the rebuilding policy of Definition 3.2, algorithm refresh() of the

authenticated data structure scheme BHT has O(1) expected amortized access complexity,

without precomputed witnesses. With precomputed witnesses, algorithm refresh() has O(nε)

expected amortized access complexity.

3.3.1 Queries and verification

We show now how a proof for an element e ∈ X (or an element e /∈ X ) can be constructed.

As in the RSA accumulator case, let H(e) = j (bucket assignment for e) and let v0, v1, . . . , vl

be the path from the node that corresponds to bucket j to the root of T (ε). We recall v−1

is a fictitious node that stores element e within bucket j such that v−1, v0, v1, . . . , vl is the

path in T (ε) from the node that corresponds to element e to the root of T (ε). We consider

two cases, i.e., membership and non-membership proof:

• Element e is contained in the hash table. The proof is the ordered sequence π0, π1, . . . , πl,

where πi is a tuple of an accumulation value χ() and a witness that authenticates every
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node of the path v−1, v0, . . . , vl from the element in question e to the root of the tree

vl. Thus, item πi of proof Π(e) (i = 0, . . . , l) is defined as:

πi =
(
χ(vi−1)),Wvi−1(vi)

)
, (3.27)

where Wvi−1(vi) is defined in Relation 3.21. For simplicity, we set αi = χ(vi−1) (note

that χ(v−1) = e) and

βi = Wvi−1(vi) . (3.28)

For example in Figure 3.1, the proof for an element that belongs to bucket of node a

(e.g., element 2) consists of the following tuples:

π0 =
(
2, g(s+3)(s+7)(s+9)

)
,

π1 =
(
χ(a), g(h(χ(b))+s)(h(χ(c))+s)(h(χ(d))+s)

)
,

π2 =
(
χ(f), g(h(χ(e))+s)(h(χ(g))+s)(h(χ(p))+s)

)
.

• Element e is not contained in the hash table. Let y1, y2, . . . , yu be the elements contained

in bucket j (all different than e). First, output a membership proof (as above) for an

element yi in bucket j (note that H(yi) = H(e)). Then, and by running the extended

Euclidean algorithm for polynomials, output a non-membership witness

πν = (Ae,Be, e) , (3.29)

where Ae,Be are elements in G defined in Relation 3.5. Note that Ae,Be have group

complexity O(1) (and not expected O(1) as in the RSA accumulator case—see Rela-

tion 3.3—since they consist of just one group element each) and they are used to prove

non-membership of e in the set {y1, y2, . . . , yu}.

We now describe the algorithm formally:

Algorithm {Π(q), α(q)} ← query(q,Dh, auth(Dh), pk): Let e = q be the queried element.

If e is contained in Dh, set Π(q) = (π0, π1, . . . , πl), as in Relation 3.27 and output α(q) = true.
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If e is not contained in Dh, output a membership proof for some other element yi in bucket

j, such that H(e) = H(yi). Then output a non-membership proof πν for e in bucket j, as

defined in Relation 3.29. Set Π(q) = (Π(yi), πν) and α(q) = false.

Lemma 3.18 Without precomputed witnesses, algorithm query() of the authenticated data

structure scheme BHT has O(nε log n) expected access complexity. With precomputed wit-

nesses, algorithm query() has O(1) expected access complexity. Moreover, it outputs a proof

Π(q) of O(1) group complexity.

Proof: The proof is the same with Lemma 3.8, but with the following differences:

1. Without precomputed witnesses, a witness cannot be constructed with direct exponen-

tiation, since the trapdoor s is not known. It is constructed with polynomial interpola-

tion as follows: Suppose the witness is g(y1+s)(y2+s)...(yt+s) (where t = O(nε)). Compute

a0, a1, . . . , at by using Lemma 3.15 (O(nε log n) complexity). Then output the witness

as

ga0 × (gs)a1 ×
(
gs

2
)a2

× . . .×
(
gs

t
)at

,

where g, gs, . . . , gs
t

are contained in the public key. The final task has O(nε) access

complexity.

2. The proof has group complexity O(1) and not expected O(1), due the compactness

of the non-membership proof in the bilinear-map accumulator construction (see Rela-

tion 3.5).

This completes the proof. 2

Algorithm {accept, reject} ← verify(q, α,Π, dh, pk): Let the query q refer to element e, i.e.,

q = e. We distinguish two cases:

1. Membership proof : In this case it is α = true. The proof Π should contain Π(e) =
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π0, π1, . . . , πl, i.e., the membership proof for element e, where πi = (αi, βi). The algo-

rithm outputs reject if one of the following is true (note that the verification algorithm

is using the bilinear map function e(., .)):

(a) α0 6= e (element α0 is not correct);

(b) e (αi, g) 6= e
(
βi−1, g

sgh(αi−1)
)

for some 1 ≤ i ≤ l (false witness);

(c) e(dh, g) 6= e
(
βl, g

sgh(αl)
)

(final digest mismatch).

2. Non-membership proof : In this case it is α = false. The proof Π in this case contains

Π(y) = π0, π1, . . . , πl, i.e., the membership proof for an element y 6= e, where πi =

(αi, βi) for i = 0, . . . , l. It also contains πν = (A,B, r), the non-membership proof for

e. The algorithm outputs reject if one of the following is true:

(a) H(e) 6= H(y); (e and y do not belong in the same bucket);

(b) The membership proof for y does not verify, i.e., it is

reject← verify(y, true,Π(y), dh, pk) ;

(c) r 6= e (the data element contained in πν for element e is not correct);

(d) e (α1,A) e (gsgr,B) 6= e(g, g) (verification test for non-membership proof of e does

not succeed, see Lemma 3.3).

If all the above tests are successful, the algorithm outputs accept.

Lemma 3.19 Algorithm verify() of the authenticated data structure scheme BHT has O(1)

access complexity.

Proof: Same as in Lemma 3.9, with the difference that the complexity is not expected any

more, due to the compactness of the non-membership proof. 2

We finally give the results for correctness and security of the scheme BHT :
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Lemma 3.20 The authenticated data structure scheme BHT = {genkey, setup, update,

refresh, query, verify} is correct according to Definition 2.4.

Proof: The proof follows the same logic with the proof of Lemma 3.10. As such, we only

show the correctness for the non-membership proof case. Let y1, y2, . . . , yu be the elements

contained in the bucket where e should belong. The non-membership proof, as computed

by query(), that is needed for verification, is (Ae,Be, e). Therefore verify() does not reject at

Item 2c, since r = e. Also it does not reject at Item 2d since

e (α1,Ae) e (gsge,Be) = e
(
g

Qu
j=1(yj+s),Ae

)
e (gsge,Be) = e(g, g) ,

since, by Relation 3.5, Ae = gα(s) and Be = gβ(s) such that
[∏u

j=1(yj + s)
]
α(s)+(e+s)β(s) =

1. 2

Lemma 3.21 The authenticated data structure scheme BHT = {genkey, setup, update,

refresh, query, verify} is secure according to Definition 2.5 and under the q-strong Diffie-

Hellman assumption.

Proof: The proof follows exactly the same logic with the proof of Lemma 3.11: Let k be the

security parameter. Output pk = {h(.), (p,G,G, e, g), {gs, gs2 , . . . , gsq}, ε} and sk = s ∈ Z∗p

by calling algorithm genkey(). Let Adv be a polynomially-bounded adversary. Adv picks an

initial collection of n elements X , stored in hash table D0. Adv outputs an authenticated

data structure auth(D0), by calling algorithm setup() through oracle access. Then Adv picks

a polynomial number of updates—namely, he picks a polynomial number of elements for

insertion or deletion. Let Dh be the final hash table, let the updated final element collection

be X , and let dh be the final digest as produced by the adversary through oracle access to

algorithm update(). We will compute the probability that check() rejects, while verify()

accepts, as required by Definition 2.5.

For the case of a membership proof, the adversary Adv outputs an incorrect answer e /∈ X

and also a proof Π(e) = (π0, π1, . . . , πl) (l = d1
ε
e) where πi = (αi, βi) (see algorithm query()).
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Let v0, v1, . . . , vl be a path of nodes in T (ε) from the bucket referring to e to the root of the

tree. We define now the following events, related to the choice of the proof above made by

the adversary. Our goal will be to the express the probability that verify(e, true,Π(e), dh, pk)

accepts and e /∈ X as a function of the following events. Note that dh is the correct digest

of the authenticated data structure:

1. E0,0: The value α0 picked by Adv are such that α0 = e /∈ X ;

2. Ej: For j = 1, . . . , l, the values αj, αj−1 and βj−1 picked by Adv are such that

e (αj, g) = e
(
βj−1, g

sgh(αj−1)
)

for all 1 ≤ j ≤ l .

This event can be partitioned into two mutually exclusive events, i.e., Ej = Ej,0 ∪ Ej,1

such that

• Ej,0: Value αj is not the correctly formed digest (i.e., an accumulation of the

digests of its children) of some node vj−1 ∈ N (vj), as defined in Relation 3.20;

• Ej,1: Value αj is the correctly formed digest of a node vj−1 ∈ N (vj), as defined in

Relation 3.20.

3. El+1,1: The values αl and βl picked by Adv are such that

e
(
βl, g

sgh(αl)
)

= e(dh, g) .

The probability that verify() accepts, while e /∈ X is the probability

Pr[E0,0 ∩ E1 ∩ E2 ∩ . . . ∩ El+1,1]

= Pr[E0,0 ∩ (E1,0 ∪ E1,1) ∩ (E2,0 ∪ E2,1) ∩ . . . ∩ El+1,1]

≤ Pr[E1,1|E0,0] + Pr[E2,1|E1,0] + Pr[E3,1|E2,0] + . . .+ Pr[El+1,1|El,0]

= Pr[E1,1|E0,0] +
l+1∑
j=2

Pr[Ej,1|Ej−1,0] . (3.30)
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First we examine the event E1,1|E0,0. This event implies that the adversary has found a value

α0 = e /∈ X and a value β0 such that

e
(
β0, g

sgh(α0)
)

= e
(
g

Q
t=1,...,l′ (s+xt), g

)
,

where x1, x2, . . . , xl′ is a subset of the set X . Since e = h(α0) /∈ X , it is e /∈ {x1, x2, . . . , xl′}.

By Lemma 3.3 and Assumption 3.2, this probability is neg(k). Therefore Pr[E1,1|E0,0] ≤

neg(k).

For the remaining events Ej,1|Ej−1,0 (2 ≤ j ≤ l + 1), we have:

• Ej−1,0 implies that value αj−1 is not the correctly formed digest of some node vj−2 ∈

N (vj−1), as defined in Relation 3.20, namely that αj−1 /∈ {χ(vt) : vt ∈ N (vj−1)} which

gives h(αj−1) /∈ {h(χ(vt)) : vt ∈ N (vj−1)}, by the one-to-one property of h(.);

• However, the event Ej,1 implies that (1) digest αj (for j = l + 1 this is just dh) is the

correctly formed digest of node vj−1; and (2)

e
(
βj−1, g

sgh(αj−1)
)

= e
(
g

Q
vt∈N (vj−1)(s+h(χ(vt))), g

)
.

where χ(vt) are the correctly formed digests of the set of neighbors of vj−1.

Since h(αj−1) /∈ {h(χ(vt)) : vt ∈ N (vj−1)}, by Lemma 3.3 and Assumption 3.2, this proba-

bility is neg(k). Therefore for all j = 1, . . . , l + 1, Pr[Ej,1|Ej−1,0] is neg(k). Since l = O(1),

the total probability is also neg(k). This concludes the proof for the membership proof.

For the case of a non-membership proof, the proof for this case follows exactly the same

logic with Lemma 3.11, so it is omitted. 2

We continue with the following corollary that is useful in Chapter 5:

Corollary 3.4 Let H(e) = j and Π(e) = {(αi, βi) : i = 0, . . . , l} be a membership proof for

element e. The probability that verify(e, true,Π(e), dh, pk) accepts and β0 6= g
Q
x∈Lj−{e}

(s+x)
is

negl(k).
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Proof: The event β0 6= g
Q
x∈Lj−{e}

(s+x)
and verify() accepts implies the event α1 6= g

Q
x∈Lj

(s+x)

and verify() accepts. Therefore the probability in question is less or equal than the probability

Pr[E1,0 ∩ E2 ∩ . . . ∩ El+1,1], since E1,0 exactly the event

α1 6= g
Q
x∈Lj

(s+x)
.

By following the same proof procedure as in Relations 3.30, this can be proved to be neg(k)

as well. 2

Theorem 3.4 Let k be the security parameter and 0 < ε < 1. Then there exists a publicly-

verifiable authenticated data structure scheme BHT = {genkey, setup, update, refresh, query,

verify} for a data structure scheme defined for a dynamic hash table D storing n elements

such that:

1. It is correct according to Definition 2.4 and secure according to Definition 2.5 and

under the bilinear q-strong Diffie-Hellman assumption;

2. The access complexity of setup() is O(n), outputting an authenticated data structure

auth(D) of O(n) group complexity;

3. The expected amortized access complexity of update() is O(1), outputting update infor-

mation upd of O(1) amortized group complexity;

4. The expected amortized access complexity of refresh() is O(nε) (or O(1));

5. The expected access complexity of query() is O(1) (or O(nε log n)), outputting a proof

Π(q) for a query q of O(1) group complexity;

6. The access complexity of verify() is O(1).

Proof: This result follows directly from Lemmata 3.13, 3.14, 3.17, 3.18, 3.19, 3.20 and 3.21.

The complexities in the brackets (O(1) for refresh() and O(nε log n) for query()) refer to the

case when no precomputed witnesses are used. 2
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Finally we note here that both constructions (RSA accumulator and bilinear-map accu-

mulator) use the same algorithmic ideas, i.e., the accumulation tree. We could have described

a scheme by using an abstract notion of an accumulator and then derive our results by instan-

tiating the abstract solution with the RSA accumulator and the bilinear-map accumulator.

However, we chose not to do that because we feel that this would add more complexity

in the presentation, for something that can be derived and described a lot easier with no

abstraction.

3.3.2 Protocols

Three-party protocol. By using Theorem 2.1 we can easily derive the following corollary

that describes the use of the authenticated data structure scheme BHT of Theorem 3.4 in

the three-party model:

Corollary 3.5 Let k be the security parameter and assume that the bilinear q-strong Diffie-

Hellman assumption holds. Then there exists a three-party authenticated data structures

protocol (see Protocol 2.1) for verifying (non)-membership queries q on a dynamic hash table

storing n elements such that:

1. The setup at the source has O(n) access complexity;

2. The update at the source has O(1) expected amortized access complexity;

3. The space needed at the source has O(n) group complexity;

4. The communication between the source and the server has O(1) amortized group com-

plexity;

5. The update at the server has O(nε) (or O(1)) expected amortized access complexity;

6. The query at the server has O(1) (or O(nε log n)) expected access complexity;

7. The space needed at the server has O(n) group complexity;
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8. The communication between the server and the client has O(1) group complexity;

9. The verification at the client has O(1) access complexity;

10. For a query q sent by the client to the server at any time (even after updates), let α be

an answer and let π be a proof returned by the server. With probability Ω(1− neg(k)),

the client accepts the answer α if and only if α is correct.

Two-party protocol. As a corollary of Lemma 3.12 (the proof follows exactly the same

techniques), we can state a similar assumption for the authenticated data structure scheme

BHT :

Corollary 3.6 Assumption 2.1 is true for the authenticated data structure scheme BHT .

Moreover, for every update u, |Qu| has O(1) amortized complexity.

By Theorems 2.2 and 3.4 and Corollary 3.6, we can now state the final result for the two-party

model:

Corollary 3.7 Let k be the security parameter and assume that the bilinear q-strong Diffie-

Hellman assumption holds. Then there exists a two-party authenticated data structures pro-

tocol (see Protocol 2.2) for verifying (non)-membership queries q on a dynamic hash table

storing n elements such that:

1. When precomputed witnesses are used, the protocol requires one round of interaction

during updates that cause the hash table to be rebuilt (see Definition 3.2); When no

precomputed witnesses are used, it requires one round of interaction during updates;

2. The setup at the client has O(n) access complexity;

3. The update at the client has O(1) expected amortized access complexity;

4. The verification at the client has O(1) access complexity;

5. The space needed at the client has O(1) group complexity;
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6. The communication between the client and the server has O(1) amortized group com-

plexity during updates and O(1) group complexity during queries;

7. The update at the server has O(nε) (or O(nε log n)) expected amortized access complex-

ity;

8. The query at the server has O(1) (or O(nε log n)) expected access complexity;

9. The space needed at the server has O(n) group complexity;

10. For a query q sent by the client to the server at any time (even after updates), let α be

an answer and let π be a proof returned by the server. With probability Ω(1− neg(k)),

the client accepts the answer α if and only if α is correct.

3.4 Complexity limitations

In this chapter, we proposed a new, provably secure, cryptographic construction for verifying

hash table queries over a dynamic set. We use nested cryptographic accumulators on a tree

of constant depth to achieve constant query and verification costs and sublinear update

costs. Our results are applicable to both the two-party and three-party data authentication

models. We use our method to authenticate general set-membership queries and overall

improve over previous techniques that use cryptographic accumulators, reducing the main

complexity measures to constant, yet keeping sublinear update complexity.

An important open problem is whether one can achieve logarithmic update cost and

still keep the communication complexity constant. There has been no such solution to-

date. In particular, no method is known that can construct constant-size accumulator proofs

(witnesses) in logarithmic time. In Chapter 6 however, which is the full version of the work

of Papamanthou et al. [91], we describe a solution for this problem that uses a cryptographic

primitive that, unfortunately, is not known to exist yet. On the other hand, we believe that

doing even better, i.e., achieving constant complexity for all the complexity measures seems
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to be unfeasible due to the Ω(log n/ log log n) memory checking lower bound [35] on query

complexity (the sum of read and write complexity). This result, however, motivates seeking

more general lower bounds for authenticated data structures (similar directions have been

followed in the lower bound works of Dwork et al. [35] and Tamassia and Triandopoulos [106]):

given any cryptographic primitive, what is the best we can do in terms of complexity?

Finally, it would be interesting to modify our schemes to obtain non-amortized bounds

for updates using for example Overmar’s global rebuilding technique [87].



Chapter 4
Authenticated structures based on lattices

Lattices, an infinite-sized set of specially constructed vectors, is a mathematical tool that

made its first appearance in cryptography with Ajtai’s seminal result [3], showing the con-

struction of one-way functions based on hard lattices problems. Since then, lattices have been

proven to enjoy appealing properties that have made their application to cryptography very

promising. Such properties include the seemingly resistance of lattice-based assumptions

to quantum algorithms [98]—as opposed to other assumptions such as factoring—as well

as their worst-case to average-case reductions [99], namely the existence of polynomial-time

algorithms that can transform a solution to a random instance of a certain problem into a so-

lution to any (worst-case) instance of another lattice problem. As such, many cryptographic

primitives, such as public-key encryption schemes (e.g., see the work of Peikert [95]) and

collision-resistant hash functions (e.g., see the work of Lyubashevsky and Micciancio [71]),

based on lattice assumptions have been derived during the last decade. Even more signif-

icantly, the long-standing open problem of fully-homomorphic encryption was settled with

a lattice-based construction in 2009 by Gentry [43]. Finally, lattice-based constructions ap-

pear to be efficient in practice due to the extensive use of linear algebra (therefore also easily

parallelizable), and have also led to the deployment of lattice-based cryptographic systems

(e.g., see the NTRU system by Hoffstein et al. [57]).

In this chapter we present the first authenticated data structure based on lattices, and

93



94

specifically a lattice-based authenticated table of highly desirable complexity features, such

as update optimality and parallelism (i.e., the constructed authenticated table admits parallel

algorithms). Specifically, we design the first authenticated data structure based on lattices,

the update complexity of which is O(1), improving in this way the O(log n) update bounds

of previous constructions, such as the Merkle tree, and while retaining efficient O(log n)

proof complexity. Moreover, the used lattice-based cryptographic primitive lends itself to a

natural notion of parallelism: As such, we describe parallel versions of our authenticated data

structure algorithms, yielding the first parallel online memory checker [15] with O(1) query

complexity using O(log n) checkers in the CREW model (a parallel model of computation

where processors can read concurrently but can write only exclusively) and without using a

secret key setting, i.e., there is only need for small reliable but not secret memory (as opposed

to [54]). We base the security of our constructions on the difficulty of approximating the gap

version of the shortest vector problem in lattices (GAPSVP) within polynomial factors.

The key idea used here is to combine the simplicity of a Merkle tree [77] with a spe-

cial property of lattice-based hash functions, which we establish and call repeated linearity.

Roughly speaking, this property allows using the output of one invocation of the hash func-

tion, as an input to another invocation of the function, without losing “structure”. This

observation, in the authenticated data structures setting, turns out to be crucial in achieving

constant update complexity (as well as parallel algorithms), while keeping all the remaining

complexity bounds logarithmic. This is a trade-off that, to the best of our knowledge, has

not been achieved so far in the literature—and is feasible due to the use of lattices: For

example, for a table data structure of n entries, the constructions of Bellare and Miccian-

cio [11], the authenticated data structure of Papamanthou et al. [90] and the memory checker

of Dwork et al. [35] have O(1) update but Ω(nε) proof (or query) complexity, whereas hier-

archical hashing constructions such as the one of Blum et al. [15] and the one of Goodrich

and Tamassia [48] impose O(log n) bounds on all the complexity measures, which is to be

expected, given the lower bound for hash-based authenticated data structures by Tamassia
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and Triandopoulos [106].

The data structure we are considering in this chapter is a dynamic table of size n, read

and written through indices 0, . . . , n − 1. We base the security of our construction on the

hardness of the GAPSVP problem in lattices [78], which has its own significance given recent

attacks on collision-resistant functions such as MD-5 [103]. We note that our construction

requires an one-time O(n log n) preprocessing, which is is however amortized—in comparison

with other works (see Table 4.1)— after Ω(n log n) updates.

Overview of the solution. Our authenticated data structure scheme, denoted with LBT

in Table 4.1, can be seen as a generalization of the Merkle tree and related hierarchical

hashing constructions [15, 48, 81]. By exploiting a property of lattice-based hash functions

(which we call repeated linearity) over a typical Merkle tree, we depart from black-box use

of generic collision-resistant hash functions (e.g., MD-5 or SHA-256) in the authenticated

data structures setting. As a consequence, and in the Merkle tree paradigm, the digest of a

tree node v can be expressed as the “sum” of well-defined functions (called partial digests)

applied to data stored at the leaves of v’s subtree (Theorem 4.3). Exploiting this property

enables constant update complexity as well as deriving parallel algorithms. It may also be

of general interest and have other applications. A comparison of our solution with existing

work is given in Table 4.1.

We now give the formal definition of the underlying data structure scheme, for which the

authenticated data structure scheme LBT is designed.
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The data structure scheme. Let T be a dynamic table of n indices, storing values

T[1],T[2], . . . ,T[n]. The data structure scheme {query(),update(),check()} (Defini-

tion 2.2) for a dynamic table T is as follows:

1. T[i]← query(i,T): Given an index 1 ≤ i ≤ n, return T[i]. Answering this query has

O(1) complexity;

2. T′ ← update(i, y,T): Given an index 1 ≤ i ≤ n, set T[i] := y. The complexity for

this task is O(1);

3. {accept, reject} ← check(i, y,T): If T[i] 6= y return reject. Else return accept.

4.1 Lattice definitions

We start with some basic definitions related to lattices.We use upper case bold letters to

denote matrices, e.g., B, lower case bold letters to denote vectors, e.g., b, and lower case

italic letters to denote scalars. Finally, for a vector x = [x1 x2 . . . xk]
T (note that T as an

exponent in the vector notation denotes the transpose vector), ‖x‖ denotes the Euclidean

norm of x, i.e., ‖x‖ = (x2
1 + x2

2 + . . .+ x2
k)

1/2
.

4.1.1 What is a lattice?

Given the security parameter k, a full-rank k-dimensional lattice is defined as the infinite-

sized set of all vectors produced as the integer combinations{
k∑
i=1

xibi : xi ∈ Z, 1 ≤ i ≤ k

}
,

where B = {b1,b2, . . . ,bk} is the basis of the lattice and b1,b2, . . . ,bk are linearly inde-

pendent, all belonging to Rk. We denote the lattice produced by B (i.e., the set of vectors)

with L(B). A well-known difficult problem in lattices is the approximation within a polyno-

mial factor of the shortest vector in a lattice (SVP problem). Namely, given a lattice L(B)
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produced by a basis B, approximate up to a polynomial factor in k the shortest (in an Eu-

clidean sense) vector in L(B), the length of which we denote with λ(B). A similar problem

in lattices is the “gap” version of the shortest vector problem (GAPSVPγ), the difficulty of

which is useful in our context:

Definition 4.1 (Problem GAPSVPγ) An input to GAPSVPγ is a k-dimensional lattice ba-

sis B and a number d, where k is the security parameter. In YES inputs λ(B) ≤ d and in

NO inputs λ(B) > γ × d, where γ ≥ 1.

We note that, for exponential values of γ, i.e., γ = 2O(k), one can use the LLL algorithm [65]

and decide the above problem in polynomial time. The difficult version of the problem arises

for polynomial γ, for which no efficient algorithm is known to date, even for factors slightly

smaller than exponential [99], i.e., very big polynomials. Moreover, for polynomial factors,

there is no proof that this problem is NP-hard1, which makes the polynomial approximation

cryptographically interesting as well. Therefore, a well-accepted assumption on which the

security of our scheme is based is as follows:

Assumption 4.1 (Hardness of GAPSVPγ) Let GAPSVPγ be an instance of the gap ver-

sion of the shortest vector problem in lattices, as defined in Definition 4.1 and k be the secu-

rity parameter. There is no polynomial-time algorithm for solving GAPSVPγ for γ = poly(k),

except with negligible probability neg(k).

4.1.2 Reductions

After Ajtai’s seminal work [3] where an one-way function based on hard lattices problem

is presented, Goldreich et al. [44] presented a variation of the function, providing at the

same time collision resistance. Based on this collision resistant hash function, Micciancio

and Regev [78] described a generalized version of it, a modification of which we are using in

1In specific, as outlined in [99], the current state of knowledge indicates that for γ >
√
k/ log k, it is

unlikely that this problem is NP-hard and no efficient algorithm is known to date.
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our construction. The security of the hash function is based on the difficulty of the small

integer solution problem (SIS):

Definition 4.2 (Problem SISq,m,β) Given an integer q, a matrix M ∈ Zk×m
q and a real β,

find a non-zero integer vector z ∈ Zm\{0} such that Mz = 0 mod q and ‖z‖ ≤ β.

Note that at least one solution to the above problem exists when β ≥
√
mqk/m andm > k [78].

Moreover, if q ≥ 4
√
mk1.5β, we will see that such a solution is difficult to find. We continue

with the definition of SIS′, where the solution vector is required to have at least one odd

coordinate:

Definition 4.3 (Problem SIS′q,m,β) Given an integer q, a matrix M ∈ Zk×m
q and a real β,

find an integer vector z ∈ Zm\2Zm such that Mz = 0 mod q and ‖z‖ ≤ β.

For odd q, there is a polynomial-time reduction from SIS′q,m,β to SISq,m,β [78]:

Lemma 4.1 (Reduction from SIS′q,m,β to SISq,m,β [78]) For any odd integer q ∈ 2Z + 1

and SIS′ instance I = (q,M, β), if I has a solution as an instance of SIS, then it has a

solution as an instance of SIS′. Moreover, there is a polynomial-time algorithm that on input

a solution to a SIS instance I, outputs a solution to the same SIS′ instance I.

As proved by Micciancio and Regev [78], by choosing certain parameters, GAPSVPγ can

be reduced to SIS′ (derived by combining Lemma 5.22 and Theorem 5.23 from the work of

Micciancio and Regev [78]):

Lemma 4.2 (Reduction from GAPSVPγ to SIS′q,m,β [78]) Let β,m, q = kO(1) be values

that are polynomially-bounded, with q ≥ 4
√
mk1.5β and γ = 14π

√
kβ. Then there is a

probabilistic polynomial-time reduction from solving GAPSVPγ in the worst case to solving

SIS′q,m,β on the average with non-negligible probability.

A direct application of Lemma 4.1 and Lemma 4.2 gives the following result.
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Theorem 4.1 Let q = kO(1) be an odd positive integer. For any polynomially-bounded values

β,m = kO(1), with q ≥ 4
√
mk1.5β and γ = 14π

√
kβ, there is a probabilistic polynomial-time

reduction from solving GAPSVPγ in the worst case to solving SISq,m,β on the average with

non-negligible probability.

Theorem 4.1 states that if there is an algorithm that solves an average (i.e., M ∈ Zk×m
q

is chosen uniformly at random) instance of SISq,m,β, for an odd q, q ≥ 4
√
mk1.5β and γ =

14π
√
kβ, then, this algorithm can be used to solve any instance of GAPSVPγ.

4.1.3 Lattice-based hash function

Let m = 2k log q and β = δ
√
m, where δ is poly(k). Note that log δ = O(log k). We also

require q ≥ 4
√
mk1.5β = 8k2.5δ log q. It is easy to see that given k and δ there is always

a q = O(k2.5δ log k) to satisfy the above constraints—since δ is poly(k), the bit-size of q is

O(log k). The collision resistant hash function that we are using is a generalization of the

function presented by Micciancio and Regev [78], where δ = O(1) (in the security parameter)

is used instead. In our construction we use bigger values for δ. Namely the value that we

use to bound the norm of the solution vector can be up to poly(k). This was observed in

the original definition of Ajtai’s one-way function [3], i.e., that the input vector can contain

larger values (but not so large), and was also noted in its extension that achieves collision

resistance [44]. This remark is very useful in our context and implies that, the larger value

one picks for β, the larger the modulus q should be so that security is guaranteed (still q’s

bit size is O(log k)).

Let now M ∈ Zk×m
q be a k × m matrix that is chosen uniformly at random. We can

define the function hM : Zm → Zk
q as hM(x) = Mx mod q, where ‖x‖ ≤ β and the modulo

operation is taken component-wise. The above function is collision resistant based on the

difficulty of GAPSVP14π
√
kβ:

Theorem 4.2 (Strong collision resistance) Let m = 2k log q, β = δ
√
m and q be an
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odd positive integer such that q ≥ 4
√
mk1.5β. Let also M ∈ Zk×m

q be a k ×m matrix that is

chosen uniformly at random. If there is a polynomial-time algorithm that finds two vectors

x,y ∈ {0, 1, . . . , δ}m and x 6= y such that Mx = My mod q, then there is a polynomial-time

algorithm to solve any instance of GAPSVP14πδ
√
km.

Proof: Suppose there is an algorithm that finds x,y ∈ {0, 1, . . . , δ}m with x 6= y such that

Mx = My mod q. Therefore the non-zero vector z = x− y, which also has norm ‖z‖ ≤ β,

since its coordinates are between −δ and +δ, comprises a solution to the problem SISq,m,β

(note that matrix M by construction is chosen uniformly at random). By Theorem 4.1, this

can be used to solve GAPSVPγ for γ = 14π
√
kβ. Setting β = δ

√
m we get the desired result.

2

Since δ = poly(k), γ is also poly(k) and therefore the presented hash function is secure, by

Assumption 4.1. We can now extend the function h to accept two inputs as follows: Denote

with Tδ,+ the set of all m × 1 (m = 2k log q) vectors such that their last k log q entries are

zero and the remaining entries are in {0, 1, . . . , δ} and analogously with Tδ,− the set of all

m × 1 vectors such that their first k log q entries are zero and the remaining entries are in

{0, 1, . . . , δ}:

Definition 4.4 (Lattice-based hash function with two inputs) We define the function

hM,δ : Tδ,+ × Tδ,− → Zk
q as hM,δ(x,y) = M(x + y) mod q, where x,y ∈ {0, 1, . . . , δ}m.

Note that we use both M and δ as subscripts for the function. Similarly as in Theorem 4.2,

this function is strong collision resistant, i.e., if there is a polynomial-time algorithm that

finds (x1,y1) ∈ (Tδ,+ × Tδ,−) and (x2,y2) ∈ (Tδ,+ × Tδ,−) with (x1,y1) 6= (x2,y2) such

that M(x1 +y1) = M(x2 +y2) mod q then there is a polynomial-time algorithm that solves

GAPSVPγ for polynomial γ. To see that, note that the vector x1−x2+y1−y2 has coordinates

in {0, 1, . . . , δ}, since, by the definition of Tδ,+ and Tδ,−, the entries of x1 − x2 and y1 − y2

do not overlap.
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Time and space complexity of hash function. In this paragraph we analyze the time

and space complexity of the used hash function. Since the modulus q has O(log k) bits,

our hash function is described with a k × 2k log q matrix of O(log k)-bit entries. Therefore

the space complexity is O(k2 log2 k) bits. Given now an input x ∈ {0, 1, . . . , δ}2k log q, we

can compute hM,δ(x) in O(k2 log2 k log2 log k) time. To see that, an application of the hash

function requires the computation of k internal products between vectors of 2k log q entries,

and each multiplication in the internal product is a multiplication in Zq, which can be

computed in O(log k log2 log k) time using FFT [29]. This makes the total time equal to

O(k2 log2 k log2 log k).

4.1.4 Parallel models of computation

As we mentioned in the beginning of this chapter, we also give parallel versions of our lattice-

based authenticated data structures algorithms. We use the PRAM model (parallel random

access machine) and specifically EREW PRAM, CREW PRAM and CRCW PRAM. We

recall the definition of these models below:

1. EREW: This model allows all processors to read and write exclusively at the same

time. Therefore no conflicts need to be resolved;

2. CREW: This model allows all processors to read concurrently and write exclusively at

the same time. Read conflicts are resolved with O(1) complexity;

3. CRCW: This model allows all processors to read concurrently and write concurrently

at the same time. Read and write conflicts are resolved with O(1) complexity.

Note that EREW requires minimal assumptions, CREW requires a stronger assumption (as

there is a need to resolve read conflicts) and CRCW requires the strongest assumptions

since both read and write conflicts need to be resolved. Ways to resolve conflicts in the

PRAM model have been extensively studied by the literature. A great introduction to
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most fundamental results related to the PRAM model of computation as well as to parallel

algorithms is given in the book of JaJa [59].

4.2 Main construction

In this section we present our update-optimal authenticated data structure scheme for a

dynamic table, i.e., the scheme LBT = {genkey, setup, update, refresh, query, verify}. We

recall that the data structure for which we describe an authenticated data structure scheme

for is a table T that consists of n indices 1, 2, . . . , n, supporting index queries and index

updates.

A direct solution for this problem would be to use a Merkle tree with some collision-

resistant hash function (e.g., SHA-2, see first column of Table 4.1), which would bear log-

arithmic complexities in all the complexity measures—also inherently enforcing sequential

computations. Here we build an authenticated structure for this data structure that uses the

lattice-based hash function introduced in Section 4.1 and also supports constant complexity

updates, allowing at the same time a great deal of parallelism.

4.2.1 Algebraic tools

We now discuss some algebraic tools to be used in our construction. Without loss of gener-

ality, assume that q, the modulus is a power of two:

Definition 4.5 (Binary representation) Define f(x) = [f0 f1 . . . flog q−1]
T ∈ {0, 1}log q

to be the binary representation of x ∈ Zq. Namely, x =
∑log q−1

i=0 fi2
i mod q.

Definition 4.6 (Radix-2 representation) Define g(x) = [f0 f1 . . . flog q−1]
T ∈ Zlog q

q to be

some radix-2 representation of x ∈ Zq. Namely, x =
∑log q−1

i=0 fi2
i mod q.

By “some” radix-2 representation we mean that the function g : Zq → Zlog q
q is “one-to-

many”. For example, for q = 16, x = 7, possible values for g(x) can be [0 1 1 1]T (the usual
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binary representation), [0 − 2 0 − 1]T or [−2 2 0 − 1]T (and many more). We now give an

important result for our construction:

Lemma 4.3 For any x1, x2, . . . , xt ∈ Zq there exist a radix-2 representation g(.) such that

g(x1 + x2 + . . . + xt mod q) = f(x1) + f(x2) + . . . + f(xt) mod q. Moreover it is g(x1 +

x2 + . . .+ xt mod q) ∈ {0, . . . , t}log q.

Proof: Let xi = f(xi) be the binary representation of xi for i = 1, . . . , t. Then

t∑
i=1

xi =

[
t∑
i=1

xi0

t∑
i=1

xi1 . . .
t∑
i=1

xi(k−1)

]T

mod q .

The resulting vector is a radix-2 representation of(
t∑
i=1

xi0

)
× 20 +

(
t∑
i=1

xi1

)
× 21 + . . .+

(
t∑
i=1

xi(k−1)

)
× 2k−1 mod q ,

which can be written as
k−1∑
j=0

x1j × 2j +
k−1∑
j=0

x2j × 2j + . . .+
k−1∑
j=0

xtj × 2j = x1 + x2 + . . .+ xt mod q.

Therefore there exists a radix-2 representation g such that g(x1 + x2 + . . . + xt mod q) =

f(x1) + f(x2) + . . . + f(xt) mod q. Finally note that since g(.) is the sum of t binary

representations, it cannot contain a entry that is greater than t. 2

Lemma 4.3 is useful in the following sense: Given two binary representations of x1 and

x2, namely f1 and f2, a radix-2 representation of x1 + x2 is f1 + f2. Definitions 4.5 and 4.6

and also Lemma 4.3 (see Corollary 4.1) can be naturally extended for vectors x ∈ Zk
q : For

i = 1, . . . , k, xi is mapped to the respective log q entries f(xi) (or g(xi)) in the resulting

vector f(x) (or g(x)). Therefore we have the following:

Corollary 4.1 For any x1,x2, . . . ,xt ∈ Zk
q there exist a radix-2 representation g(.) such

that g(x1 + x2 + . . . + xt mod q) = f(x1) + f(x2) + . . . + f(xt) mod q. Moreover it is

g(x1 + x2 + . . .+ xt mod q) ∈ {0, . . . , t}k log q.

To constrain the inputs to our hash function, we need the following definition:

Definition 4.7 Let x ∈ Zk
q . We say that the radix-2 representation g(x) ∈ Zk log q

q is δ-

admissible if and only if g(x) ∈ {0, 1, . . . , δ}k log q.
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4.2.2 Algorithms of the scheme

We now describe the algorithms of the scheme LBT (see Definition 2.3). All expressions

below are reduced modulo q, i.e., we work in Zq.

Algorithm {sk, pk} ← genkey(1k): On input the security parameter k, this algorithm com-

putes an odd number q = O(k2.5δ log k), for some δ = n = poly(k). Namely we set δ to be

equal to the size of the table, n. Then it samples M ∈ Zk×m
q uniformly at random, where

m = 2k log q. It sets sk = Ø and pk = {M, q}, i.e., there is no secret (trapdoor information)

in our scheme. The access complexity of this algorithm is O(1).

Lattice-based digests. Before we describe algorithm setup(), we describe how we define

the lattice-based digests on the table T, by using the hash function of Definition 4.4. Let

D0 be the initial state of our table, storing values x1,x2, . . . ,xn ∈ Zk
q . Let T be the binary

tree of ` levels on top of the values x1,x2, . . . ,xn—recall we have assumed that n = 2`, and

r be the root of tree T . By convention, the root of the tree lies at level 0 and the leaves

of the tree lie at level `. For every leaf node vi of the tree, i = 1, . . . , n, the digest d(vi) is

defined as d(vi) = xi. Then, for any internal node u, with left child v and right child w, by

using the hash function hM,n(x,y) given in Definition 4.4 in a recursive way, the digest d(u)

of node u can be defined as

d(u) = hM,n(Ug(d(v)),Dg(d(w))) = M [Ug(d(v)) + Dg(d(w))] , (4.1)

where g(d(v)) and g(d(w)) are some n-admissible radix-2 representations of d(v) and d(w),

i.e., by Definition 4.4, it must be g(d(v)), g(d(w)) ∈ {0, 1, . . . , n}k log q.

In the above relations, matrices U and D are special matrices such that multiplying

matrices U and D with a vector in {0, 1, . . . , n}k log q doubles the dimension of the vector by

shifting its entries accordingly and by filling the vacant entries with zeros. This operation

is used to prepare the vectors in the appropriate input format for the hash function. More

formally, U = [Ik log q Ok log q]
T and D = [Ok log q Ik log q]

T, where Il denotes the square identity
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matrix of dimension l and Ol denotes the square zero matrix of dimension l. Indeed, it easy

to see that for all x ∈ {0, 1, . . . , n}k log q it is Ux ∈ Tn,+ and Dx ∈ Tn,−, where Tn,+ and Tn,+

are defined in Section 4.1.

x1

+
M×

x2

r21

r11

x3

+
M×

x4

r22

M×
+

Ug(x1) Dg(x2) Ug(x3) Dg(x4)
x5

+
M×

x6

r23

r12

x7

+
M×

x8

r24

M×
+

Ug(x5) Dg(x6) Ug(x7) Dg(x8)

rM×

+

Ug(d(r21)) Dg(d(r22)) Ug(d(r23)) Dg(d(r24))

Ug(d(r11)) Dg(d(r12))

M
U

f(M
U

f(M
U

f(x
1 )))

M
U

f(M
U

f(M
D

f(x
2 )))

M
U

f(M
D

f(M
U

f(x
3 )))

M
U

f(M
D

f(M
D

f(x
4 )))

M
D

f(M
U

f(M
U

f(x
5 )))

M
D

f(M
U

f(M
D

f(x
6 )))

M
D

f(M
D

f(M
U

f(x
7 )))

M
D

f(M
D

f(M
D

f(x
8 )))

Figure 4.1: Tree T built on top of a table with 8 values x1,x2, . . . ,x8. After producing an
n-admissible radix-2 g(.) representation of the children digests, we multiply with either U
or D, then we add the two resulting digests and we compute the hash function on them by
multiplying with M. At the leaves of the tree we show the terms that correspond to each
index, as computed by Theorem 4.3 (i.e., the partial digests of the root r with reference
to every value at the table). The g(.) representation of the internal nodes are indicated
with dashed lines (see Definition 4.9). Note that the g(.) representations of the internal
nodes are the sum of specific f(.) representations of the leaves, for example, g(d(r12)) =
f(Lf(Lf(x5))) + f(Lf(Rf(x6))) + f(Rf(Lf(x7))) + f(Rf(Rf(x8))), where MU = L and
MD = R.

The computation in Relation 4.1 is as follows (see Figure 4.1): Suppose a node u ∈ T

has children v and w of digests d(v), d(w) ∈ Zk
q . Applying g(.) transforms d(v), d(w) into

vectors of k log q small entries (admissible radix-2 representations). Multiplying with U and

D prepares g(d(v)), g(d(w)) to be input to the hash function.2

2The procedure so far is the same with a Merkle tree construction that uses a collision-resistant function
such as SHA-2, i.e., recursive computation over the nodes of a tree.
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4.2.3 Partial digests

Here we show how to express the digest d(u) (computed in Relation 4.1) for every node

u ∈ T somehow differently, which is crucial for deriving our final results. To simplify some

notation, we set MU = L and MD = R (stand for left/right)—note that L,R ∈ Zk×k log q
q .

Let also range(u) be the range of successive indices corresponding to the leaves of the subtree

of T rooted on u. E.g., in Figure 4.1, it is range(r11) = {1, 2, 3, 4}. For every node u ∈ T

and for every i ∈ range(u) we define the partial digest of u with reference to xi:

Definition 4.8 (Partial digest of a node u) For a leaf node u ∈ T storing value xi, the

partial digest of u with reference to xi is defined as d(u,xi) = xi. Else, for every other node

u of T , with left child v and right child w, and for every i ∈ range(u), the partial digest

d(u,xi) of u with reference to xi is recursively defined as d(u,xi) = Lf(d(v,xi)), if xi belongs

to the left subtree of u; Else, d(u,xi) = Rf(d(w,xi)).

E.g., in Figure 4.1, the partial digests of root r with reference to x2 and x3 are d(r,x2) =

Rf(Rf(Lf(x2))) and d(r,x3) = Rf(Lf(Rf(x3))) respectively (f(z) is z’s binary represen-

tation). We now give the main result of this section.

Theorem 4.3 The digest d(u) of node u ∈ T in Relation 4.1 can be expressed as

d(u) =
∑

i∈range(u)

d(u,xi) ,

where d(u,xi) is the partial digest of node u with reference to xi.

Proof: We prove the claim by induction on the levels of the tree T . For any internal node u

that lies at level `− 1, there are only two nodes (that store for example values xi (left child)

and xj (right child) and belong to range(u)) in the subtree rooted on u. Therefore

d(u,xi) + d(u,xj) = Lf(xi) + Rf(xj) = MUf(xi) + MDf(xj)

= M [Ug(xi) + Dg(xj)] = d(u) .
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This is due to Relation 4.1 and also due to the fact that g(.) can be picked to be f(.), which

is an n-admissible radix-2 representation, therefore satisfying the constraint of the inputs of

Definition 4.4. Hence the base case holds. Assume the theorem holds for any internal node

z that lies at level 0 < t+ 1 ≤ `. Therefore

d(z) =
∑

i∈range(z)

d(z,xi) .

Let u be an internal node that lies at level t and let i1, i2, . . . , iu be the indices in range(u)

in sorted order. Let v be the left child of u and w be the right child of u. Then, by the

definition of the partial digest of the node u (Definition 4.8) we

d(u) =
∑

i∈range(u)

d(u,xi) =

u/2∑
j=1

Lf(d(v,xj)) +
u∑

j=u/2+1

Rf(d(w,xj))

= MU

u/2∑
j=1

f(d(v,xj)) + MD
u∑

j=u/2+1

f(d(w,xj)) .

By Corollary 4.1 there exist g(.) representations whose entries are at most u/2 ≤ n such that

d(u) = MUg

 u/2∑
j=1

d(v,xj)

+ MDg

 u∑
j=u/2+1

d(w,xj)

 .

By the inductive step this can be written as

d(u) = M[Ug(d(v)) + Dg(d(w))] ,

where g(.) are radix-2 representations that are n-admissible, since they are the sum of at

most u/2 = n/2 binary representations. Therefore this satisfies Definition 4.1 and d(u) is

indeed the correct digest of any internal node u, as computed by Relation 4.1. This completes

the proof. 2

Algorithm {auth(D0), d0} ← setup(D0, sk, pk): Let D0 be the initial table, storing values

x1,x2, . . . ,xn ∈ Zk
q . The algorithm computes the digests of the nodes: It sets d(u) = xi

for all leaf nodes u storing value xi and d(u) = M [Ug(d(v)) + Dg(d(w))] (application of
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the hash function in Definition 4.4) for all internal nodes u with left child v and right child

w, where g(d(v)) and g(d(w)), i.e., the radix-2 representations of the children digests, are

computed according to the following definition3:

Definition 4.9 The radix-2 representation of d(u) of node u ∈ T is computed as the sum

of |range(u)| binary representations, i.e.,

g(d(u)) =
∑

i∈range(u)

f(d(u,xi)) ,

where d(u,xi) is the partial digest of node u with reference to xi.

By combining Theorem 4.3 and Definition 4.9, by Corollary 4.1, we have:

Corollary 4.2 Let u be an internal node of tree T . The g(.) representation of d(u) defined

in Definition 4.9 is an n-admissible radix-2 representation of d(u).

This concludes the description of setup(). The algorithm outputs d0 = d(r), where r is the

root of T (i.e., the digest of the data structure is the digest of the root of the tree) and also

it outputs auth(D0) to be a structure that contains: (a) Tree T ; (b) g(d(u)) for all nodes u

of T as computed in Definition 4.9. The complexity of the algorithm is O(n log n), since the

computation of g(d(u)) involves a linear number of operations per tree level, and there are

O(log n) levels in total:

Lemma 4.4 Algorithm setup() of the authenticated data structure scheme LBT has O(n log n)

access complexity, outputting an authenticated data structure auth(D0) of O(n) group com-

plexity. Moreover it is parallelizable with O(n) access complexity using O(log n) processors

in the CREW model.

Proof: The algorithm needs to compute the n-admissible radix-2 representations g(d(u))

of digests d(u) for every internal node u of the tree T . Note that by Definition 4.9, there

3Note here that the binary representations f(d(v)), f(d(w)) could be used instead; However, in lieu of
achieving our efficiency goals, the algorithm uses Definition 4.9.
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are n/2, n/4, n/8, . . . , 2 such representations that need to be computed for levels ` − 1, ` −

2, ` − 3, . . . , 1 respectively, each one being the sum of 2, 4, 8 . . . , n/2 binary representations

respectively, i.e.,

g(d(u)) =
∑

i∈range(u)

f(d(u,xi)) .

Since computing f(d(u,xi)) has access complexity O(1) (they are just functions of specific

values), it follows that the computation of the g(.) representations for all the internal nodes

of the tree requires access complexity

n

2
× 2 +

n

4
× 4 +

n

8
× 8 + . . .+ 2× n

2
= O(n log n) .

Note now in the CREW model, we can use O(log n) processors, i.e., one processor for each

level of the tree. By reading the values xi concurrently and writing the values g(d(u)) at

different memory locations, it follows that each processor will have to do O(n) work in the

CREW model. Finally, we note that the output authenticated data structure stores with

each internal node u of the tree T the respective n-admissible radix-2 representations g(d(u)).

Therefore the group complexity of auth(D) is O(n). This completes the proof. 2

We continue by noting that Theorem 4.3 allows us to express d(r) as a sum of well-defined

functions of the leaves, namely the partial digests of the root r with reference to values in

the table. This allows us to achieve our desired complexity bounds:

Corollary 4.3 Let x1,x2, . . . ,xn be the values stored in our table. Then the digest d(r) of

the root r of the tree T can be expressed as

d(r) =
n∑
i=1

d(r,xi) ,

where d(r,xi) is the partial digest of the root r with reference to xi.

We observe that computing the partial digest d(r,xi) requires one query to the authenticated

data structure, i.e., a query for value xi, therefore yielding O(1) access complexity. Matrices

L and R, both used for its computation (Definition 4.8) are not part of the authenticated
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data structure (they are fixed by setup() as public information) and accessing them any

number of times does not add to the access complexity. We continue with describing the

remaining algorithms of our authenticated data structure scheme:

Algorithm {dh+1, Dh+1, upd} ← update(u,Dh, dh, sk, pk): Let the update u be set T[i] =

x′i and let the value of T[i] before the update be xi. Then the algorithm sets

dh+1 = dh − d(r,xi) + d(r,x′i) ,

where d(r,xi) and d(r,x′i) are the partial digests of r with reference to xi and x′i, defined

in Definition 4.8. Due to Corollary 4.3, dh+1 is the correct updated digest. Since the

computation of partial digests has constant access complexity, algorithm update() has O(1)

access complexity, since it involves two operations in Zk
q . The algorithm outputs dh+1 as well

as the updated table Dh+1 (note that the algorithm does not need to access the authenticated

data structure at all—see Definition 2.3—and does not output anything as upd):

Lemma 4.5 Algorithm update() of the authenticated data structure scheme LBT has O(1)

access complexity. Moreover, the update information upd output by update() is empty.

Algorithm {Dh+1, auth(Dh+1), dh+1} ← refresh(u,Dh, auth(Dh), dh, upd, pk): This algo-

rithm should update the authenticated data structure auth(Dh). Let the update u be set

T[i] = x′i and let the value of T[i] before the update be xi. Suppose v`, v`−1, . . . , v1 is the

path from the node of index i to the child v1 of the root of the tree. The algorithm should

update the values g(d(vj)) for j = `, ` − 1, . . . , 1. This is achieved via Definition 4.9, by

setting

g(d′(vj)) = g(d(vj))− f(d(vj,xi)) + f(d(vj,x
′
i)) for j = `, `− 1, . . . , 1 ,

namely the invariant of Definition 4.9 must be maintained, and where d(vj,xi), d(vj,x
′
i) are

the partial digests of node vj with reference to xi and x′i. The algorithm outputs Dh+1,

the updated g(d′(.)) representations as auth(Dh+1) and dh+1 as in update(), i.e., dh+1 =

dh − d(r,xi) + d(r,x′i).
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Lemma 4.6 Algorithm refresh() of the authenticated data structure scheme LBT has O(log n)

access complexity. Moreover, it is parallelizable with O(1) access complexity using O(log n)

processors in the CREW model.

Proof: For each update from xi to x′i, the algorithm should update the values g(d(vj)) for

j = `, `− 1, . . . , 1. This is achieved via Definition 4.9, by setting

g(d′(vj)) = g(d(vj))− f(d(vj,xi)) + f(d(vj,x
′
i)) , (4.2)

(the invariant of Definition 4.9 must be maintained) for j = `, `−1, . . . , 1 and where d(vj,xi),

d(vj,x
′
i) are the partial digests of node vj with reference to xi and x′i respectively. Since

` = O(log n) the result follows. Note also that the update Relations 4.2 are independent from

one another. Therefore we can take advantage of that, and, in the CREW model, we can

use O(log n) processors, i.e., one processor for each level of the tree. By reading the values

xi concurrently and writing the values g(d(u)) at different memory locations (as required),

it follows that each processor will have to do O(1) work in the CREW model. 2

Algorithm {Π(q), α(q)} ← query(q,Dh, auth(Dh), pk): Let the query q be return the value

stored at index i of table T. Suppose v`, v`−1, . . . , v1 is the path from the node of index i to

the child v1 of the root of the tree T . The algorithm sets α(q) = T[i] and sets the proof Π(q)

to be the array π of g(.) representations such that

πi = (g(d(vi)), g(d(sib(vi)))) , (4.3)

for i = `, `− 1, . . . , 1, where sib(u) denotes the sibling of a node u in tree T .

Lemma 4.7 Algorithm query() of the authenticated data structure scheme LBT has O(log n)

access complexity. Moreover, it is parallelizable with O(1) access complexity using O(log n)

processors in the EREW model. Finally, it outputs a proof Π(q) of O(log n) group complexity.

Proof: Since ` = O(log n) values have to be collected to construct the proof, the result

follows. Moreover, with O(log n) processors—one processor per node, this algorithm is par-

allelizable in the EREW model, with O(1) complexity: For p = 1, . . . , `, processor p outputs
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πp = (g(d(vp)), g(d(sib(vp)))), as defined in Relation 4.3. 2

Algorithm {accept, reject} ← verify(q, α,Π, dh, pk): Let the query q be return the value at

index i, y = α, and Π = π such that πj = (αj, βj) (j = `, `− 1, . . . , 1). For j = `, `− 1, . . . , 1

the algorithm performs the following:

1. If αj is not a g(.) representation of y or αj, βj are not n-admissible g(.) representations,

output reject;

2. Set y = M(Uαj + Dβj) if vj is vj−1’s left child, or y = M(Dαj + Uβj) otherwise.

After the loop terminates, if y 6= dh, reject is output, else, accept is output.

Lemma 4.8 Algorithm verify() of the authenticated data structure scheme LBT has O(log n)

access complexity. Moreover, it is parallelizable with O(1) access complexity using O(log n)

processors in the CRCW model.

Proof: Since ` = O(log n) values have to be processed to perform the verification of the

proof, the result follows. The parallel algorithm that a processor p = `, `− 1, . . . , 1 executes

is the following (assume that α0 is defined as a g(.) representation of the digest dh):

If p < ` then y = M(Uαp + Dβp) (or y = M(Dαp + Uβp)) else y = α;

If αp−1 is not a g(.) representation of y or αp−1, αp, βp are not n-admissible

then output reject else output accept;

Note that the algorithm requires concurrent write, since all the processors need to write to

a location storing the “reject” bit concurrently. Therefore the algorithm is parallelizable in

the CRCW model with O(1) access complexity using O(log n) processors. 2

4.2.4 Correctness and security

Lemma 4.9 The authenticated data structure scheme LBT = {genkey, setup, update, refresh,

query, verify} is correct according to Definition 2.4.
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Proof: Let T = D0 be any table of n entries. Fix the security parameter k and output sk

and pk = (M, q) by calling algorithm genkey(). Then output an authenticated data structure

auth(D0) and the respective digest d0, by calling algorithm setup(). Pick a polynomial number

of updates—namely, pick a polynomial number of pairs of indices and values to be written

on the respective indices—and update auth(D0) and d0 by calling algorithm refresh(). Let

Dh be the final table T, auth(Dh) be the produced authenticated data structure and dh be

the final digest. Let i be an index and let y = T[i]. Output a proof Π(q) for index i and

answer y by calling query(). Π(q) contains pairs (g(d(vj)), g(d(sib(vj)))) (j = `, `− 1, . . . , 1)

of n-admissible representations, where v`, v`−1, . . . , v1 are the nodes on the path from index

i (i.e., node v`) to the first child v1 of the root of the root of the tree T . For the elements of

the proof, the following are true:

1. g(d(v`)) = f(y) (definition of a leaf digest);

2. d(vj−1) = M(Ug(d(vj))+Dg(d(sib(vj)))) or d(vj−1) = M(Dg(d(vj))+Ug(d(sib(vj))))—

according to left child or right child relation—, for j = `, ` − 1, . . . , 1 and where v0 is

the root of the tree (by Relation 4.1);

3. The g(.) representations in Π(q) are always n-admissible, i.e., they are maintained

to be n-admissible during updates, since refresh() always updates the g(.) represen-

tations so that Definition 4.9 is satisfied, which by Corollary 4.2 gives n-admissible

representations.

Based on the above, and the code of verify(), we conclude that verify() always accepts a proof

for index i (of answer y = T[i]) computed by query(). 2

Lemma 4.10 The authenticated data structure scheme LBT = {genkey, setup, update,

refresh, query, verify} is secure according to Definition 2.5 and assuming the hardness of

GAPSVPγ for γ = O(nk
√

log n+ log k).

Proof: Fix the security parameter k and output sk and pk = (M, q) by calling algorithm

genkey(). Let Adv be a polynomially-bounded adversary. Adv picks an initial table T = D0
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of n entries and outputs authenticated data structure auth(D0), the respective digest d0, tree

T of ` levels, by calling algorithm setup() through oracle access. Then Adv picks a polynomial

number of updates—namely, he picks a polynomial number of pairs of indices and values to

be written on the respective indices: Let Dh be the final table T, and dh be the final digest

as produced by the adversary through oracle access to algorithm update(). Let q = i be the

query index picked by Adv, y = T[i] be the value stored in this index and vl, vl−1, . . . , v0

be the path of T from the node referring to index i to the root of T . The adversary Adv

outputs an incorrect answer α 6= y and also a proof Π = (πl, πl−1, . . . , π1) (l = O(log n))

where πj = (αj, βj) (see algorithm query()). We define now the following events, related

to the choice of the proof above made by the adversary. Our goal will be to the express

the probability that verify(i, α,Π, dh, pk) accepts while α 6= y as a function of the following

events. Note that dh is the correct digest of the authenticated data structure:

1. E`,0: The value αl picked by Adv is such that α` is not an n-admissible g(.) represen-

tation of y;

2. Ej: For j = `− 1, . . . , 1, the values αj and αj+1, βj+1 ∈ {0, 1, . . . , n}k log q picked by Adv

are such that αj is an n-admissible g(.) representation of

M(Uαj+1 + Dβj+1) .

Assume, without loss of generality that a convenient index i = 0 is used so that the

order of U and D is always the same. This event can be partitioned into two mutually

exclusive events, i.e., Ej = Ej,0 ∪ Ej,1 such that

• Ej,0: Value αj is not an n-admissible g(.) representation of the digest of node vj,

as defined in Relation 4.1, i.e., αj 6= g(d(vj)) ;

• Ej,1: Value αj is an n-admissible g(.) representation of the digest of node vj, as

defined in Relation 4.1, i.e., αj = g(d(vj)).
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3. E0,1: The values α1 ∈ {0, 1, . . . , n}k log q and β1 ∈ {0, 1, . . . , n}k log q picked by Adv are

such that

dh = M(Uα1 + Dβ1).

The probability that verify() accepts, while α` is not an n-admissible g(.) representation of

y is the probability

Pr[E`,0 ∩ E`−1 ∩ E`−2 ∩ . . . ∩ E0,1]

= Pr[E`,0 ∩ (E`−1,0 ∪ E`−1,1) ∩ (E2,0 ∪ E2,1) ∩ . . . ∩ E0,1]

≤ Pr[E`,0|E`−1,1] + Pr[E`−1,0|E`−2,1] + Pr[E`−2,0|E`−3,1] + . . .+ Pr[E1,0|E0,1]

=
∑̀
j=1

Pr[Ej,0|Ej−1,1] .

Note that the event Ej,0|Ej−1,1 implies the following:

1. αj 6= g(d(vj));

2. αj−1 = g(d(vj−1)), where d(vj−1) = M(Uαj + Dβj).

However, from Relation 4.1, it should be that

d(vj−1) = M(Ug(d(vj)) + Dg(d(sib(vj)))) ,

where g(d(vj)) and g(d(sib(vj))) are the digests of nodes vj and sib(vj) respectively. Therefore

(αj, βj) is a collision with (g(d(vj)), g(d(sib(vj)))), since αj 6= g(d(vj)). Note now that by

Theorem 4.2, which gives γ = O(nk
√

log n+ log k) = poly(k) since q = O(k2.5δ log k) and

δ = n, and Assumption 4.1, Pr[Ej,0|Ej−1,1] is neg(k), for all j = `, `− 1, . . . , 1. Therefore the

sum ∑̀
j=1

Pr[Ej,0|Ej−1,1]

is also neg(k), since ` = O(log n) = O(log k). This concludes the proof. 2

We can now present the main result of this section.
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Theorem 4.4 Let k be the security parameter. Then there exists a publicly-verifiable au-

thenticated data structure scheme LBT = {genkey, setup, update, refresh, query, verify} for

a data structure scheme defined for a dynamic table D of n entries such that:

1. It is correct according to Definition 2.4 and secure according to Definition 2.5 and

assuming the hardness of GAPSVPγ for γ = O(nk
√

log n+ log k);

2. The access complexity of setup() is O(n log n) or O(n) using O(log n) processors in

the CREW model, outputting an authenticated data structure auth(D) of O(n) group

complexity;

3. The access complexity of update() is O(1), outputting update information upd of O(1)

group complexity;

4. The access complexity of refresh() is O(log n) or O(1) using O(log n) processors in the

CREW model;

5. The access complexity of query() is O(log n) or O(1) using O(log n) processors in the

EREW model, outputting a proof Π(q) for a query q of O(log n) group complexity;

6. The access complexity of verify() is O(log n) or O(1) using O(log n) processors in the

CRCW model.

Proof: This result follows directly from Lemmata 4.4, 4.5, 4.6, 4.7, 4.8, 4.9 and 4.10. Note

that the presented scheme is publicly verifiable since verify() does not take the secret key as

an input. 2

4.2.5 A note on repeated linearity

We note here that the fact that the used collision-resistant hash function is additive (homo-

morphic), i.e., it is

Mx + My = M(x + y) ,
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is not enough for deriving our results. This is the reason that other homomorphic collision-

resistant hash functions (e.g., exponentiation with secret factorization) could not be em-

ployed instead. The crucial property we can exhibit here, which is what we call repeated

linearity, is a means of “feeding” the output of the function again as an input, so that

certain homomorphic properties are still satisfied—and in specific the properties of Corol-

lary 4.1. Therefore, it might be the case that other functions could be also used instead,

would they satisfy such a property.

4.3 Authenticated bloom filters

In this paragraph we show how we can use the lattice-based hash function to verify the

Bloom filter functionality, a space-efficient dictionary, originally introduced by Bloom [14].

The Bloom filter consists of an array (table) A[0 . . . n − 1] storing n bits. All the bits are

initially set to 0. Suppose one needs to store a set S of r elements. Then K hash functions

hi(.) with range {0, . . . , n− 1} are used (these are not lattice-based hash functions) and for

each element s ∈ S we set the bits A[hi(s)] to 1, for i = 1, . . . , K. In this way, false positives

can occur, i.e., an element that is not present might be represented in A. The probability

of a false positive can be proved to be (1 − p)K , where p = e−Kr/n, which is minimized for

K = ln 2(n/r) [14].

The Bloom filter above supports only insertions though. A deletion (i.e., setting some bits

to 0) can cause the undesired deletion of many elements. To deal with this problem, counting

Bloom filters were introduced by Fan et al. [38]. In this solution, by keeping a counter for

each index of A (instead of just 0 or 1), we can tolerate deletions by incrementing the counter

during insertions and decrementing the counter during deletions. However, the problem of

overflow exists. As observed by Broder and Mitzenmacher [21], the overflow (at least one

counter goes over some value C) occurs with probability n(e ln 2/C)C , for a certain set of r

elements. Setting C = O(1) (e.g., C = 16) is suitable for most of the applications [21].
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By the above description, it is clear that we can use our lattice-based construction to

authenticate the Bloom filter functionality: Each update in the Bloom filter corresponds to

K updates in table T and querying one element in the Bloom filter corresponds to K queries

to table T . Note that constant update complexity in this application is very important given

that a Bloom filter is an update-intensive data structure (i.e., an insertion or deletion of an

element involves K operations):

Theorem 4.5 Let k be the security parameter. Then there exists a publicly-verifiable au-

thenticated data structure scheme ABF = {genkey, setup, update, refresh, query, verify} for

a data structure scheme defined for a Bloom filter D of n entries, storing r elements and

using K hash functions such that:

1. It is correct according to Definition 2.4 and secure according to Definition 2.5 and

assuming the hardness of GAPSVPγ for γ = O(nk
√

log n+ log k);

2. The access complexity of setup() is O(n log n) or O(n) using O(log n) processors in

the CREW model, outputting an authenticated data structure auth(D) of O(n) group

complexity;

3. The access complexity of update() is O(K), outputting update information upd of O(1)

group complexity;

4. The access complexity of refresh() is O(K log n) or O(K) using O(log n) processors in

the CREW model;

5. The access complexity of query() is O(K log n) or O(K) using O(log n) processors in

the EREW model, outputting a proof Π(q) for a query q of O(K log n) group complexity;

6. The access complexity of verify() is O(K log n) or O(K) using O(log n) processors in

the CRCW model.



120

Proof: The construction for an authenticated Bloom filter is the same with Theorem 4.4.

The extra K multiplicative factor in the complexities is due to the fact that one operation in

the authenticated Bloom filter (insertion, deletion and query of an element) requires O(K)

operations on an authenticated table. This follows by the construction and the definition of

the Bloom filter data structure. 2

4.4 Parallel online memory checking

In this section, we establish our results concerning parallel online memory checking. The

online memory checking model [15] can be (informally) described as follows: SupposeM is an

unreliable (malicious) memory of n cells. A user U wants to read (through operation read(i))

or write (through operation write(i, x), where x is the new content) a cell i ∈ {1, 2, . . . , n}.

However, his requests go through a checker C. The checker is supposed to read cells from the

unreliable memory C and also some reliable (and possibly secret) information s of sublinear

size and output either the correct answer (i.e., the latest content of cell i) or BUGGY, if

the content of cell i is corrupted. The probability of returning the corrupted content of a

cell as correct should be negligible. The checker is called non-adaptive, if, given an index i,

the set and the order of the cells accessed in order to output the answer is deterministic. In

this paper we are considering such checkers. In the following, we give the formal definition:

Definition 1 (Online memory checking [35]) Let M be an n-cell unreliable memory.

An online non-adaptive memory checker C = (Σ, n, q, s) over an alphabet Σ with reliable

(and possibly secret) memory s is a probabilistic Turing machine with five tapes:

• A read-only input tape for receiving read/write requests from the user U to the unreliable

memory M of n cells, indexed by 1, 2, . . . , n;

• A write-only output tape for sending responses back to the user;

• A read-write work tape, i.e., the (secret) reliable memory s;
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• A write-only tape for sending read/write requests to the memory M;

• A read only input tape for receiving M’s responses.

A checker is presented with write(i, x) and read(i) requests made by U to M, where i ∈

{1, 2, . . . , n}. After each read request C returns an answer or outputs that M’s operation is

BUGGY. C’s operation should be both correct and secure:

1. Correctness: For any polynomially-large sequence of user requests, as long as M an-

swers all of C’s read requests correctly, C also answers all of the user’s read requests

correctly;

2. Security: For any any polynomially-large sequence of user requests, for any (even in-

correct or malicious) answers returned by M, the probability that C answers a user

request incorrectly is neg(k), where k is the security parameter. C may either recover

the correct answer independently or answer thatM is BUGGY, but it may not answer

a request incorrectly (beyond negligible probability).

In online memory checking settings, the complexity measure we are interested in minimizing

is the query complexity, which is defined as the sum of the number of requests that the checker

makes to the unreliable memory M during a read(i) operation plus the number of requests

that the checker makes to the unreliable memoryM during a write(i, x) operation [82]. So far

in the literature, and in the computational model, checkers withO(log n) [15] orO(logd n) [35]

query complexity have appeared. Specifically for these checkers, we can distinguish two cases:

1. In the secret key setting, i.e., when there is requirement for both reliable and secret

small memory s, these checkers have been shown to be parallelizable, e.g., see the work

of Hall and Julta [54], as well as the construction based on PRFs [15]—although this

has not been reported in the literature4;

4The construction based on PRFs appearing [15] is easily parallelizable since the PRF tag computed on
each node of the tree is not a function of the PRF tags of its children.
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2. In the non-secret key setting, i.e., when there is requirement for only reliable memory

(e.g., the construction using UOWHFs from [15] and Merkle tree constructions), these

checkers have appeared to be inherently sequential.

However, in this section we establish the first parallel online memory checker in the non-secret

key setting:

Theorem 4.6 In the non-secret key setting and in the CREW model of parallel computation,

there is a non-adaptive online memory checker for an unreliable memory of n cells with O(1)

query complexity, using O(log n) checkers and O(1) reliable memory.

Proof: Let LBT = {genkey, setup, update, refresh, query, verify} be the authenticated

data structure scheme derived in Theorem 4.4. We show how to construct a parallel online

memory checker by using this scheme, in the non-secret key setting. LetM be the unreliable

memory accessed through indices 1, 2, . . . , n. Assume we can use u checkers C1, C2, . . . , Cu,

where u = O(log n). The user U sends his requests to all the checkers simultaneously and all

the checkers have access to the unreliable memory M and to some reliable memory s. We

work in the CREW model—i.e., all the checkers can read simultaneously the same value but

writing at the same location simultaneously is not feasible. Let {sk, pk} ← genkey(), where

sk = Ø. The checkers run the algorithm {auth(M), d0} ← setup(M, pk) (since sk = Ø we do

not use the secret key as input from now on) in parallel, requiring O(n) access complexity

in the CREW model (Theorem 4.4). The authenticated structure auth(M) is stored in the

unreliable memory (all its parts can be uniquely referenced) and d0 is stored in the small

reliable memory, i.e., s = d0. We have two cases:

1. User U sends the request read(i) to all checkers C1, C2, . . . , Cu. The checkers run the

algorithm query(i,M, auth(M), pk) in parallel and output the answer M[i] and the

proof Π(i). This requires O(1) requests to the unreliable memory per checker in the

EREW model (Theorem 4.4). Then the algorithm verify(i,M[i],Π(i), s, pk) is run by

the checkers (note that running query() and verify() can be combined in one algorithm).
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The algorithm writes either M[i] (in this case verify() accepts) or BUGGY (in this

case verify() rejects) in a location of the reliable memory. User U reads that location and

gets the result. We note here that the fact that verify() is parallelizable in the CRCW

model does not affect our complexity results since the write part of the algorithm is

done on the reliable memory—however, requests to the reliable memory are not taken

into account in query complexity (only requests to the unreliable memory). Therefore

the query complexity of the parallel checker due to read operations is O(1) in EREW

model;

2. User U sends the request write(i, x) to all checkers C1, C2, . . . , Cu. First the current

content of cell i is verified through a read(i) operation. If this verification succeeds the

checkers run algorithm

{M′, auth(M′), s′} ← refresh(write(i, x),M, auth(M), s, pk)

in parallel. Note that this algorithm has O(1) access complexity using O(log n) pro-

cessors in the CREW model, by Theorem 4.4. We need concurrent read because all

the checkers should be able to read the same value of the old (verified) content of cell

i.

Finally, we note that the correctness and the security of the checker comes as a direct result of

the correctness and the security of the authenticated data structure scheme LBT . Also, since

our lattice-based construction does not use any secret key, it follows that the construction

we have described is in the non-secret key setting. This completes the proof. 2

4.5 Protocols

Three-party protocol. By using Theorem 2.1 we can easily derive the following corollary

that describes the use of the authenticated data structure scheme LBT of Theorem 4.4 in

the three-party model:



124

Corollary 4.4 Let k be the security parameter and assume the hardness of GAPSVPγ for

γ = poly(k). Then there exists a three-party authenticated data structures protocol (see

Protocol 2.1) for verifying queries q on a dynamic table of n entries such that:

1. The setup at the source has O(n log n) access complexity or O(n) access complexity

using O(log n) processors in the CREW model;

2. The update at the source has O(1) access complexity;

3. The space needed at the source has O(n) group complexity;

4. The communication between the source and the server has O(1) group complexity;

5. The update at the server has O(log n) access complexity or O(1) access complexity using

O(log n) processors in the CREW model;

6. The query at the server has O(log n) access complexity or O(1) access complexity using

O(log n) processors in the EREW model;

7. The space needed at the server has O(n) group complexity;

8. The communication between the server and the client has O(log n) group complexity;

9. The verification at the client has O(log n) access complexity or O(1) access complexity

using O(log n) processors in the CRCW model;

10. For a query q sent by the client to the server at any time (even after updates), let α be

an answer and let π be a proof returned by the server. With probability Ω(1− neg(k)),

the client accepts the answer α if and only if α is correct.

Two-party protocol. As a corollary of Example 2.1 (the Merkle tree techniques apply in

the lattice-based authenticated table as are), we can state the following for the authenticated

data structure scheme LBT :
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Corollary 4.5 Assumption 2.1 is true for the authenticated data structure scheme LBT .

Moreover, for every update u, |Qu| has O(1) complexity.

By Theorems 2.2 and 4.4 and Corollary 4.5, we can now state the final result for the two-party

model:

Corollary 4.6 Let k be the security parameter and assume the hardness of GAPSVPγ for

γ = poly(k). Then there exists a two-party authenticated data structures protocol (see Pro-

tocol 2.2) for verifying queries q on a dynamic table of n entries such that:

1. The protocol is non-interactive;

2. The setup at the client has O(n log n) access complexity or O(n) access complexity

using O(log n) processors in the CREW model;

3. The update at the client has O(log n) access complexity or O(1) access complexity using

O(log n) processors in the CRCW model;

4. The verification at the client has O(log n) access complexity or O(1) access complexity

using O(log n) processors in the CRCW model;

5. The space needed at the client has O(1) group complexity;

6. The communication between the client and the server has O(log n) group complexity;

7. The update at the server has O(log n) access complexity or O(1) access complexity using

O(log n) processors in the CREW model;

8. The query at the server has O(log n) access complexity or O(1) access complexity using

O(log n) processors in the EREW model;

9. The space needed at the server has O(n) group complexity;
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10. For a query q sent by the client to the server at any time (even after updates), let α be

an answer and let π be a proof returned by the server. With probability Ω(1− neg(k)),

the client accepts the answer α if and only if α is correct.

Finally, we note that similar protocols can be derived for the authenticated data structure

scheme ABF (Theorem 4.5), referring to Bloom filters.



Chapter 5
Authenticated sets operations with bilinear

maps

In the previous chapters of this thesis, we mainly studied the verification of fundamental

data structure queries, such as hash table queries (Chapter 3) and index queries on tables

(Chapter 4). The verification of these queries in the authenticated data structures setting

allows us to secure outsourced storage efficiently, i.e., to ensure that data has not been

tampered with by the untrusted party that stores it. In this chapter, we follow a different

direction where we are interested in verifying outsourced computation. Namely, how can

one verify the outcome of a computation that has been performed by an untrusted entity?

Of course, the main challenge in this paradigm is that the verification procedure should not

involve executing the computation from scratch: This would defeat the purpose of employing

a powerful (but untrusted) machine in the cloud to perform the computation for us.

Motivated mainly by computations performed by search engines (e.g., keyword searches

using an inverted index) as well as by database applications, in this chapter, we examine a

very fundamental class of computations: We study the verification of outsourced operations

on general sets, where a dynamic collection of m sets S1, S2, . . . , Sm is remotely stored at

an untrusted server and we wish to publicly verify primitive queries on these sets, such as

intersection, union and set difference. For example, for the query requesting the intersection

127
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of t sets specified by indices i1, i2, . . . , it between 1 and m, we wish to design techniques that

allow any client to cryptographically check the correctness of the returned intersection Si1 ∩

Si2∩. . .∩Sit . In addition, we wish the verification of any set operation be operation-sensitive,

meaning that the required complexity depends only on the (description and outcome of the)

operation, and not on the sizes of the involved sets. For example, if |Si1 ∩Si2 ∩ . . .∩Sit | = δ,

then we would like the verification cost to be proportional to t+ δ. This achieves optimality,

as the query and the answer require O(t+ δ) complexity.

Relation to outsourced verifiable computation. Recent works on outsourced verifi-

able computation by Gennaro et al. [41], Chung et al. [28] and Applebaum et al. [5] achieve

operation-sensitive verification of general functionalities. Although such approaches com-

pletely cover set operations as a special case, clearly meeting our goal with respect to op-

timal verifiability, they are inherently inadequate to meet our other goals with respect to

public verifiability and dynamic updates, both important properties in the context of data

querying. Indeed, the works on outsourced verifiable computation [5, 28, 41] are primarily

designed to provide secrecy of the outsourced computations, and as such, the client makes

use of some secret information to outsource the computation as a circuit and in an encrypted

form. This secret information is also used in the verifying computation, therefore effectively

supporting only one verifier; instead, we seek for schemes that allow any client to query the

sets collection and verify the returned results. Finally, in the outsourced verifiable compu-

tation framework [5, 28, 41], the description of the circuit is fixed at the initialization of the

scheme, therefore effectively supporting no updates (or, very expensive updates as shown in

Table 5.1 for [41]) in the outsourced data; instead, we seek for schemes supporting efficient

updates. We accordingly study our problem in the model of authenticated data structures,

which provides mechanisms for supporting public verifiability and queries on dynamic data.

Achieving operation-sensitive verification. In this chapter, we design a new authen-

ticated data structure scheme (denoted with ASC in Table 5.1) for the verification of set
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operations in an operation-sensitive manner, that is, with proof and verification complex-

ity depending only on the description and outcome of the operation and not on the size of

the sets involved. Conceptually, this property is similar to the property of super-efficient

verification that has been studied in certifying algorithms [63] and certification data struc-

tures [52, 107] (as well as in the context of outsourced verifiable computation [5, 28, 41]),

where an answer can be verified in complexity asymptotically less than the complexity re-

quired to produce it. Whether the above optimality property is achievable for set operations

(with linear storage) was posed as an open problem by Devanbu et al. [33]. We close this

problem in the affirmative.

All existing schemes for verifying outsourced set operations fall into the following two

rather straightforward and highly inefficient solutions (for a detailed comparison see Ta-

ble 5.1): Either short proofs for the answer of every possible set operation query are pre-

computed allowing for highly imbalanced schemes (exponential storage is required in order

to achieve optimal verification, e.g., see the work by Pang and Tan [89]) or integrity proofs

for all the elements of the sets participating in the query are given to the client who locally

verifies the set operation (in this case verification complexity can be linear in the problem

size, e.g., see the work by Devanbu et al. [33]).
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Intuition of our construction. We achieve optimal verification complexity by departing

from the above approaches as follows. We first reduce the problem of verifying set operations

to the problem of verifying the validity of some more primitive relations on sets, namely

subset containment and set disjointness. Then for each such primitive relation we employ

a corresponding cryptographic primitive to optimally verify its validity. In particular, we

extend the bilinear-map accumulator to optimally verify subset containment, inspired by [90].

We then employ the extended Euclidean algorithm over polynomials in combination with

subset containment proofs to provide a novel optimal verification test for set disjointness.

The intuition behind our technique is that disjoint sets can be represented by polynomials

mutually indivisible, therefore there exist other polynomials so that the sum of their pairwise

products equals to one—this is the test to be used in the proof. However, transmitting

(and processing) these polynomials is bandwidth (and time)-prohibitive and does not lead

to operation-sensitivity. Taking advantage of bilinearity properties, we can compress their

coefficients in the exponent and still use them in a meaningful way, i.e., compute an internal

product. This is why although using a conceptually simpler RSA accumulator [11] would

lead to a mathematically sound solution, a bilinear-map accumulator [83] is essential for

achieving the desired complexity goal.

Related work for securing sets operations. Despite the fact that privacy-related prob-

lems for set operations have been extensively studied in the cryptographic literature (e.g., see

the work by Boneh and Waters [20] and the work by Freedman et al. [39]), existing work on

the integrity dimension of set operations appears mostly in the database literature. Devanbu

et al. [33] identify the importance of coming up with an operation-sensitive scheme. In the

work by Morselli et al. [79], possibly the closest in context work to ours, set intersection,

union and difference are authenticated with linear verification and proof costs. Same linear

asymptotic bounds are achieved by Yang et al. [112]. Pang and Tan [89] take a different
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approach: In order to achieve operation-sensitivity, expensive pre-processing and exponen-

tial space are required (i.e., answers to all possible queries are signed). Finally, related to

our work are non-membership proofs, both for the RSA [68] and the bilinear-map [8, 32]

accumulators. We note here that the first part of the solution presented in this chapter uses

a modification of the authenticated data structure scheme BHT presented in Chapter 3.

5.1 Preliminaries

The data structure for which we design an authenticated data structure scheme for is called

sets collection and is a generalization of the inverted index [9]. We describe it in detail in

the following paragraph.

5.1.1 Sets collection data structure scheme

The sets collection data structure consists of a collection of m sets, denoted with S =

{S1, S2, . . . , Sm}, each containing elements from a universe U . Without loss of generality we

assume that our universe U is the set of nonnegative integers in the interval [m + 1, p − 1],

where p is k-bit prime, m is the number of the sets in our collection that has bit size O(log k),

and where k is the security parameter1. Every set Si is maintained to be sorted and does

not contain duplicate elements; however an element x can appear in more than one set. The

space usage of the sets collection is O(m+M), where M is the sum of the sizes of the sets.

Let now It be a collection of t indices, all between 1 and m. The data structure scheme

{query(),update(),check()} (Definition 2.2) for a sets collection data structure T(S)

supports various set operations over a collection S of dynamic sets and is defined as follows:

1. answer← query(It,T(S), op): Depending on the input parameter op, a query on the

sets collection data structure is one of the following standard set operations:

1As we are going to see later in this chapter, we could have easily set our universe to be Zp by using
CRHFs, but we choose not to do so in sake of a cleaner presentation. However, even with this constraint,
our universe contains O(2k − poly(k)) = O(2k) elements, since m is polynomially large.
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• Intersection: Given indices It = {i1, i2, . . . , it}, return set I = Si1 ∩ Si2 ∩ . . . ∩ Sit

as answer;

• Union: Given indices It = {i1, i2, . . . , it}, return set U = Si1 ∪ Si2 ∪ . . . ∪ Sit as

answer;

• Subset : Given indices It = {i, j}, return true as answer if Si ⊆ Sj and false

otherwise;

• Set difference: Given indices It = {i, j}, return the set D = Si − Sj as answer.

2. T(S ′) ← update(x, i,T(S)): Given an element x ∈ U and 1 ≤ i ≤ m such that

x /∈ Si, insert element x into Si and output T(S ′); Given an element x ∈ U such that

x ∈ Si, delete element x from Si and output T(S ′).

3. {accept, reject} ← check(answer, op,T(S)): Output true if answer is the correct answer

to the query on T(S) defined by op.

Complexity. Let N be the sum of the sizes of the sets participating in the queries defined

by algorithm query(). By using a generalized merge, all these queries can be answered

with O(N) complexity. Moreover, due to the requirement of keeping the sets sorted, all the

updates require O(logN) complexity. Also, for the remainder of the chapter, we denote with

δ the size of the answer to a query operation, i.e., δ is equal to the size of I, U, or D. For a

subset query, δ is O(1) (true/false).

Sets collection as a hash table. We observe here that the sets collection data structure

T(S) for the sets collection S = {S1, S2, . . . , Sm} can be viewed as a special hash table:

Every set Si refers to a bucket Li of the hash table data structure scheme in Chapter 3.

This construction does not have expected O(1) size for the buckets, since the sets can have

arbitrary size. However, viewing the sets collection as a hash table—that uses a different

function for distributing elements in the buckets—will allow as to employ scheme BHT from

Chapter 3 as a black box for verifying set operations queries.
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5.1.2 Subset witnesses

Our construction uses bilinear maps and the bilinear-map accumulator, which were intro-

duced in Section 3.1.3. We urge the reader to review the bilinear-map accumulator section

(Section 3.1.3) before continuing. We begin with introducing an extra property that is going

to be used in this context, the property of subset witnesses, which also appeared simultane-

ously (without a proof though) in the recent work of Canard and Gouget [25]. Assume that

the bilinear-map parameters are in place, as described in Section 3.1.3. The proof for subset

containment of a set S ⊆ X—for |S| = 1, this is a proof of membership—is the witness

(WS,X ,S) where

WS,X = g
Q
x∈X−S(x+s) . (5.1)

A verifier can test subset containment for S by checking the relation e(WS,X , g
Q
x∈S(x+s))

?
=

e (acc(X ), g). We continue with the proof of security, which is a generalization of the mem-

bership proof presented by Nguyen [83]:

Lemma 5.1 (Proving subsets) Let k be the security parameter and let (p,G,G, e, g) be

a uniformly randomly generated tuple of bilinear pairings parameters. Given the elements

g, gs, . . . , gs
q ∈ G for some s chosen at random from Z∗p and a set of elements X in Zp

(q ≥ |X |), suppose there is a polynomial-time algorithm that finds S and W such that S * X

and e(W, g
Q
x∈S(x+s)) = e(acc(X ), g). Then there is a polynomial-time algorithm for breaking

the bilinear q-strong Diffie-Hellman assumption.

Proof: Suppose there is a polynomial-time algorithm that computes such a set S =

{y1, y2, . . . , y`}. Let X = {x1, x2, . . . , xn} and yj /∈ X for some 1 ≤ j ≤ `. That means

that

e(W, g)
Q
y∈S(y+s) = e(g, g)(x1+s)(x2+s)...(xn+s) .

Note that (yj+s) does not divide (x1+s)(x2+s) . . . (xn+s). Therefore there exist polynomial

Q(s) of degree n−1 and constant λ, such that (x1 +s)(x2 +s) . . . (xn+s) = Q(s)(yj +s)+λ.
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Thus we have

e(W, g)(yj+s)
Q

1≤i6=j≤`(yi+s) = e(g, g)Q(s)(yj+s)+λ ⇒

e(W, g)
Q

1≤i6=j≤`(yi+s) = e(g, g)
Q(s)+ λ

(yj+s) ⇒

e(W, g)
Q

1≤i 6=j≤`(yi+s) = e(g, g)Q(s)e(g, g)
λ

(yj+s) ⇒

e(g, g)
1

yj+s =
[
e
(
W, g

Q
1≤i 6=j≤`(yi+s)

)
e (g, g)−Q(s)

]λ−1

.

This means that the algorithm can be used to break the bilinear q-strong Diffie-Hellman

assumption. 2

5.2 Construction and algorithms

In the following, we recall that m denotes the number of the sets of our sets collection data

structure and M denotes the sum of the sizes of the sets in our collections, i.e.,

M =
m∑
i=1

|Si| .

We now describe ASC = {genkey, setup, update, refresh, query, verify}, our authenticated

data structure scheme for a sets collection data structure S1, S2, . . . , Sm. To do that, we are

going to employ an extended version of the authenticated data structure scheme BHT =

{genkey, setup, update, refresh, query, verify} described in Chapter 3: Instead of employing

BHT on top of some m buckets created by using a two-universal hash function H on an

elements collection X , we are going to employ it on top of the sets S1∪{1}, S2∪{2}, . . . , Sm∪

{m}. By the constraint of our universe U , note that i /∈ Si.

Algorithm {sk, pk} ← genkey(1k): The algorithm calls {sk, pk} ← BHT .genkey(). It

outputs BHT .sk as sk and BHT .pk as pk. The access complexity is of this algorithm is

O(1).
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Algorithm {auth(D0), d0} ← setup(D0, sk, pk): The authenticated data structure auth(D0)

is built as follows: First of all, the accumulation values of sets Si

acc(Si) = g
Q
x∈Si

(s+x) for all i = 1, . . . ,m , (5.2)

are computed (see Section 3.1). Then the algorithm calls

{auth(D0), d0} ← BHT .setup(D0, sk, pk) ,

without precomputed witnesses, and where D0 is the collection of m sets

S1 ∪ {1}, S2 ∪ {2}, . . . , Sm ∪ {m} .

Namely, the “bucket” Li in the scheme BHT is defined as the set Si ∪ {i} in this construc-

tion. The algorithm outputs both the authenticated data structure BHT .auth(D0) and the

accumulation values acc(Si) for all i = 1, . . . ,m as auth(D0). Also it sets d0 to be BHT .d0.

Lemma 5.2 Algorithm setup() of the authenticated data structure scheme ASC has O(m+

M) access complexity. Moreover, the authenticated data structure auth(D0) output by setup()

has O(m+M) group complexity.

Proof: When the scheme BHT is used with buckets of size O(1), the complexity of algorithm

setup() as well as the group complexity of the output authenticated data structure, by

Lemma 3.13, are both O(m). However in our case, since the size of the “buckets” sums to

M ≥ m (and not to O(m) as it happens with the authenticated hash table), both these

complexities are O(m+M). 2

Algorithm {Dh+1, auth(Dh+1), dh+1, upd} ← update(u,Dh, auth(Dh), dh, sk, pk): Suppose

the update u is insert element x ∈ U into set Si. The algorithm initially sets

acc(Si) = acc(Si)
x+s ,

if the update is an insertion. If the update is a deletion, the algorithm sets

acc(Si) = acc(Si)
(x+s)−1

,
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i.e., it updates the accumulation value that corresponds to the updated set. Then it calls

{Dh+1, auth(Dh+1), dh+1, upd} ← BHT .update(u,Dh, auth(Dh), dh, sk, pk). However, no re-

building policy is applied here, as is done in BHT (therefore the complexity is not amor-

tized). Information upd and auth(Dh+1) are set equal to BHT .upd and BHT .auth(Dh+1)

respectively, both enhanced with the updated accumulated value acc(Si).

Lemma 5.3 Algorithm update() of the authenticated data structure scheme ASC has O(1)

access complexity. Moreover, the update information upd output by update() has O(1) group

complexity.

Proof: The complexity bounds follow from Lemma 3.14 and by the fact that no rebuilding

of the sets collection data structure is employed in this case. 2

Algorithm {Dh+1, auth(Dh+1), dh+1} ← refresh(u,Dh, auth(Dh), dh, upd, pk): Suppose the

update u is insert element x ∈ U into set Si. The algorithm calls the respective procedure

from the authenticated data structure scheme BHT , i.e., it calls {Dh+1, auth(Dh+1), dh+1} ←

BHT .refresh(u,Dh, auth(Dh), dh, upd, pk) (again, no rebuilding policy is applied) and stores

the new accumulation value acc(Si) contained in upd. The updated authenticated data struc-

ture auth(Dh+1) is set equal to BHT .auth(Dh+1), enhanced with the updated accumulation

value acc(Si), contained in upd.

Lemma 5.4 Algorithm refresh() of the authenticated data structure scheme ASC has O(1)

access complexity.

Proof: It follows directly from Lemma 3.17, and since we are not using precomputed wit-

nesses and any rebuilding of the table. 2

5.3 Queries and verification

In this section, we show how compact proofs for the answers to set queries (e.g., intersection,

union) can be constructed using the authenticated sets collection data structure presented
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earlier. The proofs have optimal size O(t + δ), where t is the size of the query parameters

(e.g., t = 2 for an intersection of two sets) and δ is the answer size (e.g., δ = 1 if the

intersection consists of one element). Our solutions use polynomial arithmetic, since the

basis of our construction involves the bilinear-map accumulator.

We begin with a result, to be used extensively by our methods, related to certifying

algorithms [63]. Lemma 5.5 states that if the vector of coefficients a = [an, an−1, . . . , a0]

of a polynomial having roots x = [−x1,−x2, . . . ,−xn] is claimed to be correct, it can be

certified, with high probability, with complexity less than O(n log n), i.e., without a fast

Fourier transform computation (FFT) from scratch (see Lemma 3.15 from Chapter 3). This

can be achieved with the following algorithm (not part of the ASC scheme):

Algorithm {accept, reject} ← certify(a,x, pk): Pick a random κ ∈ Z∗p. If
∑n

i=0 aiκ
i =∏m

i=1(κ+ xi), then the algorithm outputs accept, else it outputs reject.

Lemma 5.5 (Verification of polynomial coefficients) Let a = [an, an−1, . . . , a0] and x =

[x1, x2, . . . , xn]. If accept ← certify(a,x, pk), then an, an−1, . . . , a0 are the coefficients of the

polynomial
∏n

i=1(s+ xi) with probability Ω(1− neg(k)). Moreover, algorithm certify(a,x, pk)

has O(n) complexity.

Proof: Algorithm certify() has complexity O(n) since it involves O(n) multiplications, addi-

tions and exponentiations. The probability that certify() accepts while a0, a1, . . . , an are not

the coefficients of the polynomial that has roots −x1,−x2, . . . ,−xn is equal to the probability

of κ being the root of the polynomial R(κ) =
∑n

i=0 aiκ
i −
∏m

i=1(κ + xi). This follows from

polynomial equality that should hold for all κ. Now, polynomial R(κ) has degree n = poly(k)

and has O(n) roots. Since κ is picked at random from Z∗p, it follows that this probability is

bounded by O(poly(k)/2k), which is neg(k), and therefore the validity of the coefficients can

be verified with probability Ω(1− neg(k)) with Θ(n) complexity. 2

In the following we describe the algorithms for the queries intersection, union, subset and

set difference in detail. The parameters of our queries are t ≥ 2 indices (for subset and set
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difference queries it is t = 2), namely the indices i1, i2, . . . , it, with 1 ≤ t ≤ m. To simplify

the notation, we assume without loss of generality that these indices are 1, 2, . . . , t. We

denote with ni the size of set Si (i = 1, 2, . . . , t) and we define N =
∑t

i=1 ni. I.e., N is the

total size of the sets involved in the execution of our queries. We repeat that δ denotes the

size of our answer (e.g., size of the output intersection). Note, that in all cases δ = O(N) and

that performing the actual operations has O(N) complexity, by using a generalized merge.

5.3.1 Intersection query

We begin with the intersection query. Let I = S1 ∩ S2 ∩ . . . ∩ St = {y1, y2, . . . , yδ} be

the intersection of sets S1, S2, . . . , St. We express the correctness of the answer I to the

intersection query by means of the following two conditions:

Subset condition: I ⊆ S1 ∧ I ⊆ S2 ∧ . . . ∧ I ⊆ St ; (5.3)

Completeness condition: (S1 − I) ∩ (S2 − I) ∩ . . . ∩ (St − I) = Ø . (5.4)

Note the completeness condition in Equation 5.4 is necessary since I should contain all

the common elements. Given an intersection I, and for every set Sj, we define polynomial

Pj(s) =
∏

x∈Sj−I(x+ s), of degree nj. We can now state the following lemma:

Lemma 5.6 Set I that is a subset of sets S1, S2, . . . , St is the intersection of sets S1, S2, . . . , St

if and only if there exist polynomials q1(s), q2(s), . . . , qt(s) such that q1(s)P1(s)+q2(s)P2(s)+

. . .+ qt(s)Pt(s) = 1. Moreover, computing polynomials q1(s), q2(s), . . . , qt(s) can be achieved

with complexity O(N log2N log logN).

Proof: (⇒) This direction follows by the fact that we can use the extended Euclidean

algorithm and find polynomials q1(s), . . . , qt(s) such that

q1(s)P1(s) + . . .+ qt(s)Pt(s) = GCD(P1(s), P2(s), . . . , Pt(s)).

Since P1(s), P2(s), . . . , Pt(s) share no common factors, it follows that

GCD(P1(s), P2(s), . . . , Pt(s)) = 1 .
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(⇐) Suppose there exist polynomials q1(s), q2(s), . . . , qt(s) that satisfy relation q1(s)P1(s) +

q2(s)P2(s) + . . . + qt(s)Pt(s) = 1 but I is not the intersection. This means that polynomials

P1(s), P2(s), . . . , Pt(s) share at least one common factor, e.g., (s+ r). Therefore there exists

some polynomial A(s) such that (s + r)A(s) = 1, i.e., the polynomials (s + r)A(s) and 1

are equal, which is a contradiction (note that we want the polynomials to be equal for every

s ∈ Zp).

In order to compute these coefficients, we use the extended Euclidean algorithm recur-

sively, based on the fact that the greatest common divisor GCD(P1(s), . . . , Pt(s)) equals

GCD(P1(s),GCD(P2(s), . . . , Pt(s))). To compute the greatest common divisor of two O(n)-

degree polynomials, we can use the algorithm described in the book by von zur Gathen and

Gerhard [40] that has O(n log2 n log log n) complexity. Since we are using this algorithm t

times, the time complexity is bounded by O(tn log2 n log log n). Moreover, by the property

that x log x+y log y ≤ (x+y) log(x+y) and since the size of the sets participating in the in-

tersection is N , this equals O(N log2N log logN). This algorithm also outputs the required

coefficients. If we arrange our data (i.e., t polynomials) on a binary tree, after all the coeffi-

cients of the internal nodes have been computed, the final coefficients for all elements at the

leaves can be computed in O(t) multiplications (we can avoid the O(t log t) cost) of O(ni)

degree polynomials, where ni are the degrees of the polynomials of the leaves. Therefore the

result holds. 2

We use Lemmata 3.15 and 5.6 to construct efficient proofs for both conditions in Rela-

tions 5.3 and 5.4:

Proof of subset condition. For each set Sj, 1 ≤ j ≤ t, the subset witnesses

WI,j = gPj(s) = g
Q
x∈Sj−I(x+s) (5.5)

are computed, as defined in Relation 5.1.
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Proof of completeness condition. Suppose q1(s), q2(s), . . . , qt(s) are polynomials com-

puted in Lemma 5.6 that satisfy q1(s)P1(s)+q2(s)P2(s)+. . .+qt(s)Pt(s) = 1. For j = 1, . . . , t,

the completeness witnesses

FI,j = gqj(s) (5.6)

are computed. We can now formally define algorithms query() and verify() of the authenti-

cated data structure scheme ASC and for the intersection query:

Algorithm {Π(q), α(q)} ← query(q,Dh, auth(Dh), pk): (intersection)

The query q is the set of indices {1, 2, . . . , t}, requiring the intersection of S1, S2, . . . , St.

Let α(q) = {y1, y2, . . . , yδ} be the intersection I. The proof Π(q) consisting of the following

pieces:

1. Coefficients bδ, bδ−1, . . . , b0 of the polynomial (s+ y1)(s+ y2) . . . (s+ yδ);

2. Accumulation values proofs Πj = {(αji, βji) : i = 0, . . . , l}, as defined in Relation 3.27,

output by calling algorithm BHT .query(j,Dh, auth(Dh), pk), for all j = 1, . . . , t;

3. Subset witnesses WI,j, as defined in Relation 5.5, for all j = 1, . . . , t;

4. Completeness witnesses FI,j = gqj(s), as defined in Relation 5.6, for all j = 1, . . . , t.

Algorithm {accept, reject} ← verify(q, α,Π, dh, pk): (intersection)

Given a proof Π and an answer α = {y1, y2, . . . , yδ}, the verification algorithm for the

intersection query S1 ∩S2 ∩ . . .∩St outputs accept if all of the following tests are successful,

else it outputs reject:

1. Coefficients test : It is accept← certify([bδ, bδ−1, . . . , b0], [−y1,−y2, . . . ,−yδ], pk);2

2. Accumulation values tests : For all j = 1, . . . , t, it is

accept← BHT .verify(j, true,Πj, dh, pk) ;

2Algorithm certify() is used to achieve optimal verification complexity.
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3. Subset tests : For all j = 1, . . . , t, it is

e

(
δ∏
i=0

(
gs

i
)bi

,WI,j

)
= e (βj0, g) , (5.7)

where βj0 is taken from Πj;

4. Completeness test : It is
t∏

j=1

e (WI,j,FI,j) = e(g, g) . (5.8)

5.3.2 Union query

The answer to a union query is the set U = S1 ∪ S2 ∪ . . . ∪ St = {y1, y2, . . . , yδ}. We express

the correctness of the answer U to the union query by means of the following two conditions:

Membership condition: ∀yi ∈ U ∃j ∈ {1, 2, . . . , t} : yi ∈ Sj ; (5.9)

Superset condition: (U ⊇ S1) ∧ (U ⊇ S2) ∧ . . . ∧ (U ⊇ St) . (5.10)

Note that the superset condition is needed to make sure that no element has been excluded

from the returned answer U. We now formally describe algorithms query() and verify() for

the union query.

Algorithm {Π(q), α(q)} ← query(q,Dh, auth(Dh), pk): (union)

The query q is the set of indices {1, 2, . . . , t}, requiring the union of S1, S2, . . . , St. Let

α(q) = {y1, y2, . . . , yδ} be the union U. The proof Π(q) consisting of the following pieces:

1. Coefficients bδ, bδ−1, . . . , b0 of the polynomial (s+ y1)(s+ y2) . . . (s+ yδ);

2. Accumulation values proofs Πj = {(αji, βji) : i = 0, . . . , l}, as defined in Relation 3.27,

output by calling algorithm BHT .query(j,Dh, auth(Dh), pk), for all j = 1, . . . , t;

3. Membership witnesses Wyi,Sk (for some 1 ≤ k ≤ t), as defined in Relation 3.4, for all

i = 1, . . . , δ;

4. Subset witnesses WSj ,U, as defined in Relation 5.1, for all j = 1, . . . , t.
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Algorithm {accept, reject} ← verify(q, α,Π, dh, pk): (union)

Given a proof Π and an answer α = {y1, y2, . . . , yδ}, the verification algorithm for the union

query S1 ∪ S2 ∪ . . . ∪ St outputs accept if all of the following tests are successful, else it

outputs reject:

1. Coefficients test : It is accept← certify([bδ, bδ−1, . . . , b0], [−y1,−y2, . . . ,−yδ], pk);

2. Accumulation values tests : For all j = 1, . . . , t, it is

accept← BHT .verify(j, true,Πj, dh, pk) ;

3. Membership tests : For all i = 1, . . . , δ, it is

e (Wyi,Sk , g
yigs) = e (βk0, g) ,

where βk0 is taken from Πk;

4. Subset tests : For all j = 1, . . . , t, it is

e
(
WSj ,U, βj0

)
= e

(
δ∏
i=0

(
gs

i
)bi

, g

)
,

where βj0 is taken from Πj.

5.3.3 Subset query

The correctness properties we need for the subset query are expressed with the relations

S1 ⊆ S2 ⇔ ∀y ∈ S1 : y ∈ S2 .

Algorithm {Π(q), α(q)} ← query(q,Dh, auth(Dh), pk): (subset)

The query q is the set of indices {1, 2} (wlog). Let α(q) = true if S1 ⊆ S2 or α(q) = false

otherwise. The proof Π(q) consisting of the following pieces:

1. Accumulation values proofs Πj = {(αji, βji) : i = 0, . . . , l}, as defined in Relation 3.27,

output by calling algorithm BHT .query(j,Dh, auth(Dh), pk), for j = 1, 2;
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2. We distinguish two cases:

(a) α(q) = true: The proof contains the subset witness WS1,S2 as defined in Rela-

tion 5.1;

(b) α(q) = false: The proof contains a membership witness Wy,S1 (for some y) as

defined in Relation 3.4 and a non-membership witness (Ay,By)—that proves that

y /∈ S2— as defined in Relation 3.5.

Algorithm {accept, reject} ← verify(q, α,Π, dh, pk): (subset)

Given a proof Π and an answer α ∈ {true, false}, the verification algorithm for the subset

query S1 ⊆ S2 outputs accept if all of the following tests are successful, else it outputs reject:

1. Accumulation values tests : For j = 1, 2, it is accept← BHT .verify(j, true,Πj, dh, pk);

2. (Non)-membership tests : When α = true, it is e(WS1,S2 , β10) = e(β20, g), otherwise

(α = false) it is e(Wy,S1 , g
ygs) = e(β10, g) (verification of membership of y in S1) and

e(gygs,Ay)e(β20,By) = e(g, g)

(verification of non-membership of y in S2), where β10 and β20 are taken from Π1 and

Π2.

5.3.4 Set difference query

The correctness properties for a set difference query are expressed with the following rela-

tions. It is

D = S1 − S2 ⇔ D ⊆ S1 ∧ S1 − D = S1 ∩ S2 .

Algorithm {Π(q), α(q)} ← query(q,Dh, auth(Dh), pk): (set difference)

The query q is the set of indices {1, 2} (wlog), requiring the difference S1 − S2. Let α(q) =

{y1, y2, . . . , yδ} be the difference D. The proof Π(q) consisting of the following pieces:
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1. Coefficients bδ, bδ−1, . . . , b0 of the polynomial (s+ y1)(s+ y2) . . . (s+ yδ);

2. Accumulation values proofs Πj = {(αji, βji) : i = 0, . . . , l}, as defined in Relation 3.27,

output by calling algorithm BHT .query(j,Dh, auth(Dh), pk), for j = 1, 2;

3. Subset witness WD,S1 , as defined in Relation 5.1;

4. Subset witnesses WS1−D,1 and WS1−D,2 as defined in Relation 5.5;

5. Completeness witnesses FS1−D,1 and FS1−D,2 as defined in Relation 5.6.

Algorithm {accept, reject} ← verify(q, α,Π, dh, pk): (set difference)

Given a proof Π and an answer α = {y1, y2, . . . , yδ}, the verification algorithm for the

difference query S1 − S2 outputs accept if all of the following tests are successful, else it

outputs reject:

1. Coefficients test : It is accept← certify([bδ, bδ−1, . . . , b0], [−y1,−y2, . . . ,−yδ], pk);

2. Accumulation values tests : For all j = 1, 2, it is accept← BHT .verify(j, true,Πj, dh, pk);

3. Subset tests : It is e

(
WD,S1 ,

∏δ
i=0

(
gs

i
)bi)

= e (β10, g) and

(a) e (WS1−D,1,WD,S1) = e(β10, g),

(b) e (WS1−D,2,WD,S1) = e(β20, g),

where β10 and β20 are taken from Π1 and Π2;

4. Completeness test : It is e (WS1−D,1,FS1−D,1) e (WS1−D,2,FS1−D,2) = e (g, g).

This concludes the description of the verification and the query algorithms for all four set

operations supported by the authenticated data structure scheme ASC.
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5.4 Complexity

Let now n1, n2, . . . , nt be the sizes of the involved sets in our queries and N =
∑t

i=1 ni. We

have the following result:

Lemma 5.7 For all queries q, algorithm query() of the authenticated data structure scheme

ASC has O(N log2N log logN + tmε logm) access complexity. Moreover, it outputs a proof

Π(q) of O(t+ δ) group complexity.

Proof: For all queries involving t sets S1, S2, . . . , St, accumulation proofs Π1,Π2, . . . ,Πt have

to be constructed, by using the authenticated data structure scheme algorithm BHT .query().

By Lemma 3.18 (no precomputed witnesses), this requires O(tmε logm) complexity and the

output proofs Π1,Π2, . . . ,Πt have O(t) group complexity. Moreover:

• Queries intersection, union and set difference require the computation of the coeffi-

cients bδ, bδ−1, . . . , b0 of the polynomial that has roots −y1,−y2, . . . ,−yδ. This task, by

Lemma 3.15 hasO(δ log δ) = O(N logN) complexity, since δ ≤ N . Since bδ, bδ−1, . . . , b0 ∈

Zp, their total group complexity is O(δ);

• All queries require computing t subset witnesses (note that for the subset and set

difference queries it is t = O(1)). By Lemma 3.15 and by the definition of subset

witnesses in Relation 5.1, computing the subset witnesses has

O

(
t∑
i=1

(ni − δ) log(ni − δ)

)
= O(N logN)

complexity. Since all subset witnesses are elements in G, their total group complexity

is O(t). Moreover, for the union query, δ membership witnesses have to be computed.

This, by Lemma 3.15 has complexity that is bounded above by O(N logN). Also,

these membership witnesses are elements in G, therefore their total group complexity

is O(δ);

• Queries intersection, subset and set difference require computing t completeness (or

non-membership) witnesses (note that for the subset and set difference queries it is t =
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O(1)), which involves running the extended Euclidean algorithm. By Lemma 5.6, this

task has O(N log2N log logN) complexity. The group complexity of these witnesses is

O(t), since they are elements in G.

Summing up, we conclude that the proof has always group complexity O(t + δ) (hence,

operation-sensitive) and the complexity to compute it is O(N log2N log logN + tmε logm)

for all queries, except for the union proof, which requires slightly less complexity, i.e.,

O(N logN + tmε logm). 2

Lemma 5.8 Algorithm verify() of the authenticated data structure scheme ASC has O(t+δ)

access complexity.

Proof: Algorithm certify() has O(δ) complexity, by Lemma 5.5. Also, the verification algo-

rithm for all queries performs a number of constant-complexity operations—such as verifi-

cation of proofs Πi with BHT .verify() (see Lemma 3.19) and bilinear-map computations—,

that is proportional to t+ δ. Therefore the access complexity of verify() is O(t+ δ). 2

5.5 Proof of correctness

Lemma 5.9 The authenticated data structure scheme ASC = {genkey, setup, update, refresh,

query, verify} that uses the correct authenticated data structure scheme BHT from Chapter 3

is correct according to Definition 2.4.

Proof: Let D0 be any sets collection data structure containing m sets. Fix the security

parameter k and output pk = {h(.), (p,G,G, e, g), gs, gs
2
, . . . , gs

q} and sk = s by calling algo-

rithm genkey(). Then output an authenticated data structure auth(D0) and the respective

digest d0, by calling algorithm setup(). Pick a polynomial number of updates—namely, pick

a polynomial number of elements for insertion (or deletion) into (or from) a set Sr—and

update auth(D0) and d0 by calling algorithm refresh(). Let Dh be the final sets collection

data structure, auth(Dh) be the produced authenticated data structure and dh be the final
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digest. By the way refresh() operates, at every time, the digest d(vj) of a leaf node vj (that

corresponds to set Sj) of the tree T is

d(vj) = acc(Sj)
(s+j) . (5.11)

We prove correctness for all four query operations, i.e., for intersection, union, subset and

difference.

Intersection. Let our query q be {1, 2, . . . , t} (wlog), i.e., a set of indices that refers to the

intersection of sets S1, S2, . . . , St. Algorithm query() outputs the proof Π(q) and the correct

answer I = {y1, y2, . . . , yδ} = S1 ∩ S2 ∩ . . . ∩ St. The proof Π(q) for the intersection contains

the following parts:

1. The coefficients bδ, bδ−1, . . . , b0 of polynomial (s + y1)(s + y2) . . . (s + yδ) associated

with the intersection I = {y1, y2, . . . , yδ}. Since for every κ ∈ Zp it is
∑δ

i=0 biκ
i =∏δ

i=1(κ+ yi), Algorithm certify() accepts;

2. The proofs Πj, output by BHT .query(j,Dh, auth(Dh), pk), for j = 1, . . . , t. We recall

that each proof Πj is the ordered sequence (αji, βji) for i = 0, . . . , l, as defined in

Relations 3.27. Specifically, by Relations 3.27 it should be βj0 = d(vj)
(s+j)−1

, which by

Relation 5.11 gives

βj0 = acc(Sj) . (5.12)

Now, by the correctness of the scheme BHT , BHT .verify(j, true,Πj, dh, pk), on inputs

Πj output by BHT .query(j,Dh, auth(Dh), always accepts (see Lemma 3.20);

3. The subset witnesses WI,j = gPj(s) = g
Q
x∈Sj−I(x+s) for j = 1, . . . , t. The equality

e

(
δ∏
i=0

(
gs

i
)bi

,WI,j

)
= e(βj0, g) ,

is always true, by the properties of the bilinear map, by Relation 5.12 and by the fact

that
∑δ

i=0 bis
i =

∏δ
i=1(s+ yi) (Item 1);
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4. The completeness witnesses FI,j = gqj(s) for j = 1, . . . , t. The following equality

t∏
j=1

e (WI,j,FI,j) = e(g, g)
Pt
j=1 qj(s)Pj(s) = e(g, g) ,

is always true: By construction of the completeness witnesses it should be
t∑

j=1

qj(s)Pj(s) = 1 .

This completes the proof of correctness for the case of intersection, since we proved that for

every intersection query q and for every correct answer and proof output by query(), verify()

always accepts.

Union. Let our query q be {1, 2, . . . , t} (wlog), i.e., a set of indices that refers to the union

of sets S1, S2, . . . , St. Algorithm query() outputs the proof Π(q) and the correct answer

U = {y1, y2, . . . , yδ} = S1 ∪ S2 ∪ . . . ∪ St. The proof Π(q) for a union contains the following

parts:

1. The coefficients bδ, bδ−1, . . . , b0 and the proofs Πj. These are always verified as in the

case of intersection. See Items 1 and 2 above;

2. The membership witnesses Wyi,Sk for some k = 1, . . . , t, for each element yi (i =

1, . . . , δ). For i = 1, . . . , δ, it is e(Wyi,Sk , g
yigs) = e(βk0, g), since Wyi,Sk is the subset

witness as defined in Relation 5.1 and βk0 = acc(Sk), by Relation 5.12;

3. The subset witnesses WSj ,U, for all j = 1, . . . , t. For all j = 1, . . . , t it is

e(WSj ,U, βj0) = e

(
δ∏
i=0

(
gs

i
)bi

, g

)
,

where WSj ,U is the subset witness of Sj with respect to U (the coefficients of which are

b0, b1, . . . , bδ), as defined in Relation 5.1 and U ⊇ Sj for all j = 1, . . . , t Therefore this

relation also verifies, since βj0 = acc(Sj) by Relation 5.12.

This completes the proof of correctness for the case of union, since we proved that for every

union query q and for every correct answer and proof output by query(), verify() always

accepts.
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Subset. Let the query be is S1 ⊆ S2? (wlog). Algorithm query() outputs the proof Π(q)

and the correct answer, i.e., either true or false. The proof Π(q) for a subset query contains

the following parts:

1. The accumulation values Π1 and Π2. These are always verified as in the case of inter-

section. See Item 2 in the proof of correctness of the intersection operation;

2. Depending on whether we have a positive or a negative answer, we distinguish the

following cases:

• Positive answer, i.e., S1 is a subset of S2. The proof contains the subset witness

WS1,S2 . Then it is e(WS1,S2 , β10) = e(β20, g), by the definition of WS1,S2 (see

Relation 5.1), since S1 ⊆ S2 and since β10 = acc(S1) and β20 = acc(S2), by

Relation 5.12;

• Negative answer, i.e., S1 is not a subset of S2. The proof contains an element

y such that y ∈ S1 but y /∈ S2, the respective membership witness Wy,S1 and a

non-membership proof (Ay,By). It is e(Wy,S1 , g
ygs) = e(β10, g), by definition of

Wy,S1 in Relation 5.1, since y ∈ S1 and since β10 = acc(S1), by Relation 5.12.

Also it holds e(gygs,Ay)e(β20,By) = e(g, g), since Ay = gq(s) and By = gp(s) are

such that (y + s)q(s) + p(s)
∏

x∈S2
(x + s) = 1, y /∈ S2 and β20 = acc(S2), by

Relation 5.12.

This completes the proof of correctness for the case of the subset query, since we proved that

for every subset query q and for every correct answer and proof output by query(), verify()

always accepts.

Set difference. Let our query q be S1 − S2 (wlog). Algorithm query() outputs the proof

Π(q) and the correct answer D = S1 − S2 = {y1, y2, . . . , yδ}. The proof Π(q) for a difference

query contains the following parts:
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1. The coefficients bδ, bδ−1, . . . , b0 (that relate to the difference {y1, y2, . . . , yδ}) and the

proofs Π1 and Π2. These are always verified as in the case of intersection. See Items 1

and 2 in the proof of correctness of the intersection query;

2. The subset witness WD,S1 . Then it is e

(
WD,S1 ,

∏δ
i=0

(
gs

i
)bi)

= e(β10, g), by the defini-

tion of WD,S1 (see Relation 5.1), since D ⊆ S1 and since β10 = acc(S1) by Relation 5.12;

3. Note now that WD,S1 = g
Q
x∈S1−D(x+s). The remaining relations involving the subset

witnesses WS1−D,1,WS1−D,2 and the completeness witnesses FS1−D,1,FS1−D,1 always ver-

ify since they comprise an intersection proof, i.e., the proof that S1−D = S1 ∩ S2 and

we have already shown the correctness of the intersection operation.

This completes the proof of correctness for all the queries supported by sets collection, since

we proved that for every query q (intersection/union/subset/difference) and for every correct

answer and proof output by query(), verify() always accepts. 2

5.6 Proof of security

Lemma 5.10 The authenticated data structure scheme ASC = {genkey, setup, update,

refresh, query, verify} that uses the secure authenticated data structure scheme BHT from

Chapter 3 is secure according to Definition 2.5 and under the bilinear q-strong Diffie-Hellman

assumption.

Proof: Let Adv be a computationally-bounded adversary, D0 be a sets collection data struc-

ture consisting of m sets S1, S2, . . . , Sm, ASC = {genkey, setup, update, refresh, query, verify}

be our authenticated data structure scheme, k be the security parameter and {sk, pk} ←

genkey(1k). The adversary Adv is given the public key pk, namely he is given the values

{h(.), (p,G,G, e, g), gs, gs
2
, . . . , gs

q} and unlimited access to all the algorithms of ASC, ex-

cept for setup() and update() to which he only has oracle access. The adversary initially

outputs the authenticated data structure auth(D0) and the digest d0, through an oracle call
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to algorithm setup(). Then the adversary picks a polynomial number of updates (e.g., insert

an element x into a set Sr) and eventually outputs the data structure Dh, the authenticated

data structure auth(Dh) and the digest dh through oracle access to update(). Note that

since dh, the digest of the authenticated data structure, is produced through oracle access to

setup() and update(), it follows that it is the correct one. We now prove the security of each

operation separately. For each operation we will express the probability of Definition 2.5 as

the intersection of several events that we are going to define precisely below. Then, by using

well-accepted assumptions already introduced, we are going to prove that this probability is

negligible.

Intersection. Let the intersection query be a set of indices {1, 2, . . . , t} (wlog). The ad-

versary Adv outputs an incorrect answer I = {e1, e2, . . . , eδ} 6= S1 ∩ S2 ∩ . . . ∩ St and also a

proof that consists of the following elements:

1. Coefficients γδ, γδ−1, . . . , γ0;

2. Proofs Π1,Π2, . . . ,Πt;

3. Subset witnesses W1,W2, . . . ,Wt;

4. Completeness witnesses F1,F2, . . . ,Ft.

We define now the following events, related to the choice of the proof above made by the

adversary. Our goal will be to the express the probability of the security definition (Defini-

tion 2.5) as a function of the following events.

• E1: The values γ = [γδ, γδ−1, . . . , γ0] and the answer e = {e1, e2, . . . , eδ} picked by Adv

are such that accept← certify(γ, e, pk). Event E1 can be partitioned into two mutually

exclusive events E1,0 and E1,1, i.e, E1 = E1,0 ∪ E1,1:

– E1,0: The coefficients γδ, γδ−1, . . . , γ0 are not the coefficients of the polynomial

(s+ e1)(s+ e2) . . . (s+ eδ);
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– E1,1: The coefficients γδ, γδ−1, . . . , γ0 are the coefficients of the polynomial (s +

e1)(s+ e2) . . . (s+ eδ).

• E2: The proofs Π1,Π2, . . . ,Πt picked by Adv are accepted by algorithm BHT .verify(),

i.e., it is accept← BHT .verify(j, true,Πj, dh, pk), for all j = 1, . . . , t. Let

(βj0, αj0) (5.13)

be the first element of the proof Πj. Event E2 can be partitioned into two mutually

exclusive events E2,0 and E2,1, i.e, E2 = E2,0 ∪ E2,1:

– E2,0: There exists j ∈ {1, 2, . . . , t} such that βj0 6= acc(Sj);

– E2,1: For all j = 1, . . . , t it is βj0 = acc(Sj).

• E3: The values γδ, γδ−1, . . . , γ0, W1,W2, . . . ,Wt and β10, β20, . . . , βt0, which are con-

tained in Π1,Π2, . . . ,Πt, picked by Adv satisfy

e

(
δ∏
i=0

(
gs

i
)γi

,Wj

)
= e (βj0, g) for j = 1, . . . , t .

Event E3 can be partitioned into two mutually exclusive events E3,0 and E3,1, i.e, E3 =

E3,0 ∪ E3,1:

– E3,0: There exists j ∈ {1, 2, . . . , t} such that the opposites of the roots of the

polynomial
∑δ

i=0 γis
i are not a subset of Sj;

– E3,1: The opposites of the roots of the polynomial
∑δ

i=0 γis
i are a subset of Sj for

all j = 1, . . . , t.

• E4: The values W1,W2, . . . ,Wt and F1,F2, . . . ,Ft picked by Adv satisfy
∏t

j=1 e (Wj,Fj) =

e(g, g);

• F : The answer (intersection) I picked by Adv is not correct, i.e., I = {e1, e2, . . . , eδ} 6=

S1 ∩ S2 ∩ . . . ∩ St.
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Let now P be the probability of Definition 2.5, i.e., it is

P = Pr

 {Q,Π, α, h} ← Adv(1k, pk); accept← verify(Q,α,Π, dh, pk);

reject← check(Q,α,Dih).

 .

We recall that the authenticated data structure scheme ASC is secure if P ≤ ν(k), where

ν(k) is neg(k). We observe that for the case of the intersection query, P can be expressed as

the probability of the intersection of the events E1, E2, E3, E4,F . By using simple probability

calculus, this can be written as

P = Pr [E1 ∩ E2 ∩ E3 ∩ E4 ∩ F ] = Pr [(E1,0 ∪ E1,1) ∩ (E2,0 ∪ E2,1) ∩ (E3,0 ∪ E3,1) ∩ E4 ∩ F ]

≤ Pr[E1,0] + Pr [E1,1 ∩ (E2,0 ∪ E2,1) ∩ (E3,0 ∪ E3,1) ∩ E4 ∩ F ]

≤ Pr[E1,0] + Pr[E2,0] + Pr [E1,1 ∩ E2,1 ∩ (E3,0 ∪ E3,1) ∩ E4 ∩ F ]

≤ Pr[E1,0] + Pr[E2,0] + Pr[E3,0 ∩ E2,1 ∩ E1,1] + Pr [E1,1 ∩ E2,1 ∩ E3,1 ∩ E4 ∩ F ]

≤ Pr[E1,0] + Pr[E2,0] + Pr[E3,0|E2,1 ∩ E1,1] + Pr [E4|E3,1|E2,1 ∩ E1,1 ∩ F ] .

We compute each such probability separately:

1. Pr[E1,0] is neg(k) by Lemma 5.5;

2. Pr[E2,0] is neg(k) by Corollary 3.4 (security of scheme BHT );3

3. Pr[E3,0|E2,1 ∩ E1,1]: For this event we note that the event E3,0 is conditioned on the

event E2,1 ∩ E1,1. This condition allows us to replace βj0 with acc(Sj) (due to E2,1)

and
∑δ

i=0 γis
i with

∏
x∈I(x + s) (due to E1,1) in the event E3,0. Therefore the event

E3,0|E2,1 ∩ E1,1 is the event

e
(
g

Q
x∈I(x+s),Wj

)
= e (acc(Sj), g) ∧ I * Sj for some j ∈ {1, 2, . . . , t} .

This event implies breaking the bilinear q-strong Diffie-Hellman assumption (Assump-

tion 3.2), by Lemma 5.1. Therefore the probability Pr[E3,0|E2,1 ∩ E1,1] is neg(k);

3Note that in order to apply this corollary in the sets collection data structure, we have to consider that
the respective “bucket” of the hash table representing the sets collection is Lj = Sj ∪ {j} and therefore
Lj − {j} = Sj .



155

4. Pr[E4|E3,1|E2,1 ∩ E1,1 ∩ F ]: For this event we note that the event E4 is conditioned on

the event E3,1|E2,1 ∩ E1,1 ∩F . This condition allows us to replace βj0 with acc(Sj) (due

to E2,1) and
∑δ

i=0 γis
i with

∏
x∈I(x + s) (due to E1,1) in the event E3,1. Therefore, the

event E3,1|E2,1 ∩ E1,1 is the event

e
(
g

Q
x∈I(x+s),Wj

)
= e (acc(Sj), g) ∧ I ⊆ Sj for all j = 1, 2, . . . , t .

This is equivalent to writing Wj as the subset witness WI,Sj , i.e.,

Wj = g
Q
x∈Sj−I(x+s) = gPj(s) . (5.14)

Note now that E4 is also conditioned on F . Therefore I is has to be incorrect. Specifically,

since I ⊆ Sj for all j = 1, . . . , t (due to the condition on E31), it follows that I does not

contain all the elements of the intersection, i.e., it is incomplete. Thus the polynomials

P1(s), P2(s), . . . , Pt(s) (Relation 5.14) have at least one common factor, say (s + r) and it

holds Pj(s) = (s+ r)Qj(s) for some polynomials Qj(s)—computable in polynomial time—,

for all j = 1, . . . , t. Therefore the event E4|E3,1| ∩ E2,1 ∩ E1,1 ∩ F implies that

e(g, g) =
t∏

j=1

e (Wj,Fj) =
t∏

j=1

e
(
gPj(s),Fj

)
=

t∏
j=1

e
(
g(s+r)Qj(s),Fj

)
=

t∏
j=1

e
(
gQj(s),Fj

)(s+r)
=

(
t∏

j=1

e
(
gQj(s),Fj

))(s+r)

.

Therefore we can derive an (s+ r)-th root of e(g, g) as

e(g, g)
1
s+r =

t∏
j=1

e
(
gQj(s),Fj

)
.

This implies breaking the bilinear q-strong Diffie-Hellman assumption for (p,G,G, e, g) (As-

sumption 3.2). By Assumption 3.2, this probability is neg(k), and therefore Pr[E4|E3,1|E2,1 ∩

E1,1 ∩ F ] is neg(k). Thus the total probability P is neg(k). This concludes the proof for the

security of an intersection query.
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Union. Let the union query be a set of indices {1, 2, . . . , t} (wlog). The adversary Adv

outputs an incorrect answer U = {e1, e2, . . . , eδ} 6= S1 ∪ S2 ∪ . . . ∪ St and also a proof that

consists of the following elements:

1. Coefficients γδ, γδ−1, . . . , γ0;

2. Proofs Π1,Π2, . . . ,Πt;

3. For each element ei ∈ U, membership witnesses Wi,j with reference to some set Sj,

where 1 ≤ j ≤ t;

4. Subset witnesses W1,W2, . . . ,Wt that prove that U is a superset of Sj, for all j =

1, 2 . . . , t.

We define now the following events, related to the choice of the proof above made by the

adversary. Our goal will be to the express the probability of the security definition as a

function of the following events.

• E1, E1,0, E1,1: Same as in intersection;

• E2, E2,0, E2,1: Same as in intersection;

• E3: The values {e1, e2, . . . , eδ}, W1,j1 ,W1,j2 , . . . ,W1,jδ picked by Adv satisfy

e (Wi,ji , g
sgei) = e(βji0, g) for all i = 1, . . . , δ and ji ∈ {1, 2, . . . , t} ,

where βji0 is the first element of proof Πji , as defined in Relation 5.13. Event E3 can

be partitioned into two mutually exclusive events E3,0 and E3,1, i.e, E3 = E3,0 ∪ E3,1:

– E3,0: There exists i ∈ {1, 2, . . . , δ} such that ei /∈ Sji ;

– E3,1: For all i = 1, 2, . . . , δ it is ei ∈ Sji .

• E4: The values W1,W2, . . . ,Wt, β10, β20, . . . , βt0 (contained in Π1,Π2, . . . ,Πt) as well as

the values γδ, γδ−1, . . . , γ0 picked by Adv satisfy

e (Wj, βj0) = e

(
δ∏
i=0

(
gs

i
)γi

, g

)
.
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• F : The answer (union) U picked by Adv is not correct, i.e., U = {e1, e2, . . . , eδ} 6=

S1 ∪ S2 ∪ . . . ∪ St.

Similarly with the intersection security proof, let P be the probability of Definition 2.5. We

observe that for the case of the union query, P can be expressed as the probability of the

intersection of the events E1, E2, E3, E4,F . By using simple probability calculus (and similarly

with the intersection security proof), this can be written as

P = Pr [E1 ∩ E2 ∩ E3 ∩ E4 ∩ F ] = Pr [(E1,0 ∪ E1,1) ∩ (E2,0 ∪ E2,1) ∩ (E3,0 ∪ E3,1) ∩ E4 ∩ F ]

≤ Pr[E1,0] + Pr[E2,0] + Pr[E3,0|E2,1] + Pr [E4|E3,1 ∩ E2,1 ∩ E1,1 ∩ F ] .

We compute each such probability separately:

1. Pr[E1,0] is neg(k) by Lemma 5.5;

2. Pr[E2,0] is neg(k) by Corollary 3.4;

3. Pr[E3,0|E2,1]: For this event we note that the event E3,0 is conditioned on the event E2,1.

This condition allows us to replace βj0 with acc(Sj) in the event E3,0. Therefore the

event E3,0|E2,1 is the event

e (Wi,ji , g
sgei) = e(acc(Sji), g) ∧ ∃i ∈ {1, 2, . . . , δ} ∧ ji ∈ {1, 2, . . . , t} : ei /∈ Sji .

This event implies breaking the bilinear q-strong Diffie-Hellman assumption (Assump-

tion 3.2), by Lemma 5.1. Therefore the probability Pr[E3,0|E2,1] is neg(k);

4. Pr[E4|E3,1 ∩ E2,1 ∩ E1,1 ∩F ]: For this event we note that the event E4 is conditioned on

the event E3,1 ∩ E2,1 ∩ E1,1 ∩ F . This condition allows us to replace βj0 with acc(Sj)

(due to E2,1) and
∑δ

i=0 γis
i with

∏
x∈U(x+ s) (due to E1,1) in the event E4. Therefore,

the event E4|E3,1 ∩ E2,1 ∩ E1,1 is the event

e (Wj, acc(Sj)) = e
(
g

Q
x∈U(x+s), g

)
. (5.15)
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Note now that E4 is also conditioned on E3,1. Thus it holds that all elements ei ∈ U

belong to some Sji . Therefore the reported union cannot contain extra elements. Also,

E4 is conditioned on F (incorrect union). Therefore the reported union must contain

less elements and there should be an Sj (1 ≤ j ≤ t) that contains an r such that r /∈ U.

Therefore since Relation 5.15 holds, the adversary Adv can find P (s), Q(s) and α such

that

e (Wj, acc(Sj)) = e(Wj, g)(s+r)P (s) = e
(
g

Q
x∈U(x+s), g

)
= e(g, g)(s+r)Q(s)+α .

Therefore we can derive an (s+ r)-th of e(g, g) as

e(g, g)
1
s+r = e(g,WSj)

P (s)/αe(g, g)−Q(s)/α .

This implies breaking the bilinear q-strong Diffie-Hellman assumption for the setting

(p,G,G, e, g) (Assumption 3.2). By Assumption 3.2, this probability is neg(k), and

therefore Pr[E4|E3,1 ∩ E2,1 ∩ E1,1 ∩F ] is neg(k). Thus the total probability P is neg(k).

This concludes the proof for the security of a union query.

Subset. Let the subset query be S1 ⊆ S2. For a positive answer, the adversary Adv outputs

an incorrect answer false and also a proof that consists of the following elements:

1. Proofs Π1 and Π2;

2. A membership witness WS1,S2 with reference to set S2.

We define now the following events, related to the choice of the proof above made by the

adversary. Our goal will be to the express the probability of the security definition as a

function of the following events.

• E2, E2,0, E2,1: Same as in intersection, with the difference that we only refer to two sets,

i.e., sets S1 and S2;

• E3: The values β10 (contained in Π1), β20 (contained in Π2) and WS1,S2 picked by Adv

satisfy e (WS1,S2 , β10) = e (β20, g).
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• F : S1 * S2.

Similarly with the intersection security proof, let P be the probability of Definition 2.5.

We observe that for the case of the positive subset query, P can be expressed as the prob-

ability of the intersection of the events E2, E3,F . By using simple probability calculus (and

similarly with the intersection security proof), this can be written as

P = Pr [E2 ∩ E3 ∩ F ] = Pr [(E2,0 ∪ E2,1) ∩ E3 ∩ F ] ≤ Pr[E2,0] + Pr [E3|E2,1 ∩ F ] .

We compute each such probability separately:

1. Pr[E2,0] is neg(k) by Lemma 3.4;

2. Pr[E3|E2,1 ∩ F ]: For this event we note that the event E3 is conditioned on the event

E2,1 ∩ F . This condition allows us to replace β10 with acc(S1) and β20 with acc(S2) in

the event E3. Therefore the event E3|E2,1 ∩ F is the event

e (WS1,S2 , acc(S1)) = e (acc(S2), g) ∧ S1 * S2 .

This event implies breaking the bilinear q-strong Diffie-Hellman assumption (Assump-

tion 3.2), by Lemma 5.1. Therefore the probability Pr[E3|E2,1 ∩ F ] is neg(k);

This concludes the security proof for the case of the positive subset query. For a negative

answer, the adversary Adv outputs an incorrect answer true and also a proof that consists of

the following elements:

1. Proof Π1 and Π2;

2. An element y;

3. A membership witness Wy for element y;

4. A non-membership witness Ay and By.
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We define now the following events, related to the choice of the proof above made by the

adversary. Our goal will be to the express the probability of the security definition (Defini-

tion 2.5) as a function of the following events.

• E2: Same as in the positive answer;

• E3: The values β10, Wy and y picked by Adv are such that e(Wy, g
sgy) = e(β10, g). Event

E3 can be partitioned into two mutually exclusive events E3,0 and E3,1, i.e, E3 = E3,0∪E3,1:

– y ∈ S1;

– y /∈ S1.

• E4: The values y, Ay, By and β20 picked by Adv are such that e(gygs,Ay)e(β20,By) =

e(g, g);

• F : S1 ⊆ S2.

Similarly with the intersection security proof, let P be the probability of Definition 2.5. We

observe that for the case of the negative subset query, P can be expressed as the probability

of the intersection of the events E2, E3, E4,F . By using simple probability calculus (and

similarly with the intersection security proof), this can be written as

P = Pr [E4 ∩ E3 ∩ E2 ∩ F ] = Pr [E4 ∩ (E3,0 ∪ E3,1) ∩ (E2,0 ∪ E2,1) ∩ F ]

≤ Pr[E2,0] + Pr[E3,0|E2,1] + Pr [E4|E3,1 ∩ E2,1 ∩ F ] .

We compute each such probability separately:

1. Pr[E2,0] is neg(k) by Lemma 3.4;

2. Pr[E3,0|E2,1]: For this event we note that the event E3,0 is conditioned on the event E2,1.

This condition allows us to replace β10 with acc(S1) in the event E3,0. Therefore the

event E3,0|E2,1 is the event

e (Wy, g
sgy) = e (acc(S1), g) ∧ y /∈ S1 .
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This event implies breaking the bilinear q-strong Diffie-Hellman assumption (Assump-

tion 3.2), by Lemma 5.1. Therefore the probability Pr[E3,0|E2,1] is neg(k);

3. Pr [E4|E3,1 ∩ E2,1 ∩ F ]. Due to the condition on E3,1 ∩ E2,1 ∩ F this is the event

e (gygs,Ay) e (acc(S2),By) = e(g, g) ∧ S1 ⊆ S2 .

Since we have the condition on E3,1 ∩F (y ∈ S1 and S1 ⊆ S2), it must be that y ∈ S2.

By the security of the non-membership witness (Lemma 3.3), this implies breaking the

q-strong Diffie-Hellman assumption (Assumption 3.2), which happens with probability

neg(k). Thus the total probability P is neg(k). This concludes the proof for the security

of a negative subset query.

Set difference. Let the difference query be D = S1 − S2. The adversary Adv outputs an

incorrect answer D = {e1, e2, . . . , eδ} 6= S1−S2 and also a proof that consists of the following

elements:

1. Coefficients γδ, γδ−1, . . . , γ0;

2. Proofs Π1 and Π2;

3. A subset witness WD,S1 ;

4. A proof (WS1−D,1,WS1−D,2,FS1−D,1,FS1−D,2) for the intersection S1 ∩ S2.

We define now the following events, related to the choice of the proof above made by the

adversary. Our goal will be to the express the probability of the security definition (Defini-

tion 2.5) as a function of the following events.

• E1: Same as in intersection;

• E2: Same as in subset;
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• E3: The values γδ, γδ−1, . . . , γ0, WD,S1 and β10 (contained in Π1) picked by Adv satisfy

e

(
WD,S1 ,

δ∏
i=0

(
gs

i
)γi)

= e(β10, g) .

Event E3 can be partitioned into two mutually exclusive events E3,0 and E3,1, i.e, E3 =

E3,0 ∪ E3,1:

– E3,0: D * S1;

– E3,1: D ⊆ S1;

• E4: The values WD,S1 , β10, β20,WS1−D,1,WS1−D,2,FS1−D,1,FS1−D,2 picked by Adv are such

that the respective tests for the intersection of S1 and S2 are satisfied, i.e.,

1. e (WS1−D,1,WD,S1) = e(β10, g);

2. e (WS1−D,2,WD,S1) = e(β20, g);

3. e (WS1−D,1,FS1−D,1) e (WS1−D,2,FS1−D,2) = e (g, g).

• F : The difference D is incorrect, i.e., D 6= S1 − S2.

Similarly with the intersection security proof, let P be the probability of Definition 2.5. We

observe that for the case of the difference query, P can be expressed as the probability of the

intersection of the events E1, E2, E3, E4,F . By using simple probability calculus (and similarly

with the intersection security proof), this can be written as

P = Pr [E4 ∩ E3 ∩ E2 ∩ E1 ∩ F ]

= Pr [E4 ∩ (E3,0 ∪ E3,1) ∩ (E2,0 ∪ E2,1) ∩ (E1,0 ∪ E1,1) ∩ F ]

≤ Pr[E1,0] + Pr[E2,0] + Pr[E3,0|E2,1 ∩ E1,1] + Pr[E4|E3,1 ∩ E2,1 ∩ F ] .

We compute each such probability separately:

1. Pr[E1,0] is neg(k) by Lemma 5.5;

2. Pr[E2,0] is neg(k) by Lemma 3.4;
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3. Pr[E3,0|E2,1∩E1,1]. For the event E3,0|E2,1∩E1,1, by replacing the values of the conditions,

we get

e
(
WD,S1 , g

Q
x∈D(x+s)

)
= e(acc(S1), g) ∧ D * S1 .

This event implies breaking the bilinear q-strong Diffie-Hellman assumption (Assump-

tion 3.2), by Lemma 5.1. Therefore the probability Pr[E3,0|E2,1 ∩ E1,1] is neg(k);

4. Pr[E4|E3,1 ∩ E2,1 ∩ F ]. By the conditions, since D ⊆ S1, we can write

WD,S1 = g
Q
x∈S1−D(x+s) .

Therefore the event is equivalent to the conjunction of the following events:

• e
(
WS1−D,1, g

Q
x∈S1−D(x+s)

)
= e (acc(S1), g);

• e
(
WS1−D,2, g

Q
x∈S1−D(x+s)

)
= e (acc(S2), g);

• e (WS1−D,1,FS1−D,1) e (WS1−D,2,FS1−D,2) = e(g, g).

We have already proved (intersection proof) that the probability that the above event

holds and S1 − D 6= S1 ∩ S2 is neg(k). However, the event S1 − D 6= S1 ∩ S2 is

equivalent with the event D 6= S1−S2, which is our event F . Therefore the probability

Pr[E4|E3,1 ∩ E2,1 ∩ F ] is neg(k).

This completes the proof of security for all the queries of the sets collection data structure.

2

Theorem 5.1 Consider a collection of m sets S1, . . . , Sm and let M =
∑m

i=1 |Si| and 0 <

ε < 1. For a query operation involving t sets (intersection/union/subset/difference), let

N be the sum of the sizes of the involved sets and δ be the answer size. Let now k be

the security parameter. Then there exists a publicly-verifiable authenticated data structure

scheme ASC = {genkey, setup, update, refresh, query, verify} for a data structure scheme

defined for dynamic sets collection data structure D such that:
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1. It is correct and secure according to Definitions 2.4 and 2.5 and based on the bilinear

q-strong Diffie-Hellman assumption;

2. The access complexity of setup() is O(m+M), outputting an authenticated data struc-

ture auth(D) of O(m+M) group complexity;

3. The access complexity of update() is O(1), outputting update information upd of O(1)

group complexity;

4. The access complexity of refresh() is O(1);

5. For all queries q (intersection/union/subset/difference), the access complexity of query()

is O(N log2N log logN + tmε logm), outputting a proof Π(q) of O(t + δ) group com-

plexity;

6. For all queries (intersection/union/subset/difference), the access complexity of verify()

is O(t+ δ).

Proof: The result follows from Lemmata 5.2, 5.3, 5.4, 5.7, 5.8, 5.9 and 5.10. 2

5.6.1 Protocols

Three-party protocol. By using Theorem 2.1 we can easily derive the following corollary

that describes the use of the authenticated data structure scheme ASC of Theorem 5.1 in

the three-party model:

Corollary 5.1 Consider a collection of m sets S1, . . . , Sm and let M =
∑m

i=1 |Si| and 0 <

ε < 1. For a query operation involving t sets (intersection/union/subset/difference), let N

be the sum of the sizes of the involved sets and δ be the answer size. Let now k be the

security parameter and assume that the bilinear q-strong Diffie-Hellman assumption holds.

Then there exists a three-party authenticated data structures protocol (see Protocol 2.1) for

verifying intersection, union, subset and difference queries q on a dynamic sets collection

data structure such that:
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1. The setup at the source has O(m+M) access complexity;

2. The update at the source has O(1) access complexity;

3. The space needed at the source has O(m+M) group complexity;

4. The communication between the source and the server has O(1) group complexity;

5. The update at the server has O(1) access complexity;

6. For all queries (intersection/union/subset/difference), the query at the server has

O(N log2N log logN + tmε logm)

access complexity;

7. The space needed at the server has O(m+M) group complexity;

8. For all queries (intersection/union/subset/difference), the communication between the

server and the client has O(t+ δ) group complexity;

9. For all queries (intersection/union/subset/difference), the verification at the client has

O(t+ δ) access complexity;

10. For a query q (intersection/union/subset/difference) sent by the client to the server at

any time (even after updates), let α be an answer and let π be a proof returned by the

server. With probability Ω(1 − neg(k)), the client accepts the answer α if and only if

α is correct.

Two-party protocol. Since the authenticated data structure scheme ASC uses the au-

thenticated data structure scheme BHT , for which we have proved that Assumption 2.1

is true (see Corollary 3.6), by Theorems 2.2 and 5.1, we can state the final result for the

two-party model:
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Corollary 5.2 Consider a collection of m sets S1, . . . , Sm and let M =
∑m

i=1 |Si| and 0 <

ε < 1. For a query operation involving t sets (intersection/union/subset/difference), let N

be the sum of the sizes of the involved sets and δ be the answer size. Let now k be the

security parameter and assume that the bilinear q-strong Diffie-Hellman assumption holds.

Then there exists a two-party authenticated data structures protocol (see Protocol 2.2) for

verifying intersection, union, subset and difference queries q on a dynamic sets collection

data structure such that:

1. The protocol requires one round of interaction during updates;

2. The setup at the client has O(m+M) access complexity;

3. The update at the client has O(1) access complexity;

4. For all queries (intersection/union/subset/difference), the verification at the client has

O(t+ δ) access complexity;

5. The space needed at the client has O(1) group complexity;

6. The communication between the client and the server has O(1) group complexity during

updates and O(t+ δ) group complexity during queries;

7. The update at the server has O(mε logm) access complexity;

8. For all queries (intersection/union/subset/difference), the query at the server has

O(N log2N log logN + tmε logm)

access complexity;

9. The space needed at the server has O(m+M) group complexity;

10. For a query q (intersection/union/subset/difference) sent by the client to the server at

any time (even after updates), let α be an answer and let π be a proof returned by the
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server. With probability Ω(1 − neg(k)), the client accepts the answer α if and only if

α is correct.

5.7 Applications

In this section we discuss on some applications of the presented authenticated sets collection

data structure.

5.7.1 Keyword-search

First of all, we notice that our scheme could be easily used to authenticate keyword-search

queries implemented by the inverted index data structure [9]: Each term in the dictionary

corresponds to a set in our sets collection data structure which contains as elements all the

documents that include this term. A usual text query for terms m1 and m2 returns those

documents that are included in both the sets that are represented by m1 and m2, i.e., their

intersection. By using our scheme, we can easily authenticate any such keyword-search query

with costs that are proportional to the size of the answer of the query and not proportional

to the amount of data that the algorithm reads in order to process the query. Moreover, the

derived authenticated inverted index can be efficiently updated as well. We continue now

with an extension of the authenticated inverted index, the timestamped keyword-search.

5.7.2 Timestamped keyword-search

Apart from applications in web search engines, the inverted index is used in other applications

that employ keyword-search as well, such as email-search. In email-search, a word dictionary

is again maintained, the terms of which are mapped into sets of email messages that contain

the specific term. Therefore when we are searching our inbox for emails containing terms m1

and m2, an inverted index query is executed. However, it is always desirable in email search

to be able to introduce a “second” dimension in searching. For example, a query could be
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“give me the emails that contain terms m1 and m2 and which were received between time t1

and t2”, where t1 < t2. We call this procedure timestamped keyword-search.

One solution for the verification of timestamped keyword-search would be to embed a

timestamp in the documents (e.g., each email message) and have the client do the filtering

locally, after he has verified—using our scheme—the intersection of the sets that correspond

to terms m1 and m2. However, this is not operation-sensitive at all: The intersection can

be a lot bigger than the set resulted after the application of the local filtering, making this

straightforward solution inefficient.

We now describe an algorithmic construction to solve this problem. Let t1, t2, . . . , tr be

the discrete timestamps that we are interested in (ti can be viewed as a certain day of the

month). We define a new sets collection data structure as follows: Imagine t1, t2, . . . , tr

are the leaves of a binary tree. We build a segment tree [97] on top of these timestamps

as follows: Each leaf storing timestamp ti contains the documents (e.g., email messages)

that were received at time ti. Moreover, the internal nodes of the binary tree contain the

documents that correspond to the union (note that this union does not have any common

elements) of the documents contained in the children’s nodes, recursively defining in this

way sets of documents for all the nodes of the tree. Therefore we end up with a new sets

collection data structure that is built on top of these 2r − 1 sets (one set per internal tree

node of the tree), namely the sets T1, T2, . . . , T2r−1. The timestamped keyword-search is

therefore verified by two sets collection data structures, one built on the text terms, namely

the sets S1, S2, . . . , Sm, and one built on top of the sets of the timestamps, namely the sets

T1, T2, . . . , T2r−1. Define now the extension of two timestamps ext(t1, t2) to be the set of sets

Ti that “cover” the interval [t1, t2], i.e., namely the set that contains sets the union of which

equals the set of all timestamps in [t1, t2]. One can easily see that for every 1 ≤ t1 ≤ t2 ≤ r,

it is |ext(t1, t2)| = O(log r).

Suppose now we want to verify the documents that contain terms m1 and m2 and

which were received between t1 and t2. Namely our query is described by the parameters
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m1,m2, t1, t2 (in the general case our query is described by t terms m1,m2, . . . ,mt and two

timestamps t1 and t2—see Corollary 5.3). All we have to do is to verify the intersection of the

following sets: (a) the union of sets in ext(t1, t2), (b) S1 (set that refers to term m1) and, (c)

S2 (set that refers to term m2). Let T1, T2, . . . , T` be the disjoint sets that are contained in

ext(t1, t2), where ` = O(log r). The answer to the query is the set (S1∩S2)∩(T1∪T2∪. . .∪T`)

which can be written as (S1∩S2∩T1)∪(S1∩S2∩T2)∪. . .∪(S1∩S2∩T`). Since Ti are disjoint,

each term of the union contributes at least one new term to the answer, and therefore we

can verify this query in a nearly operation-sensitive way by authenticating log r intersec-

tions separately (note there is an extra O(log r) multiplicative factor in the complexities of

Corollary 5.3).

Corollary 5.3 Consider a collection of m sets S1, . . . , Sm, let M =
∑m

i=1 |Si|, 0 < ε < 1

and t1, t2, . . . , tr be discrete timestamps. For a query operation involving in a time interval

[t1, t2], let t be the number of involved sets, N be the sum of the sizes of the involved sets, and

δ be the answer size. There exists an authenticated data structure scheme T KS = {genkey,

setup, update, refresh, query, verify} for a data structure scheme defined for a timestamped

keyword-search data structure D with the following properties:

1. It is correct and secure according to Definitions 2.4 and 2.5 and based on the bilinear

q-strong Diffie-Hellman assumption;

2. The access complexity of setup() is O(m + r + M), outputting an authenticated data

structure auth(D) of O(m+M + r) group complexity;

3. The access complexity of update() is O(log r), outputting information upd of O(1) group

complexity;

4. The access complexity of refresh() is O(log r);

5. For a time-stamped keyword-search query q, algorithm query() has O(N log2N log logN+

t(m+ r)ε log(m+ r)) access complexity, outputting a proof Π(q) of O(t log r+ δ) group
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complexity;

6. For a time-stamped keyword-search query, the access complexity of verify() is O(t log r+

δ).

Note that in the above theorem we do not have a result concerning the verification of

union with timestamps. This is due to the following: Using the same notation as we did for

the intersection, the answer to the union query, would be the set (S1∪S2)∩(T1∪T2∪. . .∪T`).

The nature of the answer does not allow for any further algebraic processing and therefore

in order to authenticate the whole expression, one needs to verify the two unions separately.

This leads to a solution that is not operation-sensitive (we recall that the size of out query is

O(t)), therefore the operation-sensitive verification of this type of queries cannot be achieved

with our method—at least in a way similar to the techniques we have used so far. The same

applies for the difference queries.

5.8 Analysis

In this section we analyze the costs needed by our solution and compare with experimental

results from other works. For bilinear maps and generic-group operations in the bilinear-

map accumulator, we used the PBC library [1], a library for pairing-based cryptography,

interfaced with C.

5.8.1 System setup

We choose our system parameters as follows. First of all, type A pairings are used, as

described in [70]. These pairings are constructed on the curve y2 = x3 +x over the base field

Fq, where q is a prime number. The multiplicative cyclic group G we are using is a subgroup

of points in E(Fq), namely a subset of those points of Fq that belong to the elliptic curve

E. Therefore this pairing is symmetric. The order of E(Fq) is q + 1 and the order of the
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group G is some prime factor p of q + 1. The group of the output of the bilinear map G is a

subgroup of Fq2 .

In order to instantiate type A pairings in the PBC library, we have to choose the size of

the primes q and p. The main constraint in choosing the bit-sizes of q and p is that we want

to make sure that discrete logarithm is difficult in G (that has order p) and in Fq2 . Typical

values are 160 bits for p and 512 bits for q. We use the typical value for the size of q, i.e.,

512 bits. Note that with this choice of parameters the size of the elements in G (which have

the form (x, y), i.e., points on the elliptic curve) is 1024 bits. Finally, let’s assume that the

accumulation tree that is built on top of the set digests, has two levels, i.e., ε = 0.5.

5.8.2 Communication cost

Here we analyze the communication cost that our scheme has for an intersection of two

sets. Let’s assume that the size of the reported intersection is δ. According to the described

query() algorithm for the intersection, the proof (apart from the answer itself), consists of

the following values: (a) Two subset witnesses, two completeness witnesses and two proofs

(each one of the proofs consist of two proof elements of two group elements each). Therefore

the size of all these elements, which are all elements of group G, is not dependent on the

size of the intersection and is equal to 2× (1024 + 1024 + 4× 1024)/8 = 1536 bytes; (b) The

coefficients bi ∈ Zp (we recall p is 160 bits long) of the intersection, for i = 1, . . . , δ. These

have size 160δ/8 = 20δ bytes. Therefore the total communication cost is a linear function of

δ, i.e., the function 1536 + 20δ (in bytes). We now compare the communication cost of our

scheme with the analysis made in [79]. In Table 5.2 we compare with the results presented in

Table IV of [79] where various set sizes n1 and n2 are used and the size of the intersection δ

is always 0.01n2. Note that in most cases, our communication cost is a lot less than the one

reported in [79]. More importantly, it is not dependent on the size of the sets participating

in the intersection. In cases that our cost is worse, it is due to the big constants enforced by

the use of bilinear pairings and accumulators.
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Table 5.2: Comparison of a 2-intersection communication overhead (proof size) of the scheme
presented by Morselli et al. [79] with our scheme. Here n1 and n2 are the sets sizes that are
intersected and δ is the size of the intersection.

n1 n2 δ KB [79] KB (this work)

1000 1000 10 3.34 1.73
1000 100 1 1.68 1.55
1000 10 0 1.01 1.53
1000 1 0 0.46 1.53

10000 10000 100 26.88 3.53
10000 1000 10 12.15 1.73
10000 100 1 6.86 1.55
10000 10 0 3.08 1.53

100000 100000 1000 263.25 21.53
100000 10000 100 116.13 3.53
100000 1000 10 63.18 1.73
100000 100 1 26.69 1.55

5.8.3 Verification cost

Let exp, mult, add be the times needed to perform an exponentiation, a multiplication and an

addition respectively, all modulo p. Let also EXP, MULT be times required for exponentiation

and multiplication in group G and let EXP , MULT be the respective times in the target

group of the bilinear map G. Finally let MAP be the time needed to perform the operation

e(., .). We benchmarked all these operations using the PBC library [1] (version pbc− 0.5.7),

on a 64-bit, 2.8GHz Intel based, dual-core, dual-processor machine with 4GB main memory,

running Debian Linux, and derived the following times, i.e., MAP = 5ms,MULT = 0.005ms,

exp = 0.02ms, add = 0.002ms and mult = 0.002ms.

We analyze now the verification cost of a 2-intersection, required by our scheme. Let Si

and Sj be the sets of the intersection. The verification algorithm, on input the proof has to

perform the following tasks: (a) First it verifies the proofs Πi and Πj, which requires two

bilinear-map computations for each value, therefore taking time 4MAP; (b) Then algorithm

certify() is executed. The time needed for this part is δ(2mult + 2add + exp); (c) Then the

algorithm checks the subset condition which takes time 4MAP; (d) Finally it checks the

completeness condition that takes times 2MAP +MULT . Therefore we see that the total
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cost for verification of a 2-intersection of size δ is

10MAP + δ(2mult + 2add + exp) +MULT ,

which is a linear function in δ, namely the function 50 + 0.028δ (in ms).



Chapter 6
Optimality with multilinear forms

In the previous chapters of this thesis, we introduced authenticated data structures schemes

based on several well-accepted cryptographic primitives such as accumulators, bilinear maps

and lattices. Some of these schemes present desirable efficiency characteristics, such as

operation sensitivity and parallel algorithms, which would not be achievable with traditional

hash-based techniques.

However, none of the authenticated data structure schemes presented so far is optimal

(i.e., adding no extra asymptotic overhead to the respective plain data structure scheme),

according to our natural definition of optimality given in Section 2 (see Definition 2.8). One

authenticated data structure scheme that is almost optimal is the scheme ASC, used for

verifying set operations and presented in Chapter 5: Although the verification and commu-

nication costs were showed to be optimal (O(t + δ)), the query costs were increased by a

polylogarithmic factor (see Theorem 5.1).

As such, in this chapter, we pose the following natural question: Can we construct an

optimal authenticated data structure scheme? The answer is yes, but, assuming the existence

of a cryptographic primitive that does not exist yet! Moreover, and less importantly, the

derived authenticated data structure scheme is not publicly verifiable, thus not allowing its

use by a three-party protocol (Protocol 2.1). This shows the complication of the problem of

achieving optimality in authenticated data structures.

174
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To show the realization of an optimal authenticated data structure, we present an authen-

ticated dictionary data structure that is based on a new cryptographic primitive that was

proposed by Silverberg and Boneh, namely multilinear forms [19], the construction of which

remains however an open problem to date. The use of such a primitive gives an authenti-

cated dictionary with constant communication and constant verification complexity, while

maintaining all other complexities logarithmic. To the best of our knowledge (see Table 6.1),

this is the first optimal authenticated dictionary to appear in the literature, as it exactly

matches the respective complexities (update, query, and communication complexity) of the

optimal dictionary data structure (e.g., implemented as a red-black tree).

The multilinear form cryptographic primitive that is used in our construction can be

described as the “multi” version of the well-known bilinear map. Although initially used

to attack elliptic curve systems [76], bilinear maps (also extensively used in the previous

chapters of the thesis), being literally an efficient a tool for solving the decisional Diffie-

Hellman problem, eventually proved to be a very useful tool in cryptography (e.g., [16, 17,

18]) after their first appearance in the literature for a “good purpose” [60]. However, the

main limitation of bilinear maps is the fact that they cannot be applied twice, i.e., the output

element cannot be fed back into the map e(., .) in an efficient way. Finding such maps, i.e.,

self-bilinear maps, which could be used in a recursive way to construct multilinear forms, was

recently proved to be infeasible for groups that are of interest in cryptography, i.e., groups

where the computational Diffie-Hellman problem is hard [27].

However, since cryptographically interesting multilinear form generators1 are not known

to exist to date, one can view our work from a different (and more theoretical) angle: A

proof through a complexity lower bound of the nonexistence of optimal authenticated dic-

tionaries would imply the nonexistence of cryptographically interesting multilinear form

generators (see Theorem 6.2). This reveals yet another important relation between two

1I.e., multilinear form generators for groups where the discrete log problem is hard, e.g., elliptic curve
groups. We call these generators admissible later in the paper.
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fields—combinatorics and cryptography—and becomes more promising (towards proving

nonexistence of cryptographically interesting multilinear form generators) given recent ad-

vances in the derivation of general complexity lower bounds for memory checking [35] and

authenticated data structures [106].

About mulitlinear forms. Multilinear forms were proposed as a possible useful tool in

cryptography in 2003 by Silverberg and Boneh [19]. Since then, no efficient construction

of interest in cryptography has appeared. A work similar in nature with ours, where an

efficient construction for a cryptographic application based on multilinear forms is presented,

is proposed by Lee et al. [64]. The impossibility of deriving multilinear forms through self-

bilinear maps is investigated by Cheon and Lee [27].
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6.1 Dictionary data structure

In this chapter, the underlying data structure we are using (and for which we are designing

an authenticated data structure scheme for) is a dictionary. Let X be a collection of n

elements from a totally-ordered universe U . Note that the total order is a requirement for

the dictionary data structure, a property that distinguishes it from a hash table (and thus

the difference in their complexities). The data structure scheme {update, query, check}

as defined in Definition 2.2 for a dictionary D(X ) is as follows:

1. y ← query(a, b,D(X )): Given two elements a, b ∈ U , with a ≤ b, return the sorted

list of successive elements y = [y1 y2 . . . yw−1 yw] ⊆ X such that

y1 ≤ a ≤ y2 ≤ . . . ≤ yw−1 ≤ b < yw .

This is a general range search query. Note that for a = b this query reduces to a

membership (or non-membership) query for a outputting the interval of X containing

(or not) a. Answering a range search query can be implemented to have O(log n+ w)

worst-case complexity with a red-black tree data structure [29], outputting an answer

of size O(w);

2. D(X ′)← update(x,D(X )): Given an element x ∈ U such that x /∈ X , insert element

x into X and output D(X ′); Given an element x ∈ U such that x ∈ X , delete element

x from X and output D(X ′). Both insertions and deletions can be implemented to

have O(log n) worst-case complexity [29];

3. {accept, reject} ← check(a, b,y,D(X )): If y = [y1 y2 . . . yw−1 yw] ⊆ X is a sorted list

of w successive elements such that y1 ≤ a ≤ y2 ≤ . . . ≤ yw−1 ≤ b < yw, return accept.

Else return reject.
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6.1.1 Non-optimal authenticated dictionaries

To verify range search queries on a dictionary of n elements, we can use many authenti-

cated data structure schemes extensively described in the literature, e.g., various hierar-

chical hashing constructions [15, 48, 75, 81, 92], the security of which is based on generic

collision-resistant hashing. Let HBD = {genkey, setup, update, refresh, query, verify} be such

a scheme, described below in Corollary 6.1. All these schemes, are however, non-optimal:

When the output range is of size w = o(log n), the output proof complexity as long as the

verification complexity are both Ω(log n), not satisfying in this way the definition of opti-

mality (see Definition 2.8). Nevertheless, for reasons that will become clear later, we are

using such an authenticated dictionary in our construction:

Corollary 6.1 Let k be the security parameter. Then there exists a non-optimal, publicly-

verifiable authenticated data structure scheme HBD = {genkey, setup, update, refresh, query,

verify} for a data structure scheme defined for a dynamic dictionary D storing n elements

such that:

1. It is correct according to Definition 2.4 and secure according to Definition 2.5 and

assuming the existence of generic collision-resistant hash functions;

2. The access complexity of setup() is O(n), outputting an authenticated data structure

auth(D) of O(n) group complexity;

3. The access complexity of update() is O(log n), outputting update information upd of

O(1) group complexity;

4. The access complexity of refresh() is O(log n);

5. For a range search query q outputting an answer of size w we have:

(a) The access complexity of query() is O(log n+ w);

(b) The access complexity of verify() is O(log n+ w);
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(c) The group complexity of the proof Π(q) is O(log n+ w).

We continue with describing the cryptographic primitive to be used in our construction, the

multilinear form:

6.2 Multilinear forms

Let G, G be two cyclic groups of prime order p and let g be a generator of G. We let the

bit-size of p (the order of both G and G) to be a polynomial in the security parameter k.

We are now ready to define an admissible t-multilinear form. The definition is similar to the

one presented in the original paper by Silverberg and Boneh [19]:

Definition 6.1 We say that a map e : Gt → G is an admissible t-multilinear form if it

satisfies the following properties:

1. G and G are cyclic groups of the same prime order p;

2. The discrete logarithm problem is hard both in G and G;

3. For all a1, a2, . . . , at ∈ Z∗p and x1, x2, . . . , xt ∈ G it is

e(xa1
1 , x

a2
2 , . . . , x

at
t ) = e(x1, x2, . . . , xt)

a1a2...at ∈ G;

4. The map is non-degenerate: If g ∈ G generates G then e(g, g, . . . , g) ∈ G generates G.

We call the groups G and G for which there exists an admissible t-multilinear form admissible

t-multilinear groups.

Definition 6.2 An admissible t-multilinear form generator is a probabilistic polynomial-

time algorithm that takes as input a natural number t and the security parameter 1k and

outputs a uniformly random tuple of multilinear pairing parameters (p,G,G, e, g), where G

and G are admissible t-multilinear groups for which there exists an admissible t-multilinear

form e(., . . . , .) : Gt → G of t inputs.
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To prove security of our construction, we are going to use the following assumption, which

can be described as the “multi” version of the bilinear q-strong Diffie-Hellman assumption

(see Assumption 3.2):

Assumption 6.1 (Multilinear q-strong Diffie-Hellman assumption) Let k be the se-

curity parameter and let (p,G,G, e, g) be a uniformly randomly generated tuple of multilinear

pairings parameters, output by an admissible t-multilinear form generator. Given the ele-

ments g, gs, . . . , gs
q ∈ G for some s chosen at random from Z∗p, where q = poly(k), there

is no polynomial-time algorithm that can output the pair (a, e(g, g, . . . , g)1/(s+a)) ∈ Zp × G

except with negligible probability neg(k).

6.3 An optimal authenticated dictionary

In this section, we describe an authenticated dictionary data structure scheme based on

admissible multilinear form generators that achieves communication and verification com-

plexity that is proportional to the size of the reported output range w. More importantly,

these complexities are combined with logarithmic update and query costs.

Let X = {x1, x2, . . . , xn} be a set of elements from a totally-ordered universe U contained

in the dictionary, where x1 < x2 < . . . < xn. Each element is represented with k/2 bits.

The actual set we are going to store, in order to also support efficient range search and

non-membership queries, is the set of k-bit intervals, i.e., the set A = {a0, a1, a2, . . . , an},

where, for i = 1, . . . , n − 1, it is ai = xi||xi+1, for i = 0, it is a0 = −∞||x1, and, for i = n,

it is an = xn||+∞. Note that the total order on X imposes a natural total order on A. In

our construction we use a red-black tree, with data at the leaves (i.e., internal nodes data

navigates the searches and does not correspond to actual data) [29].

We now describe MFD = {genkey, setup, update, refresh, query, verify}, our authen-

ticated data structure scheme for a dictionary data structure on the totally-ordered set
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X = {x1, x2, . . . , xn}. We note that the construction uses several features from the accumu-

lators constructions in Chapter 3, as long as the authenticated data structure scheme for a

dictionary HBD from Corollary 6.1. Again, the actual set on which we are going to build

our data structure is the set of intervals A = {a0, a1, a2, . . . , an}.

Algorithm {sk, pk} ← genkey(1k): Using a k-admissible multilinear form generator from

Definition 6.2, the algorithm outputs a k-bit prime p, k-admissible multilinear groups G and

G, g ∈ G that generates G and a k-admissible multilinear form e(., . . . , .) : Gk → G2. Then it

randomly picks a number s ∈ Z∗p (s is the trapdoor). An upper bound q of the total number

of elements to be stored in the data structure is decided and the algorithm also computes

the elements of G gs, gs
2
, . . . , gs

q
. It also calls {sk, pk} ← HBD.genkey(1k). The algorithm

outputs s ∈ Z∗p and HBD.sk as sk and everything else as pk.

Algorithm {auth(D0), d0} ← setup(D0, sk, pk): Let D0 = A = {a0, a1, a2, . . . , an} be the

set of sorted intervals, that corresponds to the underlying set of elements X = {x1, x2, . . . , xn}.

Initially, the algorithm computes

acc(A) = g(a0+s)(a1+s)...(an+s) ∈ G . (6.1)

Let now T be the red-black tree built on top of the intervals ai for i = 0, . . . , n. Note that

there is a natural notion of order imposed on A, based on the order imposed on X . Let

v0, v1, . . . , vn be the leaves of the tree, storing the intervals a1, a1, . . . , an respectively. We

define the label of vi as

label(vi) = gai+s ∈ G for all i = 0, . . . , n . (6.2)

Also, let vA be the internal node of T that is the root of the subtree TA of T that contains

the elements of some set A ⊆ A. For every internal node vA (and for the root of the tree as

2Note that the number of inputs of the multilinear form is equal to the security parameter k. This is
because our construction will require O(log n) inputs for the multilinear form, and, since we are in the
computational model, it is always log n < k.
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well), the algorithm sets

label(vA) = g
Q
a∈A(a+s) ∈ G . (6.3)

All the labels label() are stored with tree T . Subsequently, the algorithm calls the algorithm

HBD.setup(A, sk, pk), building in this way a new authenticated dictionary based on hashing

on top of A. It sets d0 = {acc(A), hash(A)}, where hash(A) = HBD.d0. The structure

auth(D0) contains the tree T , as well as the authenticated structure HBD.auth(A). We now

make the following important remark:

Remark 6.1 The hashing scheme employed by HBD includes in the hashing computation

all the labels label(v) (defined in Relation 6.3) of the internal nodes v. Namely the hash value

hv at some internal node v that has left child u and right child w is computed as

hv = h(hu||v||label(v)||hw) ,

where h(.) is the used generic collision-resistant hash function (e.g., SHA-2).

Lemma 6.1 Algorithm setup() of the authenticated data structure scheme MFD has O(n)

access complexity. Moreover, the authenticated data structure auth(D0) output by setup() has

O(n) group complexity.

Proof: First of all, HBD.setup() has O(n) complexity, outputting an authenticated data

structure of O(n) group complexity, by Corollary 6.1. Denote now with vA an internal node

of tree T , which is the root of a subtree TA. For each leaf of the tree vi the algorithm

computes Pi = ai + s and then sets label(vi) = gPi . Note now that for every other internal

node of the tree vA with left child vB and right child vC , it is PA = PBPC and label(vA) = gPA ,

since A = B ∪ C. The described recursive computation has O(n) complexity (a postorder

traversal of T ). Moreover, since for each node of T , we are storing one label, the total group

complexity of the labels is O(n). This completes the proof. 2
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Algorithm {Dh+1, auth(Dh+1), dh+1, upd} ← update(u,Dh, auth(Dh), dh, sk, pk): We dis-

tinguish two cases:

(1) Insertion of element x ∈ X : Let a1 = u||z ∈ A be an interval stored in the dictionary

such that u < x < z. Then the insertion of x is equivalent with deleting the interval a1 and

inserting the intervals b1 = u||x and b2 = x||z;

(2) Deletion of element x ∈ X : Let a1 = u||x ∈ A and a2 = x||z ∈ A be successive intervals

stored in the dictionary. Then the deletion of x is equivalent with deleting the intervals a1

and a2 and inserting the interval b = u||z.

We have therefore reduced the update of elements in X to a constant number of up-

dates of intervals in A. Thus we continue the description of the update algorithms with

reference to intervals. Let a be the interval of the update u. Interval a defines a logarith-

mic number of nodes in T that needs to be accessed and modified in order for the update

to be performed (this follows from red-black tree properties). Let p(a) be the set of those

nodes. For every node v ∈ p(a), the algorithm updates the labels label(v) and outputs

the updated labels as information upd. The algorithm also stores the new (updated) la-

bels on tree T , which is updated to T ′. Finally, the algorithm calls {A′, auth(A′), d′} ←

HBD.update(u,A, auth(A), dh, sk, pk) and outputs the following structures:

1. The new digest dh+1, which contains acc(A′) = acc(A)a+s (in the case of a deletion it is

acc(A′) = acc(A)(a+s)−1
) and the new digest hash(A′) = HBD.d′, as output by calling

HBD.update();

2. The new authenticated data structure auth(Dh+1), which contains T ′ and auth(A′);

3. Information upd, which contains the updated labels.

Lemma 6.2 Algorithm update() of the authenticated data structure schemeMFD has O(log n)

access complexity. Moreover, the update information upd output by update() has O(log n)

group complexity.



185

Proof: This result follows from the properties of the red-black tree [29]: There is only a

logarithmic number of nodes that changes during a red-black tree update. Moreover, the

label label(v) of each such node v can be updated with O(1) complexity since update() has

access to the secret key s. Finally, by Corollary 6.1, HBD.update() has O(log n) access

complexity. This makes the total update complexity equal to O(log n). 2

Algorithm {Dh+1, auth(Dh+1), dh+1} ← refresh(u,Dh, auth(Dh), dh, upd, pk): The algorithm

updates T to T ′ by using the information contained in upd3. Finally, the algorithm calls

{A′, auth(A′), d′} ← HBD.refresh(u,A, auth(A), dh, sk, pk) and outputs the following struc-

tures:

1. The new digest dh+1, which contains acc(A′) (contained in upd) and the new digest

hash(A′) = HBD.d′, as output by calling HBD.refresh();

2. The new authenticated data structure auth(Dh+1), which contains T ′ and auth(A′).

Lemma 6.3 Algorithm refresh() of the authenticated data structure schemeMFD has O(log n)

access complexity.

Proof: The algorithm performs a computation proportional to the size of the information

upd. Therefore, by Lemma 6.2, this part has O(log n) access complexity. Moreover, by

Corollary 6.1, HBD.refresh() has O(log n) access complexity. Summing up, the total access

complexity of the algorithm is O(log n). 2

6.3.1 Dictionary queries and verification

In this section we show the construction of proofs for the dictionary queries using the au-

thenticated data structure scheme MFD. As it was defined in Section 6.1, a dictionary

range search query is described by two arguments, namely a, b ∈ U , with a ≤ b. Moreover,

3Algorithm refresh could perform this task without access to information upd. However, since the algo-
rithm does not have access to the secret key sk, this would require linear complexity.
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the answer to the query is the sorted list of w successive elements y = [y1 y2 . . . yw−1 yw] ⊆ X

such that y1 ≤ a ≤ y2 ≤ . . . ≤ yw−1 ≤ b < yw. For reasons to be made clear later, we will

distinguish two cases:

• If w = Ω(log n), the proof is constructed by using the authenticated data structure

scheme HBD. In this case, the size of the answer is Ω(log n), and therefore the

logarithmic-sized proofs of HBD (see Corollary 6.1) achieve optimality, according to

Definition 2.8;

• If w = o(log n), the proof needs to be constructed in a different way, so that optimality

can be achieved. Specifically, and as we will see later, optimality will be achieved only

for w = O(1). This is where the multilinear forms need to be employed.

We continue with describing algorithm query() formally.

Algorithm {Π(q), α(q)} ← query(q,Dh, auth(Dh), pk): Let the query q be two elements

a, b ∈ U , with a ≤ b. Suppose the answer to the query is the sorted list of w successive

elements y = [y1 y2 . . . yw−1 yw] ⊆ X such that y1 ≤ a ≤ y2 ≤ . . . ≤ yw−1 ≤ b < yw.

If w = Ω(log n), let HBD.Π(q) and HBD.α(q) be the proof and the answer respec-

tively, output by calling HBD.query(q,Dh, auth(Dh), pk), where q contains intervals y1||y2

and yw−1||yw (note that y1||y2 ≤ yw−1||yw). Then we set Π(q) = HBD.Π(q). Namely in this

case, the proof is constructed by using the authenticated data structure scheme HBD.

Let us now examine the most interesting case, where w = o(log n). In this case the proof

Π(q) consists of w − 1 group elements in G, namely the witnesses

Wai = e(g, g, . . . , g)
Q
a∈A−ai

(a+s) ∈ G , (6.4)

where ai = yi||yi+1, for i = 1, . . . w − 1. Note that Wai is similar to the membership witness

for accumulators, described in Section 3.
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Lemma 6.4 Algorithm query() of the authenticated data structure schemeMFD has O(log n+

w) access complexity when w = Ω(log n) and O(w log n) access complexity when w = o(log n).

Moreover, in both cases, it outputs a proof Π(q) of O(w) group complexity.

Proof: If w = Ω(log n), then the authenticated data structure scheme HBD, by Corol-

lary 6.1, outputs proofs of O(log n+w) group complexity with O(log n+w) access complexity.

However, since w = Ω(log n), it is O(log n+ w) = O(w).

For the case w = o(log n), note that each witness Wai in Relation 6.4 can be con-

structed with O(log n) access complexity: Let vi0, vi1, . . . , vil be the path in tree T from the

leaf node storing the interval ai to the root of tree T , vil, where l = O(log n). Let also

wi0, wi1, . . . , wi(l−1) be the sibling nodes of nodes vi0, vi1, . . . , vi(l−1) respectively (note that

wi0 might not exist). By the construction of tree T (it can be viewed as segment tree [97]),

for each j = 0, 1, . . . , l − 1, it is

label(wij) = gPij , (6.5)

where
l−1∏
j=0

Pij =
∏

a∈A−ai

(a+ s) . (6.6)

This means that information about the whole set can be retrieved by accessing O(log n)

memory locations. Therefore, the algorithm constructs the witness Wai by computing

e
(
label(wi0), label(wi1), . . . , label(wi(l−1)), g, . . . , g

)
= e

(
gPi0 , gPi1 , . . . , gPi(l−1) , g, . . . , g

)
= e(g, g, . . . , g)

Ql−1
j=0 Pij

= e(g, g, . . . , g)
Q
a∈A−ai

(a+s)

= Wai .

The above four equalities follow from Relation 6.5, the properties of the multilinear form

e(., . . . , .) and Relations 6.6 and 6.4 respectively. Since computing one such witness Wai

requires O(log n) inputs from the authenticated data structure, and since the proof con-

struction requires the computation of w − 1 such witnesses we conclude that for the case
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w = o(log n), computing the proof has O(w log n) access complexity. Finally, since the

proof contains w − 1 such witnesses (which are elements in G), we conclude that the group

complexity of the proof in the case w = o(log n) is also O(w). 2

We now formally describe the verification algorithm. The verification algorithm will take

as input a proof and an answer and will either accept or reject the answer. Note that the

verification algorithm needs to have access to the secret key sk. Therefore the authenticated

data structure scheme MFD is not publicly verifiable.

Algorithm {accept, reject} ← verify(q, α,Π, dh, sk, pk): Let the query q be two elements

a, b ∈ U , with a ≤ b. Suppose the input answer α is the sorted list of w successive elements

y = [y1 y2 . . . yw−1 yw] such that y1 ≤ a ≤ y2 ≤ . . . ≤ yw−1 ≤ b < yw. If w = Ω(log n) the

algorithm verifies the answer by running algorithm HBD.verify(q, α,Π, dh, sk, pk).

Otherwise, i.e., if w = o(log n), the input proof Π is the list of w − 1 witnesses

W1,W2, . . . ,Ww−1 ∈ G .

The algorithm outputs accept if all of the following relations are true:

W
(s+ai)
i = e(d, g, . . . , g) for all i = 1, . . . , w − 1 , (6.7)

where ai = yi||yi+1 and d = acc(A) is contained in digest dh.

Lemma 6.5 Algorithm verify() of the authenticated data structure scheme MFD has O(w)

access complexity.

Proof: For w = Ω(log n) the complexity is due to the authenticated data structure scheme

HBD and the proof follows the same argument as in Lemma 6.4. For w = o(log n), the

complexity is O(w) since the algorithm needs to check Relations 6.7. Checking one such

relation requires one exponentiation in G and since w− 1 such relations need to be checked,

the result follows. Note that the required exponentiations in Relations 6.7 can be performed

by the algorithm because the algorithm has access to the secret key s. 2



189

Lemma 6.6 The authenticated data structure scheme MFD = {genkey, setup, update,

refresh, query, verify} is correct according to Definition 2.4.

Proof: Let D0 be any dictionary storing the collection of intervals A, corresponding to an

elements collection X (of n elements) from a totally-ordered universe U . Fix the security

parameter k and output pk = {G,G, e(., . . . , .), p} and sk = s ∈ Z∗p by calling algorithm

genkey(). Then output an authenticated data structure auth(D0) and the respective digest

d0, by calling algorithm setup(). Pick a polynomial number of updates—namely, pick a

polynomial number of elements from U for insertion or deletion—and update auth(D0) and

d0 by calling algorithm refresh(). Let Dh be the final dictionary, auth(Dh) be the produced

authenticated data structure and dh be the final digest. Let now q be a range search query

corresponding to elements a and b from U with a ≤ b. Algorithm query outputs an answer

α(q) which is the sorted list of w successive elements y = [y1 y2 . . . yw−1 yw] ⊆ X (note that

[y1||y2 y2||y3 . . . yw−1||yw] ⊆ A) such that y1 ≤ a ≤ y2 ≤ . . . ≤ yw−1 ≤ b < yw. Let also Π(q)

be the proof output by algorithm query(). We distinguish two cases:

1. If w = Ω(log n), the proof Π(q) is computed by algorithm HBD.query(). By the

correctness of the authenticated data structure scheme HBD, verify() does not reject

in this case;

2. If w = o(log n), the proof Π(q) consists of the witnesses Wai for i = 1, . . . , w − 1, and

where ai = yi||yi+1. Algorithm verify() does not reject since

Wai+s
ai

=
(
e(g, g, . . . , g)

Q
a∈A−ai

(a+s)
)(ai+s)

= e(g, g, . . . , g)
Q
a∈A(a+s)

= e(acc(A), g, . . . , g) ,

by the definition ofWai in Relation 6.4 and since acc(A) is always maintained to be the

accumulation of all the intervals in A through algorithm refresh()—see Relation 6.1.

This completes the proof. 2
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Lemma 6.7 The authenticated data structure scheme MFD = {genkey, setup, update,

refresh, query, verify} is secure according to Definition 2.5.

Proof: Fix the security parameter k and output pk = {G,G, e(., . . . , .), p} and sk = s ∈ Z∗p

by calling algorithm genkey(). Let Adv be a polynomially-bounded adversary. Adv picks an

initial collection of n elements X , all belonging to a totally-ordered universe U . Let A be the

respective collection of intervals, stored in a dictionary D0. Adv outputs an authenticated

data structure auth(D0), by calling algorithm setup() through oracle access. Then Adv picks

a polynomial number of updates—namely, he picks a polynomial number of elements from

U for insertion or deletion. Let Dh be the final dictionary after the updates, let the updated

final collection of intervals and elements be A and X respectively, and let dh be the final

digest as produced by the adversary through oracle access to algorithm update(). Let q be

a dictionary query picked by the adversary, consisting of two elements a, b ∈ U , with a ≤ b.

Suppose the adversary outputs an incorrect answer α which is however the sorted list of w

successive elements [z1 z2 . . . zw−1 zw] such that z1 ≤ a ≤ z2 ≤ . . . ≤ zw−1 ≤ b < zw and

a respective proof Π. We will compute the probability that check(q, α,Dh) rejects, while

verify(q, α,Π, sk, pk) accepts, as required by Definition 2.5. If w = Ω(log n), by the security

of the scheme HBD the event in question happens with probability neg(k). If w = o(log n),

the proof Π consists of w− 1 witnesses W1,W2, . . . ,Ww−1, each one referring to the intervals

b1, b2, . . . , bw−1, where bi = zi||zi+1, respectively. Since answer α is not correct, it should be

the case that there exists bi /∈ A4 such that

Wbi+s
i = e(g, g, . . . , g)(a0+s)(a1+s)(a2+s)...(an+s) ,

where A = {a0, a1, . . . , an}. Since bi /∈ {a0, a1, a2, . . . , an} we can write

(a0 + s)(a1 + s) . . . (an + s) = P(bi + s) + λ ,

where the coefficients of polynomial P and quantity λ are computable in polynomial time in

4Note that bi /∈ A is equivalent to either adding extra elements in the reported range or omitting certain
elements from the reported range.
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n (polynomial division). Therefore the adversary Adv can compute

e(g, g, . . . , g)
1

bi+s = [Wie(g, g, . . . , g)−P ]λ
−1

,

since e(g, g, . . . , g)s
i ∈ G can efficiently be computed from gs

i ∈ G by using the admissible

multilinear form e : Gk → G for all i = 0, . . . , q. However, by Assumption 6.1, this happens

with probability neg(k). 2

We note here that the second part of the proof of security above (the case w = o(log n))

follows the same logic of the security of the bilinear-map accumulator in Lemma 5.1. How-

ever, in a multilinear setting, where e(., . . . , .) is not used for verification, if we are to use only

Assumption 6.1 we cannot prove security for subsets of elements, but only for one element.

Proving security for subsets of elements in the multilinear setting would require a stronger

assumption. Moreover, due to this limitation, we will only be able to prove optimality of

the presented authenticated data structure scheme MFD for specific values of w, i.e., for

w = O(1) or w = Ω(log n).

Lemma 6.8 For range search queries outputting an answer of size w such that w = O(1)

or w = Ω(log n), the authenticated data structure scheme MFD = {genkey, setup, update,

refresh, query, verify} is optimal according to Definition 2.8.

Proof: According to Definition 2.8, the authenticated data structure scheme MFD =

{genkey, setup, update, refresh, query, verify} for a dictionary D of n elements is optimal as

long as w = O(1) or w = Ω(log n). This is because all of the following are true:

1. The authenticated data structure schemeMFD is correct and secure, by Lemmata 6.6

and 6.7 respectively;

2. For the group complexity of the authenticated data structure we have |auth(D)| =

|D| = O(n), by Lemma 6.1;

3. By Lemmata 6.2 and 6.3, and for the update access complexity we have |update()| +

|upd|+ |refresh()| = O(|update()|) = O(log n);
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4. For the query access complexity, we distinguish two cases:

• When w = O(1) or w = Ω(log n), by Lemma 6.4, we have

|query()| = O(|query()|) = O(log n+ w) .

So in this case optimality is achieved;

• When w = ω(1) and w = o(log n), by Lemma 6.4, we have |query()| = O(w log n)

and |query()| = O(log n + w). Therefore |query()| is not O(|query()|) which

means that the query complexity constraint is not satisfied in this case.

5. For the group complexity of the proof we have |Π(q)| = O(|q| + |α(q)|) = O(w), by

Lemma 6.4;

6. For the access complexity of the verification algorithm we have |verify()| = O(|q| +

|α(q)|) = O(w).

Therefore the authenticated data structure schemeMFD is optimal for range search queries

returning an answer of size w such that w = O(1) or w = Ω(log n). 2

6.3.2 Main results

Theorem 6.1 Let k be the security parameter and assume the existence of an admissible

Θ(k)-multilinear form generator, as defined in Definition 6.2. Then there exists an authen-

ticated data structure scheme MFD = {genkey, setup, update, refresh, query, verify} for a

data structure scheme defined for a dynamic dictionary D storing n elements such that:

1. It is correct according to Definition 2.4 and secure according to Definition 2.5 and (i)

under the multilinear q-strong Diffie-Hellman assumption; (ii) assuming the existence

of generic collision-resistant hash functions;

2. It is optimal only for range search queries outputting an answer of size w such that

w = O(1) or w = Ω(log n), according to Definition 2.8;
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3. It is not publicly-verifiable according to Definition 2.9;

4. The access complexity of setup() is O(n), outputting an authenticated data structure

auth(D) of O(n) group complexity;

5. The access complexity of update() is O(log n), outputting update information upd of

O(log n) group complexity;

6. The access complexity of refresh() is O(log n);

7. For a range search query q outputting an answer of size w we have:

(a) The access complexity of query() is O(log n+w) when w = Ω(log n) and O(w log n)

when w = o(log n);

(b) The access complexity of verify() is O(w);

(c) The group complexity of the proof Π(q) is O(w).

Proof: This result follows directly from Lemmata 6.1, 6.2, 6.3, 6.4, 6.5, 6.6, 6.7 and 6.7.

Note that the scheme is not publicly-verifiable since algorithm verify() requires the secret key

as an input. Finally, we have to assume existence of generic collision-resistant hash functions

since we are using the authenticated data structure scheme HBD. 2

We now present the final result of this chapter that relates optimality of an authenticated

data structure scheme for a dictionary with the existence of admissible multilinear form

generators.

Theorem 6.2 Let k be the security parameter and let D be a data structure scheme for a

dictionary of n elements that supports range search queries q outputting an answer of size w

such that w = O(1) or w = Ω(log n). If no optimal authenticated data structure scheme for

D exists, then no admissible Θ(k)-multilinear form generator exists either.

Proof: Let’s assume this is not the case and an admissible Θ(k)-multilinear form generator

does exist in the absence of an optimal authenticated data structure scheme for D. This is
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a contradiction since we can use the construction of Theorem 6.1, which uses an admissible

Θ(k)-multilinear form generator, to derive an optimal authenticated data structure scheme

for D. 2

Finally we need to make the following important observation. Theorem 6.2 does not

exclude the existence of some instance of a multilinear form, even in the absence of optimal

authenticated dictionaries (say for example an instance of a multilinear form for three inputs).

The result holds for all admissible Θ(k)-multilinear forms, where k is the security parameter.

6.3.3 Application in the two-party protocol

Due to the fact that the authenticated data structure schemeMFD is not publicly-verifiable,

it can only be used by a two-party protocol, since a three-party protocol always requires a

publicly-verifiable authenticated data structure scheme (see Protocol 2.1). However, in order

to be able to use the authenticated data structure schemeMFD of Theorem 6.1 in a black-

box way with Theorem 2.2—and derive a two-party authenticated data structures protocol,

we have to ensure that Assumption 2.1 holds for the authenticated data structure scheme

MFD:

Lemma 6.9 Assumption 2.1 is true for the authenticated data structure scheme MFD.

Moreover, for every update u, |Qu| has O(1) complexity.

Proof: Let an update u refer to element e, i.e., either insert element e to the dictionary or

delete element e from the dictionary. The respective set of queries Qu required for Assump-

tion 2.1 simply contains one query q for the range [e, e′] such that there are w = Ω(log n) ele-

ments between e and e′. Let {Π(q), α(q)} ← query(q,Dh, auth(Dh), pk). Since w = Ω(log n),

Π(q) and α(q) are output by algorithm HBD.query().

We now describe function z(.) from Assumption 2.1. Function z(.) extracts δu(Dh) and

δu(auth(Dh)) from Π(q): Due to the hashing scheme employed in Remark 6.1, Π(q) con-

tains all the structure of the red-black tree δu(Dh) that is accessed during update u, along
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with the labels label(.) (i.e., the ones that need to be updated by update()), that belong to

the accessed authenticated data structure δu(auth(Dh)). Extracting that information has

O(log n) complexity, equal to the verification complexity, as required by Assumption 2.1.

This completes the proof. 2

By Theorems 2.2 and 6.1 and Lemma 6.9, we can now state the final result for the

two-party model:

Corollary 6.2 Let k be the security parameter and assume (i) the existence of an admissible

Θ(k)-multilinear form generator; (ii) that the multilinear q-strong Diffie-Hellman assumption

holds; (iii) the existence of generic collision-resistant hash functions. Then there exists a

two-party authenticated data structures protocol (see Protocol 2.2) for verifying range search

queries q on a dynamic dictionary storing n elements, and where w is the size of the answer

to a range search query q, such that:

1. The protocol is interactive;

2. The setup at the client has O(n) access complexity;

3. The update at the client has O(log n) access complexity;

4. The verification at the client has O(w) access complexity;

5. The space needed at the client has O(1) group complexity;

6. The communication between the client and the server has O(log n) group complexity

during updates and O(w) group complexity during queries;

7. The update at the server has O(log n) access complexity;

8. The query at the server has O(log n + w) access complexity when w = Ω(log n) and

O(w log n) access complexity when w = o(log n);

9. The space needed at the server has O(n) group complexity;
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10. For a query q sent by the client to the server at any time (even after updates), let α be

an answer and let π be a proof returned by the server. With probability Ω(1− neg(k)),

the client accepts the answer α if and only if α is correct.

6.4 Summary

In this chapter, we have presented the first optimal authenticated dictionary (Theorem 6.1)

supporting range search queries outputting answers of size w such that w = O(1) or w =

Ω(log n), having verification and proof complexity equal to O(w) (as opposed to O(log n+w),

see Table 6.1). Its design is based on multilinear forms, a recently-proposed cryptographic

primitive [19] whose construction remains an open problem to date.

However, since multilinear forms are not known to exist yet, this work can be viewed

from a different angle (Theorem 6.2): if one could prove that such optimal authenticated

dictionaries cannot exist in the computational model, irrespectively of cryptographic primi-

tives, then our result would imply that certain admissible multilinear form generators cannot

exist as well (i.e., it can be viewed as a reduction). Thus, we provide an alternative avenue

towards proving the nonexistence of multilinear form generators in the context of general

lower bounds for authenticated data structures [106] and for memory checking [35].



Chapter 7
Conclusions

This thesis studies the problem of efficiently verifying data and computations stored and

performed respectively by untrusted parties. This research direction, lying under the frame-

work of cloud cryptography, has become very relevant nowadays, given the great amount of

information and computation that is outsourced remotely at untrusted repositories, due to

the increasing adoption of cloud computing in our everyday digital interactions. We there-

fore explore in depth the field of authenticated data structures, constructing a firm theoretical

foundation in Chapter 2 and then continue, in the subsequent chapters, with the development

of five different authenticated data structure schemes, each one constructed for a different

problem. All our solutions are fully dynamic.

A common feature shared by all the authenticated data structures designed in this thesis

is the use of advanced cryptography. A common goal of all the solutions has been how

to exploit the offered cryptographic tools in order to derive highly-desirable efficiency fea-

tures, such as constant communication complexity (Chapter 3), parallel algorithms (Chap-

ter 4), operation sensitivity (Chapter 5) and optimality (Chapter 6), which could not be

achieved otherwise, e.g., with the use of traditional hash-based techniques. We prove the

security of our constructions only under well-accepted—by the cryptography community—

computational assumptions (e.g., strong Diffie-Hellman and RSA problems and polynomial

approximation of lattices problems).
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The findings of this thesis indicate that understanding and employing advanced crypto-

graphic tools can lead to significant complexity gains in authenticated data structures and

more generally in verifiable computations. Perhaps the most persuading justification for

the validity of this statement is Chapter 5 itself, where non-trivial computations over out-

sourced data (set operations) are verified with optimal costs, due to the use of bilinear maps.

Moreover this result provides evidence that more complicated functionalities (other than tra-

ditional set-membership computations) could be possibly verified efficiently in a public-key

setting using authenticated data structures techniques, initiating in this fashion the quest

for schemes that apply to other interesting problems (e.g., geometric computations).

7.1 Overview of thesis results and discussion

In this thesis, we observed that using different cryptography allows for various complexity

trade-offs in authenticated data structures. In Table 7.1, we apply all our schemes (except

for the scheme of Chapter 5) in the fundamental problem of verifying read/write operations

on an array of n entries. This is a data structure where all our authenticated data structure

schemes can be easily employed. Table 7.1 also includes a column referring to the seminal

result by Naor and Nissim [81], where an authenticated dictionary was presented, based on

2-3 tree implementation, and with logarithmic complexities.

From the results in Table 7.1, we draw the following conclusion: As of now, there is no

optimal authenticated data structure (as defined in Definition 2.8) for the simplest func-

tionality of reading and writing entries on a table (similar to the memory checking model).

We note however, that this does not come as a surprise: It would seem that deriving an

optimal authenticated data structure scheme for a table (a RAM array) would violate ex-

isting Ω(log n/ log log n) bounds that have appeared in the memory checking model [35].

This observation naturally raises an open problem: Can we design an authenticated table of

Θ(log n/ log log n) complexities? This construction would potentially yield an optimal online
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memory checker and could be derived from the realm of more advanced cryptography.

7.2 Future work

It is our belief that providing security in the cloud is going to play a major role in adopting

cloud computing as a new computing discipline. Concerning cloud integrity, future work

includes a further investigation of the field of authenticated data structures. More specifically,

one can focus on the verification of outsourced computations, in an operation-sensitive way.

Operation-sensitivity, a crucial efficiency property, has only been achieved so far in a practical

and publicly-verifiable fashion for specific computations, such as range search [52] and set

operations (see Chapter 5). On the other hand, it has been shown that in a privately-

verifiable way—and under certain assumptions, it is feasible for general computations, i.e.,

any boolean circuit, e.g., by using the model of outsourced verifiable computation [41].

However, these constructions are currently not very efficient. Aiming at publicly-verifiable

solutions that could be used by cloud applications without changing the user experience, the

question that arises is evident: Which outsourced computations (e.g., shortest paths) can be

practically and publicly verified in an operation-sensitive way?

Another aspect of cloud security that can be investigated is cloud privacy, i.e., protecting

the confidentiality of data that is stored remotely. Resorting to a solution that merely en-

crypts our data before uploading it online defeats one of the main purposes of investing into

cloud infrastructures: No advanced meaningful outsourced computations can be performed

on encrypted data. Achieving both goals, namely storing encrypted data and at the same

time being able to do significant processing with it, was recently achieved with the proposal

of a fully-homomorphic encryption scheme [43]. Implementing however such a primitive has

not led to efficient solutions yet—it has on the other hand ignited a lot of enthusiasm for

cloud privacy research. Our belief is that we have to settle for simpler and more efficient

constructions that refer to specific functionalities, e.g., see the work on searchable symmetric
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encryption by Curtmola et al. [31]. Therefore, future directions could explore the computa-

tion of such specific functionalities (e.g., geometric queries, polynomial evaluation) on private

data in an efficient way which will allow easy implementation and fast deployment.

Finally, another very interesting privacy topic that has emerged lately and lies at the

intersection of algorithms and cryptography is the notion of data-oblivious algorithms [49,

109]. Data oblivious algorithms do not perform any data-dependent operations and therefore

an adversary observing the flow of the circuit computation cannot distinguish between two

different inputs. Applying oblivious algorithms in secure two-party computations can lead to

considerable efficiency gains and practical protocols. This is because garbled circuits [113] can

be used in this way only for primitive black boxes performing data-dependent operations (e.g.,

min, max), and not for the whole circuit. Recent results include highly efficient protocols

for secure two-party sorting, selection, and permuting [49] as well as for various geometric

problems [36]. Since the need for efficient secure two-party computation is now greater than

ever, my belief is that there is a lot of research potential on transforming algorithms into

oblivious algorithms so that they can be securely used by cloud applications.

More theoretically-oriented future research, and as mentioned in Section 7.1, can involve

improving the asymptotic bounds of memory checking [35] by using advanced cryptographic

primitives, exploring existence and limitations of optimal authenticated data structures, and

studying the dynamization overhead of cloud cryptography1.

From a practical perspective, designing more efficient authenticated data structures to

be used in practice is definitely a big challenge: Most practical applications nowadays ex-

tensively use fast authenticated data structures such as Merkle trees, the security of which

is however based on totally empirical assumptions (e.g., collision-resistance of SHA-2). This

provides great efficiency at the cost of risking the security of the application—e.g., SHA-2

replaced MD-5 due to an attack [103], after MD-5 had been used extensively over the years

1So far, most cloud cryptography constructions work for static data only and updates can be handled in
a secure way only through total recomputation, which is highly inefficient.
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in many systems, such as authenticated file systems and authenticated storage systems. It

would be great to come up with authenticated data structures, whose security will be based

on a widely-accepted computational assumption (e.g., discrete log) and at the same time can

favorably compete in practice with the widely-used Merkle trees.
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[25] Sébastien Canard and Aline Gouget. Multiple denominations in e-cash with compact

transaction data. In Proc. Financial Cryptography (FC), pages 82–97, 2010.



206

[26] Larry Carter and Mark N. Wegman. Universal classes of hash functions. In Proc.

Symposium on Theory of Computing (STOC), pages 106–112, 1977.

[27] Jung Hee Cheon and Dong Hoon Lee. A note on self-bilinear maps. Korean Mathe-

matical Society, 46(2):303–309, 2009.

[28] Kai-Min Chung, Yael Kalai, and Salil Vadhan. Improved delegation of computation

using fully homomorphic encryption. In Proc. International Cryptology Conference

(CRYPTO), pages 483–501, 2010.

[29] Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, and Clifford Stein. In-

troduction to Algorithms. MIT Press, 3rd edition, 2009.

[30] Scott A. Crosby. Efficient Tamper-Evident Data Structures for Untrusted Servers. PhD

thesis, Rice University, May 2010.

[31] Reza Curtmola, Juan A. Garay, Seny Kamara, and Rafail Ostrovsky. Searchable sym-

metric encryption: improved definitions and efficient constructions. In Proc. Inter-

national Conference on Computer and Communications Security (CCS), pages 79–88,

2006.

[32] Ivan Damg̊ard and Nikos Triandopoulos. Supporting non-membership proofs with

bilinear-map accumulators. http://eprint.iacr.org/. Cryptology ePrint Archive, Report

2008/538, 2008.

[33] Premkumar Devanbu, Michael Gertz, Chip Martel, and Stuart G. Stubblebine. Au-

thentic third-party data publication. In Proc. Conference on Database Security (DB-

SEC), pages 101–112, 2000.

[34] Martin Dietzfelbinger, Anna Karlin, Kurt Mehlhorn, Friedhelm Meyer auf der Heide,

Hans Rohnert, and Robert E. Tarjan. Dynamic perfect hashing: Upper and lower

bounds. SIAM Journal on Computing, 23(4):738–761, 1994.



207

[35] Cynthia Dwork, Moni Naor, Guy Rothblum, and Vinod Vaikuntanathan. How efficient

can memory checking be? In Proc. Theoretical Cryptography Conference (TCC), pages

503–520, 2009.

[36] David Eppstein, Michael T. Goodrich, and Roberto Tamassia. Privacy-preserving data-

oblivious geometric algorithms for geographic data. In Proc. International Symposium

on Advances in Geographic Information Systems (GIS), pages 13–22, 2010.
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