
Abstract of “Select Problems at the Intersection of Computer Science and Economics” by Victor Naroditskiy,

Ph.D., Brown University, May 2010.

We apply computer science techniques to try to solve a selection of problems that arise in economics and

electronic commerce. The problems we address and our results are summarized below.

The first problem is from the field of Mechanism Design. The goal is to find a procedure for allocating

identical items among agents with private values in the manner that maximizes the total utility of the agents.

We approach this problem computationally: solutions are found algorithmically rather than through math-

ematical derivations. Our computational approach yields anearly optimal solution greatly improving prior

results. In the case with 3 agents and 2 items, we were able to find a provably optimal solution.

Next, we address a game-theoretic problem of finding Nash Equilibria in auctions. We investigate when a

computational procedure finds an equilibrium in first and second price auctions with discrete bids and values.

The rest of the thesis is devoted to automated decision making in electronic commerce domains. Three

domains are considered: sponsored search, supply chain management, and simultaneous auctions. The last

two domains are studied in the context of the SCM and Travel divisions of the Trading Agent Competition

(TAC).

Our contributions to automated decision making are both practical and theoretical. On the practical side,

the bidding strategy we designed for sponsored search auctions is currently being used by a large advertiser.

Our work on TAC Travel culminated in winning the competitionin 2006. In the TAC SCM competition, the

agent we built was among the top 5 out of over 20 agents almost every year of the competition. For theo-

retical contributions, we characterized optimal strategies for bidding in simultaneous auctions when prices

are known and complemented this analysis with an empirical comparison of different strategies. We identi-

fied that bidding decisions in TAC SCM can be modeled as a non-linear knapsack problem and proved the

asymptotic optimality of a greedy algorithm for solving a class of non-linear knapsack problems.
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Chapter 1

Introduction

In this thesis, we apply computer science techniques to try to solve a selection of problems that arise in

economics and electronic commerce. Roughly speaking, our contributions can be divided into two parts. In

the first part, we use a computational approach to find solutions to problems from economic theory. In the

second part, we design and implement agents for making complex decisions in various electronic commerce

domains. The thesis is organized into chapters most of whichare based on previously published joint work

with other authors. The title of each chapter has a footnote indicating the authors and, if applicable, the

original publication.

The first part of the thesis focuses on applying computer science techniques to problems in economics;

specifically, in mechanism design (Chapter 2) and game theory (Chapter 3). Mechanism design and game

theory are concerned with problems where multiple self-interested participants take actions to optimize utility

based on theincentivesprovided to them. The interplay between incentives and participants’ behavior is at

the core of the disciplines.

Computer science optimization problems, on the other hand,used to pay no attention to incentives. Most

classic computer science problems (e.g., knapsack, traveling salesman) are not concerned with multiple self-

interested agents. Instead, they are characterized by a single decision maker seeking to maximize an objective

function assuming all factors that affect the objective arenot influenced by the decisions being made.

In the last decade, computer scientists have become interested in economics. On the one hand, the concept

of incentives has been applied to computer science problems(e.g., shortest path problem on a graph where

edges report their weights [82]). On the other hand, computer scientists have searched for computationally-

efficient solutions to classic economics problems (e.g., computationally efficient VCG-like combinatorial

auctions [29]).

In this thesis, we employ computer science techniques to investigate economics problems in a different

way. The problem we study (in Chapter 2) is not a computer science problem but a problem from economic

theory, so we are not introducing incentives into a computerscience problem. Further, we are not concerned

with finding a more computationally efficient solution to this problem as the problem has never before been

solved. Instead, we apply computational techniques to solve an open problem in economic theory.

Specifically, in Chapter 2, we focus on designing a procedurefor allocating items among participants

1
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in the manner that maximizes the total utility of all participants. ThisAllocation Problemmay arise when

conference rooms are allocated among employees or a companywants to distribute a limited number of free

tickets to its employees. We approach this problem computationally: the solutions are discovered algorithmi-

cally rather than through mathematical derivations.

In Chapter 3, we address another problem from economics. There, we computationally study the problem

of finding Nash equilibria in auctions. While Nash equilibriaare known to exist, they can be described

analytically only for a very small class of auctions. We investigate when a computational procedure finds an

equilibrium in simple auctions for which no analytical characterization exists.

In the second part of the thesis we use computer science to automate decision making in various electronic

commerce domains. The termagentwill denote a piece of software that makes decisions autonomously. In

contrast to the game-theoretic focus of the first two chapters, our focus from now on will concern decision-

theoretic problems.

We begin with a problem in the domain of sponsored search. Sponsored search is a way for search

engines to monetize search activity and an opportunity for advertisers to provide highly targeted ads. For

example, when a person searches for a laptop on Google, the search results page displays relevant links along

with a few sponsored links(i.e., ads) usually located above and to the right of the (non-sponsored) search

results. Leading search engines sell ad space in auctions and provide advertisers with the ability to place

bids automatically. Large advertisers spend millions of dollars a year on sponsored search ads. The bidding

strategy has a tremendous effect on advertising cost and revenue. In Chapter 4, we design an effective strategy

for buying sponsored ads.

Making effective automated decisions in real-world domains requires a lot of learning and, inadvertently,

some trial and error. The errors are bound to be expensive if made in live systems. The Trading Agent

Competition (TAC) provides a cost-free venue for designingand evaluating automated strategies in certain

problem domains. In this thesis, we develop strategies for two TAC divisions. We automate supply chain

decisions in the context of the Supply Chain Management (SCM) division and study the problem of bidding

in simultaneous auctions in the Travel division.

A supply chain consists of three participants: suppliers, manufacturers, and consumers. Suppliers produce

raw materials that are sold to manufacturers who convert rawmaterials into finished products bought by

consumers. Supply chain management is concerned with coordination of raw material purchases and product

sales. Supply chain transactions add up to trillions of dollars a year. Historically, procurement agreements

have been based on personal contacts among manufacturers and suppliers. A limitation to this way of doing

business is that shopping for new contracts is relatively expensive as it requires personal negotiation. The

proliferation of information technology we have seen in thelast few decades is likely to change the way

supply chain transactions are made. In all likelihood, electronic marketplaces for procurement contracts

will soon become widespread providing manufacturers and suppliers with an easy and inexpensive way to

enter into agreements. A similar change has already taken place on the consumer side with more and more

purchases being made online rather than in bricks-and-mortar stores.

An electronic marketplace offers participants more options for buying and selling raw materials. Taking
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full advantage of the extra flexibility requires manufacturers to choose from a large number of possible pro-

curement contracts. Each desired raw material can be procured in various quantities and with various lead

times. In the presence of multiple suppliers providing the same raw material and interdependencies among

raw materials, choosing the best procurement contracts is adaunting task. The task is complicated even fur-

ther as the appropriate parameters of a procurement contract depend on demand for products as well as future

prices, both of which are uncertain. Computer science can provide algorithms that greatly improve human

decision making in the procurement domain.

Developing strategies for participating in an electronic marketplace is an interesting and important prob-

lem. However, because it is too expensive to experiment withreal contracts, automated agent development

has to be carried out in a simulated environment. Fortunately, TAC SCM provides such an environment for

the supply chain domain. TAC SCM participants design strategies for computer manufacturers that buy raw

materials from suppliers and sell assembled computers to customers. The effectiveness of a strategy is eval-

uated based on its performance relative to strategies of theother participants. Chapters 5, 6, and 7 discuss

solutions to some of the problems that arise when automatingsupply chain decisions. Chapter 5 addresses the

problem of choosing which products to manufacture (schedule for production) given limited factory capacity

and uncertain demand for products. Chapters 6 and 7 tackle a more difficult problem where sales decisions

are made in combination with scheduling decisions.

Another domain where we automate decision making is biddingin simultaneous auctions. The problem

of buying complementary and substitutable items from different sellers is common in the real world (eBay is

the most notable example). To illustrate the problem, consider a buyer interested in buying a cell phone and

a head set. The items are complementary; i.e., the buyer values the cell phone/head set package more than

the sum of the values of each item alone. Not being allowed to submit a single bid for the package, the buyer

needs to decide how to split the total value of the package into two separate bids. If the buyer bids too high

on both items, she risks spending more than the value of the package. If she places bids that are not high

enough, she risks winning only one of the items for the price above the value from having that item alone.

Strategies for bidding in simultaneous auctions are discussed in Chapter 8.

We continue investigation of bidding strategies in the Travel division of TAC. TAC Travel provides a

simulated market environment consisting of simultaneous and sequential auctions selling complementary

and substitutable items. We describe the details of the competition and the strategy of our winning agent in

Chapter 9.

A fundamental feature of most electronic commerce problemsis that decisions have to be made without

having accurate information about the future. Consider thecase of bidding in multiple auctions. Bids must be

submitted before closing prices of auctions are known. Indeed, closing prices cannot be known beforehand

as they are determined by the bids. However, optimal biddingdecisions depend on the bids submitted by the

other agents making it necessary for a successful agent to predict those bids as accurately as possible. The

predictions are inherently imperfect as the other agents donot make their bids known before submitting them

and their bids also depend on their predictions of the bids ofthe competitors. Robustness to imperfect pre-

dictions is a crucial feature of a successful agent. Chapter10 is devoted to an investigation of the robustness

of various strategies to imperfect prediction.
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Our contributions to automated decision making are both practical and theoretical. On the practical side,

the bidding strategy we designed for sponsored search auctions is currently being used by a large advertiser.

Our work on TAC Travel culminated in winning the competitionin 2006 (Chapter 9). Theoretically, we

characterized optimal strategies for bidding in simultaneous auctions when prices are known (Chapter 8) and

complemented that analysis with an empirical comparison ofdifferent strategies (Chapter 10). We proved the

asymptotic optimality of a greedy algorithm for solving a class of non-linear knapsack problems (Chapter 7).

In the realm of economics, we demonstrated that computational techniques can be used synergistically

with theoretical economics. Our results on a computationalsearch for Nash equilibria in auctions (Chapter 3)

are very preliminary, but point to potential avenues for further investigation. Our computational approach to

solving the Allocation Problem (Chapter 2) yielded solutions that greatly improved prior results. For a certain

case, we found a provably optimal solution. We plan to apply the algorithms used to solve the Allocation

Problem to other mechanism design problems with similar incentive structures. More generally, we believe

that a computational approach is a fruitful direction for solving a variety of economics problems.



Chapter 2

The Allocation Problem: Destroy to

Save1

We study the problem of how to allocatem identical items amongn > m agents, assuming each

agent desires exactly one item and has a private value for consuming it. We assume the items are

jointly owned by the agents, not by one uninformed center, soan auction cannot be used to solve

our problem. Instead, the agents who receive items compensate those who do not.

This problem has been studied by others recently, and their solutions have modified the classic

VCG mechanism. This approach guarantees strategy-proofness and allocative efficiency. Fur-

ther, in an auction setting, VCG guarantees budget balance,because payments are absorbed by

the auctioneer. In our setting, however, where payments areredistributed to the agents, some

money must be burned in order to retain strategy-proofness.

While strategy-proofness is necessary for truthful implementation, allocative efficiency (allocat-

ing them items to those that desire them most), is not always an appropriate goal in our setting.

Rather, we contend that maximizing social surplus is. In service of this goal, we study a class

of mechanisms that may burn not only money but destroy items as well. Our key finding is that

destroying items can save money, and hence lead to greater social surplus.

More specifically, our first observation is that a mechanism is strategy-proof iff it admits a thresh-

old representation. Given this observation, we restrict attention to specific threshold and payment

functions for which we can numerically solve for an optimal mechanism. Whereas the worst-

case ratio of the realized social surplus to the maximum possible is close to 1 whenm = 1 and 0

whenm = n − 1 under the VCG mechanism, the best mechanism we find coincideswith VCG

whenm = 1 but has a ratio approaching 1 whenm = n − 1 asn increases.

1Based on [28].

5
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2.1 Introduction

Suppose six roommates jointly own a car that seats five people. They decide to take a weekend trip to the

countryside. While they all would like to go, there is not roomfor all of them. Some really need the fresh

country air while others would not mind staying home. The roommates don’t necessarily know one another’s

desires, but each of them knows her own true value of getting out of the city. How should they decide who

gets to go?

More generally, we study a class of resource allocation problems, in whichn agents commonly own

m < n identical items that they wish to distribute among themselves, assuming each agent wants exactly one

item, and has avalue for that item which is known to her alone. As further examples, one could think of

the allocation of free tickets for a sport event among club members, or seats on an overbooked plane. This

kind of problem is often discussed in the literature on social choice where the goal is fairness, often under

the assumption that the agents’ values are commonly known. Yet this assumption is rarely satisfied, and self-

interested agents will misreport their private values if doing so would be profitable. This is why our primary

focus is incentives, instead of fairness.

Significant progress has been made in the field of mechanism design on the general topic of incentives

since the seventies. Most research efforts have been devoted to understanding what is achievable in the

presence of informational constraints (e.g., revelation principles in mechanism design). Professors Hurwicz,

Maskin and Myerson received the 2007 Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred

Nobel for their groundbreaking contributions in this direction. Much less is known, however, about how to

select a mechanism that is socially optimal, among those that are incentive compatible. In other words, the

extension of social choice theory to problems characterized by asymmetric information remains an important

avenue of further exploration.

In this work we will focus onstrategy-proofmechanisms, which require that it is a dominant strategy for

each agent to report her value truthfully. This requirementis less permissive, but more robust than Bayesian

implementation. In particular, agents are more likely to play a dominant strategy than a strategy that is optimal

only when other agents play their part of the truthful equilibrium. Perhaps even more importantly, dominant-

strategy implementation does not require any assumptions about the distribution of the agents’ values (or

their beliefs), nor their attitude towards risk.

As for measuring the appeal of various strategy-proof mechanisms, we will apply a worst-case measure.

More specifically, if one fixes the agents’ profile of values, one can compute the ratio of the total social surplus

realized by the mechanism over the maximal total social surplus that could be achieved, should these values

be publicly known. Since these values are not known, nor is their probabilistic distribution, the appeal of a

strategy-proof mechanism will be measured by the minimum ofthis ratio over all possible value profiles. We

call this ratio asocial surplus index, and we use it to determine a mechanism’s worst-case (i.e., guaranteed)

level of social surplus: reaching a levelα ∈ [0, 1] means that a mechanism realizes at least a proportionα of

the maximal social surplus foreverypossible profile of the agents’ values.

We assume that the agents can make monetary payments, and further that they havequasi-linearutilities.

Our problem is different from those studied in auction theory. There, any monetary payments go to the

auctioneer, who is usually assumed to have no private information. The presence of such “residual claimants”
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makes it easy to achieve budget balance. In our problem, however, the objective is to redistribute as much as

possible of the payments among the agents themselves without negatively impacting the incentives (agents

may have an incentive to misreport their values to receive higher compensation).

In addition to strategy-proofness, we also impose the following natural constraints 1)feasibility: no more

thanm items can be allocated, and monetary deficits are not allowed(i.e., no external subsidy), 2)individual

rationality: each agent’s total utility is nonnegative, and 3)anonymity: the allocation and payment decision

applied to each agent does not depend on her identity. The question we are interested in can now be stated

formally:

Find a mechanism that maximizes the worst-case social surplus index among all those that are

strategy-proof, feasible, individually rational, and anonymous.

Recently, two sets of authors (Moulin [78] and Guo/Conitzer[49]) solved the above question under the

additional assumption that the items be allocated to them agents who value them most, at each possible

profile of values. Both their solutions (derived independently) involved a class of mechanisms called VCG2

mechanisms, which has received special attention in the economic literature because they admit a simple

functional form (cf. Green and Laffont’s [41] characterization). Using a VCG mechanism guarantees an

efficient allocation of them items available, but not necessarily a good level of overallefficiency (as measured

for instance by the worst-case social surplus index), because allocative efficiency may come at the cost of

“burning” quite a bit of money to meet the incentive constraints (whenm ≥ 2). So it may be better, in terms

of overall efficiency, to destroy some items in order to save money. Indeed it is. It is not difficult to check that

it is impossible to guarantee a strictly positive ratio using a VCG mechanism whenm = n − 1. On the other

hand, applying the best VCG mechanism after destroying one item would secure a strictly positive ratio.

Still, applying a VCG mechanism after destroying some fixed number of items is not the best strategy for

optimizing overall efficiency. As a first step towards solving the general question, we offer a characterization

of all strategy-proof mechanisms in terms ofthreshold mechanisms: i.e., an agent receives an item if and only

if her reported value is larger than a threshold valuethat may depend on other agents’ reports.3 Although we

don’t believe that this result has been stated explicitly inpapers discussing the very same model as ours, it is

reminiscent of previous characterizations of VCG mechanisms (see, e.g., Green and Laffont [41]) and other

strategy-proof mechanisms in related models ([40]).

Though helpful in understanding the question, this characterization result does not immediately allow

us to solve it, because the feasibility and individual rationality constraints are nontrivial. The allocation

function of the VCG mechanism is constant once the agents’ values are ordered decreasingly (the agents with

them highest values receive the items). In that context Guo and Conitzer [49] and Moulin [78] manage to

find the optimal payment function. The allocation function of the more general mechanisms that we study

is not constant making the search for the optimal mechanism more difficult. We haven’t found yet a way of

solving the general question. But we have managed to identify specific classes of threshold and compensation

2VCG stands for Vickrey, Clarke, and Groves, who independently defined and studied some of these mechanisms in various contexts.
3This is a key distinction between our work and [50], where destroying the same number of items regardless of reported values was
considered.
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functions that allow us to partition the set of value profilesinto regions for which the resulting constrained

optimization problem is linear in values. We then solve thisLP problem numerically.

Our approach is designed to achieve the right balance between tractability, and showing that one can ob-

tain a significant improvement of overall efficiency if one does not rely on the technical convenience of VCG

mechanisms. Perhaps most striking is the case wherem = n− 1. As already pointed out, VCG mechanisms

cannot guarantee any strictly positive ratio in this case. Further, applying the best VCG mechanism after

destroying a fixed number of items does not guarantee a ratio larger than1/2 (see numerical computations in

Guo and Conitzer [50]). Our method of “contingent destruction” will identify a mechanism that guarantees a

ratio1 − 2
n2−n , which rapidly approaches1 asn increases.

We conclude this introduction by discussing some related literature. Enhancing VCG mechanisms with

payment redistribution has been studied in various settings. Bailey [8] proposes a way to redistribute some

of the VCG tax in a public good domain. Cavallo [22] designs a redistribution mechanism for single-item

allocation problems, and provides a characterization of redistribution mechanisms for more general allocation

problems. As already mentioned, Guo and Conitzer [49] and Moulin [78] independently discover the optimal

VCG redistribution mechanism for the allocation domain studied here. In [51], Guo and Conitzer derive

a linear redistribution VCG mechanism to maximize the expected social surplus when the distribution of

agents’ values is known. Porter et al. [91] study the problemof allocating undesirable goods (e.g., tasks) to

agents in a fair manner.

Most related to our work is the work of Guo and Conitzer [50]. Starting from the same observation

as ours that applying a VCG mechanism after destroying a fixednumber of items may increase the worst-

case social surplus index, they study mechanisms where the number of items destroyed may be a random

variable. Introducing lotteries implies that one must takeinto account the agents’ attitude towards risk. Guo

and Conitzer’s analysis requires the agents to be risk neutral. Also, the feasibility and individual rationality

constraints hold only in expectation. Perhaps most importantly, the lottery that determines how many items

to destroy does not vary with the players’ reports. The key insight we offer in the present work is that one can

improve upon the optimal VCG redistribution mechanism without using lotteries, if one appliescontingent

destructionrules. If one is willing to use lotteries, then it may be of interest to combine the insights from our

two papers, making Guo and Conitzer’s random variables varywith reported values.

Other directions have also been followed when allowing for lotteries. Faltings [34], for instance, proposes

a mechanism that picks an agent at random, and makes him the recipient of the VCG payments. The mecha-

nism, which applies to domains more general than our allocation domain, achieves budget balance. However,

if one applies this mechanism to our allocation domain, one sees that the resulting allocation is not efficient

(unless the chosen recipient happens to value the item less than those who are allocated an item).

This chapter unfolds as follows. Section 2.2 formally states the problem we are studying. We characterize

strategy-proof mechanisms for the allocation domain in Section 2.3. A computational method of searching

for an optimal mechanism in a restricted setting is proposedin Section 2.4. Numerical results in this setting

are presented in Section 2.5.
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2.2 Definitions

An allocation problemis a triple 〈n,m, v〉, wheren is the number of agents,m < n is the number of

(identical) items available to allocate, andv ∈ R
n
+ represents the agents’ satisfaction from consuming one

item (agents do not care for consuming multiple units). We restrict attention to value profilesv such that

v1 ≥ v2 ≥ . . . ≥ vn ≥ 0. This is without loss of generality since our problem involves only anonymous

mechanisms. Monetary compensations are possible, and utilities are quasi-linear. The space of possible

values is thenV = {v ∈ R
n
+ | v1 ≥ v2 ≥ . . . ≥ vn ≥ 0}. An allocation is a pair(a, t) ∈ {0, 1}n × R

n,

whereai = 1 if and only if agenti gets one item, andti represents the amount of money that agenti receives

(this number can be negative, of course, in which case agenti pays that amount). Hence, the total utility of

agenti when implementing the allocation(a, t) is aivi + ti, if her value for the item isvi. A mechanismis

a pair of functionsf : R
n
+ → {0, 1}n andt : R

n
+ → R

n. Thus, it determines an allocation for each possible

report from the agents regarding their value for the item. The vectorv−i ∈ R
n−1 denotes values of the agents

other than agenti and the vectorv can be written as(vi, v−i). We focus on mechanisms that satisfy the

following constraints:

• Feasibility: no more thanm items should be allocated, and the sum of payments to the agents should

be less than or equal to zero, for all value vectorsv. In other words,
n∑

i=1

fi(v) ≤ m and
n∑

i=1

ti(v) ≤ 0 ∀v ∈ V

• Strategy-proofness: It is a dominant strategy for each agent to report her value truthfully. Formally,

∀v ∈ V, i, v′i

fi(vi, v−i)vi + ti(vi, v−i) ≥ fi(v
′
i, v−i)vi + ti(v

′
i, v−i)

• Individual Rationality: It is in each agent’s interest to participate in the mechanism, for all value vectors

v, i.e.

fi(v)vi + ti(v) ≥ 0 ∀v ∈ V, i

We now define the index that we will use to measure the overall efficiency of a mechanism(f, t) that is

implemented truthfully (an equivalent index was used in [78, 49, 50]). If the true value vector isv, then the

(utilitarian) surplus realized by the mechanism is equal to
∑n

i=1[vifi(v) + ti(v)]. This absolute number is

less interesting than knowing how far it is from the first-best solution, i.e. the maximal surplus one could

achieve if the agents’ values were known. In order to have an index that is unit-free (i.e. homogenous

of degree zero), it is natural to consider a ratio. Finally, since the agents’ values are not known, nor their

probabilistic distribution, it is natural to consider the worst-case index. To summarize, the index that we will

use to measure the performance of a mechanism(f, t) that is truthfully implemented is given by the following

number:

min
v∈V

∑n
i=1[fi(v)vi + ti(v)]

maxa∈F(m)

∑n
i=1 aivi

,
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whereF(m) = {a ∈ {0, 1}n|
∑n

i=1 ai ≤ m}. Finding a mechanism whose index isα means that a

proportionα of the maximal total surplus is achieved,independentlyof what the true values are. Following

the conventionv1 ≥ v2 ≥ . . . ≥ vn ≥ 0, the denominator becomes
∑m

i=1 vi and we write the index as

min
v∈V

∑n
i=1[fi(v)vi + ti(v)]

∑m
i=1 vi

The formal content of the question stated in the Introduction can thus be summarized by the following

optimization problem:

max
(f,t)

min
v∈V

∑n
i=1[fi(v)vi + ti(v)]

∑m
i=1 vi

(2.1)

n∑

i=1

fi(v) ≤ m ∀v ∈ V (2.2)

n∑

i=1

ti(v) ≤ 0 ∀v ∈ V (2.3)

fi(vi, v−i)vi + ti(vi, v−i) ≥ fi(v
′
i, v−i)vi + ti(v

′
i, v−i) ∀v ∈ V, i, v′i (2.4)

fi(v)vi + ti(v) ≥ 0 ∀v ∈ V, i (2.5)

2.3 A Characterization of Strategy-Proofness: the Threshold Mecha-

nisms

The allocation domain places strong restrictions on value functions of the agents. Specifically, an agent’s

value is zero in all outcomes where the agent is not allocatedan item and the private valuevi > 0 in all

outcomes where the agent is allocated an item. We use this restriction on the values to characterize strategy-

proof mechanisms in the following proposition.4

Proposition 1 An allocation mechanism(f, t) is strategy-proof if and only if it is a “threshold mechanism,”

meaning that, for eachi = 1, . . . , n, there exist a threshold functionτi : R
n−1
+ → R ∪ {∞} and a compen-

sation functionci : R
n−1
+ → R such that







fi(v) = 1 andti(v) = ci(v−i) − τi(v−i) if vi ≥ τi(v−i)

fi(v) = 0 andti(v) = ci(v−i) if vi < τi(v−i),

or






fi(v) = 1 andti(v) = ci(v−i) − τi(v−i) if vi > τi(v−i)

fi(v) = 0 andti(v) = ci(v−i) if vi ≤ τi(v−i).

4We thank Yves Sprumont for pointing out this simple result to us.
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Remark The threshold mechanisms are easy to interpret. Each agent faces a personalized price (the thresh-

old) that is determined by the reports of the other agents. She gets the good if and only if her reported value

is (strictly) larger than this price, and must pay it in exchange. The collected money can be redistributed to

some extent to the agents via the compensation function. TheVCG mechanisms form a special case, where

i’s threshold is themth largest component ofv−i.

Proof The sufficient condition is straightforward to check. So we provide an argument only for the necessary

part. Fixi and the reportsv−i from the other agents. Strategy-proofness implies that

fi(v) = fi(v
′
i, v−i) ⇒ ti(v) = ti(v

′
i, v−i), (2.6)

for all vi, v
′
i. It is easy to write(f, t) as a threshold mechanism iffi(v) = 0, for all vi, or fi(v) = 1, for all

vi. Suppose thus that there existsvi, v
′
i such thatfi(v) = 1 andfi(v

′
i, v−i) = 0. For any such pair, strategy-

proofness implies thatvi + ti(v) ≥ ti(v
′
i, v−i) ≥ v′

i + ti(v). Hencevi ≥ v′
i. The space of agent’s values

vi ∈ R+ can be partitioned in two intervals based on the mapping to eitherfi(vi, v−i) = 0 or fi(vi, v−i) = 1:

there exists a threshold, denotedτi(v−i), such thatfi(v) = 1 if and only if vi ≥ τ(v−i) (or fi(v) = 1 if

and only if vi > τ(v−i)). Given (2.6), lett1i (v−i) (resp. t0i (v−i)) be the payment made byi when she

receives (resp. does not receive) the item. Strategy-proofness implies thatτ(v−i) + ǫ + t1i (v−i) ≥ t0i (v−i) ≥

τ(v−i) − ǫ + t1i (v−i), for eachǫ > 0. Makingǫ tend to zero, we conclude thatt1i (v−i) = t0i (v−i) − τ(v−i),

and the result follows by takingc = t0i .

If we add anonymity to strategy-proofness in Proposition 1,the mechanism will change only in dropping

indexesi from τ andc. For notational convenience from now on we will restrict ourattention to generic

profilesv where all components are distinct. This restriction is introduced without loss of generality as we

can extend the mechanism to all value profiles (including vectors with equal components) by using uniform

lotteries5 to break ties, as is usually done in papers on auctions.

This characterization of strategy-proofness is reminiscent of other well-known results for VCG and other

more general strategy-proof mechanisms (see [77, 73]). A result similar to Proposition 1 appears in [40] in a

slightly different context.

We restrict our attention to the first class of mechanisms identified in Proposition 1 (the one withvi ≥

τi(v−i)) and restate the constrained optimization problem (2.1)-(2.4) using the threshold characterization:

The first constraint is the feasibility constraint with respect to the items being allocated, while the second

constraint is the feasibility constraint with respect to money (the sum of all compensations or rebates should

be no more than the sum of the money collected from the agents that get an item). The third constraint is the

individual rationality constraint (remember that an agent’s value must be larger than the threshold when she

gets an item, and so the IR constraint is trivially satisfied for her as well).

5Suppose for instance that agenti should receive an item, and that more thanm other agents have the same value asi. Anonymity
would then come in conflict with feasibility. A uniform lottery will then be used to determine which subset of agents will receive
the item, among all those that have the same value. Even so, the way agents react to risk is irrelevant because all the outcomes of the
lottery are equivalent in terms of utility. Specifically, thelottery is between receiving the item worthvi at the pricepi and receiving
compensationci such thatci = vi − pi.
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For the allocation problem withm items andn agents

1. Choosek andp to select a threshold function satisfying Assumption 1

2. For each such threshold functionτkp

(a) find the optimal compensation functionckp that satisfies Assumption 2

3. Choose the mechanism(τkp, ckp) that obtains the highest percentage of the optimal utility

Figure 2.2: Algorithm for finding an approximate solution tothe mechanism design problem

• i ∈ {(p + 1) . . . m}

if vi ≥ kvp: fi = 1

ti = −max(kvp, vm+1) +







av−i if kvp ≥ vm+1

bv−i otherwise

otherwise: fi = 0, ti =







av−i if kvp ≥ vm+1

bv−i otherwise

• i ∈ {(m + 1) . . . n} : fi = 0, ti =







av−i if kvp ≥ vm

bv−i otherwise

By the definition of the threshold functionτ = max(kvp
−i, v

m
−i), there arem− p + 1 possible allocations

(the firstp agents get the items, the firstp + 1 agents get the items, . . . , the firstm agents get the items)

determined by the position ofkvp amongvp . . . vm. The compensation functionc is resolved to one of the

two linear functions(av−i or bv−i) when the position ofkvp relative tovm andvm+1 and the position of

kvp+1 relative tovm+1 are determined. Each region below is defined to have a constant number of allocated

items and a linear compensation function (i.e., resolved toeitherav−i or bv−i).

∀j ∈ {p . . . m}, j′ ∈ {max(p + 1, j) . . . m}

Vj,j′ = {v ∈ V |v1 ≥ . . . ≥ vp ≥ . . . ≥ vj ≥ kvp ≥ vj+1 ≥

. . . ≥ vj′ ≥ kvp+1 ≥ vj′+1 ≥ . . . ≥ vm ≥ . . . ≥ vn}

∀j ∈ {p . . . m}

Vj,m+1 = {v ∈ V |v1 ≥ . . . ≥ vp ≥ . . . ≥ vj ≥ kvp ≥ vj+1 ≥

. . . ≥ vm ≥ . . . ≥ vn AND vm+1 ≥ kvp+1}

Vm+1,m+1 =

{v ∈ V |v1 ≥ . . . ≥ vn AND vm+1 ≥ kvp AND vm+1 ≥ kvp+1}

The collection of regions above partitions the space{v ∈ V | v1 ≥ v2 ≥ . . . ≥ vn ≥ 0}. We group constraints

by the regions and state the optimization problem in Figure 2.3. Notice that on each region the constraints are
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of the formdv ≥ 0 for somed ∈ R
n, which means that they are satisfied atλv (∀λ > 0) as soon as they are

satisfied atv. Hence we can assume without loss of generality thatv1 = 1 and focus on polytopes of vectors

(v2, . . . , vn) ∈ R
n−1 characterized by(n + 2) inequalities:

1 ≥ v2

v2 ≥ v3

. . .

vj ≥ kvp

kvp ≥ vj+1

. . .

vj′ ≥ kvp+1

kvp+1 ≥ vj′+1

. . .

vn−1 ≥ vn

vn ≥ 0

Extreme points of these polytopes have the property thatn − 1 of these inequalities are binding. It is

easy to check that this is possible only is the variablesv2, . . . , vn take the values1, k, k2, 0. Therefore all

of the extreme points are of the form(1, . . . , 1, k, . . . , k, k2 . . . , k2, 0 . . . , 0). Making sure the constraints

hold on all such vectors guarantees that the constraints hold everywhere onVj,j′ . Now the linear program in

Figure 2.3 can be stated with a finite number of constraints.

Example As an example consider the allocation problem withn = 3, m = 2 and the threshold function with

k = .5, p = 1: τ = max(.5v1
−i, v

2
−i). The threshold function for agent1 is max(.5v2, v3) < v1. So agent

1 is always allocated an item. The threshold for agent2 is max(.5v1, v3). Agent2 is allocated an item only

whenv2 > .5v1. Agent3 is never allocated an item as the threshold for agent3 is max(.5v1, v2) > v3.

The compensation function is linear when in addition to the allocation the position of.5v1 and .5v2

relative tov3 is determined. Takingv1 = 1 we can represent this on a 2-dimensional graph (Figure 2.4).

The space is divided into 5 regions, with each region having alinear compensation function and a fixed

allocation. To make sure the constraints hold for all{v ∈ V | v1 ≥ v2 ≥ v3}, we just need to enforce each

region’s constraints on its extreme points. For example, the extreme points of the right bottom region after

addingv1 = 1 as the first component are (1,.5,0), (1,.5,.25), (1,1,.5), (1,1,0).

2.5 Results

We find mechanisms for different values ofn andm using the computational approach described in Fig-

ure 2.2. The class of threshold functions we consider is given by all pairs(k, p) wherek takes values in

{0, .025, .05, . . . , .975} andp in {1, 2, . . . ,m − 1}. We used CPLEX 11.2.0 as a linear program solver.
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max
a,b∈Rn−1,r∈R

r

∀j ∈ {p . . . m}, j′ ∈ {max(p + 1, j) . . . m}, v ∈ Vj,j′

j
X

i=1

vi −

p
X

i=1

kvp+1 −

j
X

i=p+1

kvp +

n
X

i=1

c(v−i; a, b) ≥ r
m
X

i=1

vi

n
X

i=1

c(v−i; a, b) ≤

p
X

i=1

kvp+1 +

j
X

i=p+1

kvp

c(v−i; a, b) ≥ 0 ∀i

∀j ∈ {p . . . m}, ∀v ∈ Vj,m+1

j
X

i=1

vi −

p
X

i=1

vm+1 −

j
X

i=p+1

kvp +

n
X

i=1

c(v−i; a, b) ≥ r
m
X

i=1

vi

n
X

i=1

c(v−i; a, b) ≤

p
X

i=1

vm+1 +

j
X

i=p+1

kvp

c(v−i; a, b) ≥ 0 ∀i

∀v ∈ Vm+1,m+1

m
X

i=1

vi −
m
X

i=1

vm+1 +

n
X

i=1

c(v−i; a, b) ≥ r
m
X

i=1

vi

n
X

i=1

c(v−i; a, b) ≤
m
X

i=1

vm+1

c(v−i; a, b) ≥ 0 ∀i

Figure 2.3: Linear program with constraints grouped by regionsVj,j′ .

Figure 2.5 illustrates the results we generate for each setting of n, m, andp. The value for the parameter

k is varied along the horizontal axis. For each value ofk, the corresponding threshold function isτ =

max(kvp
−i, v

m
−i), and we can solve the linear program in Figure 2.3 to find an optimal compensation function

ckp. The ratio for each mechanism(τkp, ckp) is plotted for the correspondingk value. We refer to the resulting

graph as theperformance curve. We scan the values ofk for the one that has the highest ratio. In Figure 2.5,

the best ratio is fork = .20. Notice that the shape of the curve suggests that there is only one peak. We try

other values ofk around.175 to find the peak atk = 1
6 . In all of our results we noticed that the performance

curve as a function ofk is single-peaked.

The threshold function withk = 0 corresponds to the efficient allocation function and the mechanism we

find for k = 0 is the best VCG mechanism. The ratio of the best VCG mechanismappears atk = 0 and as

argued before is zero whenn = m + 1.

For any fixed values ofn andm we found that a mechanism withp set tom−1 achieves the highest ratio.

This setting ofp means that at most one item is destroyed. This result is consistent with the one obtained

by Guo and Conitzer [50] for randomized VCG mechanisms. Theyfind that the best mechanism randomizes

between destroying one item and not destroying any items. The performance curves for different values ofp

are shown in Figure 2.6. Notice that the highest ratio is obtained on the graph forp = m − 1 = 8 (k = .1).
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Figure 2.4:(v1 = 1) Regions where the number of allocated items remains constant and the compensation
function is linear for 3 agents and 2 items. Each region is labeled with the coefficients used in the compen-
sation function for each agent, e.g. (b,a,a) means that the compensation functions for agents 1,2, and 3 are
bv−1, av−2, andav−3 respectively. One item is allocated to the left of the vertical linev2 = k and two items
to the right.
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Figure 2.7: Performance of the mechanisms as a function of the number of items.

The mechanisms we find provide the most improvement when the number of items is close to the number

of agents. In the extreme case whenn = m + 1 our mechanism achieves the ratio of6 1 − 2
n2−n , while the

VCG mechanisms have the ratio of0. Our ratio becomes closer to the VCG ratio as the number of items

becomes smaller and approximately aroundm = n
2 the ratios and the mechanisms coincide. Figure 2.7

shows this trend for10 agents and varying number of items.

In our threshold algorithm the parameterp is set tom − 1 allocating at leastm − 1 items. Also plotted

are the ratios achieved by the best VCG mechanism as well as the ratio achieved by the mechanism that first

destroys a fixed number of items and then applies an optimal VCG mechanism (see deterministic burning

mechanism in [50]). All mechanisms coincide when the numberof items is4 or fewer.

We now illustrate the kind of mechanisms we find. Recall the problem where six roommates (i.e., agents)

need to distribute five seats in the car (i.e., items). For sixagents and five items our mechanism is given by

the following parameters:k = 1
6 , p = 4, a = (0, 0, 0, 0, 0), b = (0, 0, 0,− 1

6 , 1). Under the mechanism,

the first 4 roommates always go and each of them pays1
6v5. Allocation and payment for agents 5 and 6 is

determined as follows:

• if v5 ≥ 1
6v4

– roommate 5 goes and pays1
6v4

– roommate 6 does not go and gets(v5 −
1
6v4)

• if v5 < 1
6v4

– roommate 5 does not go and gets0

– roommate 6 does not go and gets0

6It is not difficult to check that this ratio is achieved by the following mechanism that meets the requirements of strategy-proofness,
feasibility and anonymity:τ(v−i) = max( 1

n
vm−1
−i , vm

−i) and the coefficientsa = (0, . . . , 0) andb = (0, . . . ,− 1
n

, 1)
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2.6 An Upper Bound

In previous sections, we described a computational approach for finding the best mechanism from the class

of mechanisms satisfying certain simplifying assumptionson the payment and threshold functions. A natural

question to ask is how much worse are the mechanisms we find compared to an optimal mechanism that is

not restricted by any assumptions. Although, we do not know the ratio of the optimal mechanism, we can

find an upper bound on the ratio.

Recall the problem of finding the best mechanism in Figure 2.1. The problem is difficult because opti-

mization is over arbitrary functions and there is an infinitenumber of constraints: the constraints must hold

for eachv ∈ V . Consider enforcing the constraints only on a finite subset of points V̂ ⊂ V . The ratio

achieved by an optimal solution to the problem with only a subset of constraints enforced is at least as high as

the ratio achieved by an optimal solution when all constraints are enforced, thus providing an upper bound.

Checking constraints on a finite set of value profilesV̂ involves a finite the set of compensations and

thresholds. For example, if̂V = {v∗, v′} with v∗ = (x∗, y∗, z∗) andv′ = (x′, y′, z′), then we only need to

know the values ofc andτ at (y∗, z∗), (x∗, z∗), (x∗, y∗), (y′, z′), (x′, z′), and(x′, y′). An upper bound can

be found by solving the optimization problem where values ofthe threshold and compensation functions are

given by the variablesτv−i
andcv−i

for all relevantv−i.

We cannot solve the problem even with a finite number of constraints because some of the constraints

are nonlinear. To see why this is the case, consider an example with 3 agents. The value of the variableτxz

determines whether or not the last term is present in the feasibility constraint for the value profile(x, y, z)

cyz + cxz + cxy − τyz − τxz1{y≥τxz} ≤ 0

However, if the allocation is determined for all value profilesv ∈ V̂ , then the optimization problem is

linear and can be solved using linear programming. For instance, the feasibility constraint for the profile

(x, y, z) is linear when agents 1 and 2 are allocated

cyz + cxz + cxy − τyz − τxz ≤ 0

There are multiple threshold values that support a given allocation. While choosing an allocation does not

determine the values of the threshold variables, it does place restrictions on the values the thresholds can

take. For instance, allocating to agents 1 and 2 when values of the agents are(x, y, z) means that the values

of agents 1 and 2 are above the corresponding threshold, but the value of agent 3 is below:

x ≥ τyz

y ≥ τxz

z ≤ τxy

Before we proceed, we assume that the mechanisms we considersatisfy a natural property: the ratio

achieved by a mechanism does not depend on units in which utility is measured. For example, the ratio

remains the same when we change the units from dollars to pounds. In other words, the ratio must be

homogeneous of degree 0. This is achieved when the thresholdand compensation functions are homogenous

of degree 1.
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Figure 2.8: Upper Bounds

In the next section we derive an upper bound for the simplest non-trivial problem: the problem with three

agents and two items.

2.6.1 An Upper Bound for Three Agents and Two Items

In a problem with two items, either one or two items must be allocated for any profile of values to achieve

a non-zero ratio. First, we characterize how the ratio is affected if one item is allocated when the profile of

values is(1, k, x). The maximum social surplus of1 + k is achieved when agents 1 and 2 are allocated and

no money is burnt. If only one item is allocated, the highest social surplus is 1. It is achieved when the item

is allocated to agent 1 and no money is burnt. The corresponding percentage of the social surplus achieved

is 1
1+k . Since the percentage is at most11+k for the profile we considered, the (worst-case) ratio is alsoat

most 1
1+k . In other words, 1

1+k is an upper bound on the ratio when one item is allocated for a value profile

(1, k, ·). A graph of the upper bound as a function of the value of the second agent appears in Figure 2.8(a).

The value of the upper bound atk = 1
3 is .75; i.e., the ratio is at most .75 if one item is allocated for any

value profile(1, 1
3 , x) s.t. x ≤ 1

3 . The value of the upper bound atk = 1 is .5; i.e., the ratio is at most .5

if one item is allocated for any value profile(1, 1, x) s.t. x ≤ 1. Allocating one item when the value of the

second agent is above13 results in an upper bound below.75. Therefore, a mechanism that achieves a ratio

above.75 must allocate two items whenever the value of the second agent is above1
3 . More generally, if a

mechanism achieves the ratio above11+k , it must allocate two items for all value profiles withv2 ≥ k. Next,

we compute an upper bound on the ratio that can be achieved when two items are allocated for all such value

profiles.

Knowing the number of items allocated does not tell us which agents get the items. It seems natural that

the agents with highest values should be allocated. It is indeed the case for the problem with three agents and

two items as we show in the Appendix. Therefore, in the case considered here, the allocation is determined

for all value profiles withv2 ≥ k. As we argued earlier, the optimization problem posed in Figure 2.1 can be
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viewed as a linear program when the allocation is determinedfor all value profiles. To make the number of

variable and constraints finite, we restrict attention to a finite subset of value profiles for which two items are

allocated. In particular we pick the profiles where the valueof each agent is1, k, or 0; i.e., we only consider

the value profiles(1, 1, 1), (1, 1, k), (1, 1, 0), (1, k, k), and(1, k, 0). Note that(1, 0, 0) is not included as

v2 = 0 < k and, therefore, only one item is allocated. The optimization problem in Figure 2.1 becomes a

linear problem with the variablesτ11, τ1k, τ10, τkk, τk0, c11, c1k, c10, ckk, ck0. We solve the linear program

for each value ofk and plot the resulting upper bound in Figure 2.8(b).

The value of the upper bound atk = 1
3 is .75 telling us that the ratio is upper bounded by.75 if we

allocated two itemsfor all profiles withv2 ≥ 1
k . But we also know that, if one item is allocatedfor anyof

those profiles the ratio is below.75. Therefore, no matter how we allocate the items, the highestratio we can

hope for is.75. In the next section, we find a mechanism that achieves this ratio.

2.7 Optimal Solution for Three Agents and Two Items

In this section, we describe a mechanism with the ratio of.75. The ratio is the same as the upper bound

meaning that the mechanism is optimal and the upper bound is tight. Exact details of our search for the best

mechanism may not be very interesting, so instead we providea high level description of how the mechanism

was discovered.

The search for a better mechanism was guided by upper bounds computations. First, we calculated an

upper bound for mechanisms that use a threshold function satisfying Assumption 1 but make no assumptions

on the compensation function. The values of the compensation variables in the upper bound computation

helped us understand how to relax Assumption 2 until the ratio achieved coincided with the upper bound.

This required going from 2 sets of linear coefficients allowed by Assumption 2 to 3 sets.

Making further progress involved relaxing the assumption about the threshold function. An illustration

of the threshold function satisfying Assumption 1 may be helpful here. A threshold function satisfying

Assumption 1 defines allocation regions along a vertical line atv2 = k as shown in Figure 2.9(a). We noticed

that allocating two items for the value profile(1, k, 0) and keeping other allocation decisions consistent with

the threshold function resulted in the upper bound of.75. The observation helped us find a threshold function

that supports the upper bound of.75. Allocation regions for the new threshold are shown in Figure 2.9(b).

Notice that two items are allocated for(1, k, 0).

A threshold function similar to the one illustrated in Figure 2.9(b) and a payment function given by 3 sets

of linear coefficients constitute a mechanism that achievesthe ratio of .75. Formally, optimal threshold and

compensation functions are given by

τ(v−i) = max

(
1

4
(v1

−i + v2
−i), v

2
−i

)

c(v−i) =







2
32v2

−i if 1
9v1

−i ≥ v2
−i

10
32v1

−i + 11
32v2

−i if 1
3v1

−i ≥ v2
−i ≥

1
9v1

−i

4
32v1

−i + 20
32v2

−i otherwise
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(b) Threshold needed to achieve the upper bound of.75.

Figure 2.9:(v1 = 1) Allocation Regions

In fact, there are multiple optimal threshold and compensation functions. The ones we presented here were

chosen based on the simplicity of the coefficients.

The regions where compensation is linear and allocation is fixed are shown in Figure 2.10. There are 16

regions, 11 more than in Figure 2.4.

2.8 Conclusion

We developed a practical methodology that improves upon previous contributions which were restricting

attention to VCG mechanisms for technical convenience. Motivated by our characterization of strategy-

proofness in terms of threshold and compensation functions(see Proposition 1), we imposed some restrictions

on those functions which guarantee that the optimization problem can be solved via linear programming

techniques. The key observation for this simplification is that linear inequalities hold at all points in a polytope

if and only if they hold at its extreme points. Though it is possible that more intricate mechanisms would

achieve an even greater social surplus, we observed that ourapproach already significantly improves upon the

previous VCG analysis. The reason is that the combination ofallocative efficiency, a characteristic feature of

VCG mechanisms, and strategy-proofness may come at the costof “burning” a lot of money. This insight is

likely to prove helpful in other contexts as well.

The most striking illustration of the benefits of our approach in our problem is the allocation ofn−1 items

amongn agents. No redistribution of VCG payments is possible in that case, and for some value profiles the

amount of VCG payments is as high as the sum of then− 1 highest values. We find that destroying one item

for some profiles of values significantly reduces the amount of payments. For example, the mechanism that

destroys one item if the(n − 1)th highest value is less than1n of the(n − 2)th highest value guarantees that

the amount of payment is less than2n2−n of the sum ofn − 1 highest values.

Finding the solution to the general optimization problem (2.1) remains an important open question. Tak-

ing a step in that direction, we found an optimal solution forthe problem with three agents and two items. This
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Figure 2.10:(v1 = 1) Regions where the number of allocated items remains constant and the compensation
function is linear for three agents and two items. Each region is labeled with the coefficients used in the
compensation function for each agent, e.g. (b,a,c) means that the compensation functions for agents 1,2, and
3 arebv−1, av−2, andcv−3 respectively. One item is allocated to the left of the dashedline and two items to
the right.

was made possible by developing a technique for upper bounding the ratio of the best possible mechanism.

In the future, we plan to investigate more general allocation settings characterized by allocation of non-

identical items, agents desiring more than one item, agentswith utilities that depend on whether other agents

receive the items (externalities), and common-value models.
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2.10 Appendix

Lemma 1 In a mechanism that achieves a non-zero ratio in a problem with 3 agentsfi(v) = 1 implies that

fj(v) = 1 for all j < i and for allv.

Proof There are three possible ways to allocate an item to agenti without allocating an item to agentj < i:

allocate to agent 2 while not allocating to agent 1, allocateto agent 3 while not allocating to agent 1, allocate

to agent 3 while not allocating to agent 2.

We will use the fact that in a mechanism that achieves a non-zero ratio and is allocation feasibleτ(x, x) =

x. Supposeτ(x, x) 6= x and consider the value profile(x, x, x). If τ(x, x) > x, no items are allocated and

the ratio is zero. Ifτ(x, x) < x, three items are allocated and the mechanism is allocation infeasible.

Case 1: Let(x, y, z) denote the value profile where agent 2 is allocated but agent 1is not. A threshold
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supporting this allocation must satisfy:

τ(y, z) > x > y > τ(x, z)

Consider the value profile(y, y, z). Agents 1 and 2 are not allocated becauseτ(y, z) > x > y. Agent 3 is

not allocated becauseτ(y, y) = y > z. The ratio of the mechanism is zero.

Case 2: Let(x, y, z) denote the value profile where agent 3 is allocated but agent 1is not. A threshold

supporting this allocation must satisfy:

τ(y, z) > x > y > z > τ(x, y)

As in case 1, consider the value profile(y, y, z). Agents 1 and 2 are not allocated becauseτ(y, z) > x > y.

Agent 3 is not allocated becauseτ(y, y) = y > z. The ratio of the mechanism is zero.

Case 3: Let(x, y, z) denote the value profile where agent 3 is allocated but agent 2is not. A threshold

supporting this allocation must satisfy:

τ(x, z) > y > z > τ(x, y)

Consider the value profile(x, y, y). Agents 1 is allocated becauseτ(y, y) = y < x. Agents 2 and 3 are

allocated becauseτ(x, y) < z < y. The mechanism allocated 3 items and is therefore allocation infeasible.

We showed that forn = 3 a mechanism that allocates to agenti but does not allocate to agentj < i

either achieves zero ratio or is allocation infeasible. Therefore any allocation feasible mechanism achieving

non-zero ratio forn = 3 must allocate to agentj < i if agenti is allocated.



Chapter 3

Using Simultaneous Best Response to

Find Symmetric Bayes-Nash Equilibria

in Auctions1

Finding Nash and Bayes-Nash equilibria in games is a hard problem both analytically and com-

putationally. We restrict our attention to symmetric Bayes-Nash equilibria in auctions and pro-

pose a computational method that takes advantage of the symmetry of equilibria and structure of

auction games. The method is iterated best-response where all players move simultaneously. We

present experimental results for single unit first- and second-price auctions with discrete values

and bids. The case of discrete bids and values has not been well studied before.

3.1 Introduction

Bayes-Nash equilibria (BNE) have been derived analytically only for the simplest auction settings [64]. Such

settings include single-item first- and second-price auctions with continuous distributions of bidders’ values.2

However, very little research has been devoted to auctions with discrete bids and values. There is a general

game solver Gambit (http://gambit.sourceforge.net) which is the state-of-the-art solver for finite normal and

extensive form games. Reeves etal [92, 93] report that GAMBIT is only capable of solving relatively small

games (e.g., finding BNE in the first-price sealed bid auctionwith 9 types and 9 values take an hour).

We propose a fast iterated best-response algorithm that takes advantage of

• structure of payoffs in first and second-price auctions

• the symmetry of equilibria

1Based on [79].
2Some literature refers to values as types or signals.
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Experimental results in this chapter are for single auctionsettings and symmetrically distributed bidders’

values. In the future, we plan to search for equilibria in thesettings with multiple one-shot auctions where

bidders have combinatorial valuations.

3.1.1 Symmetric Pure Strategy BNE

BNE can be interpreted as NE of the game where player’s actions are strategies [85]. For example, consider

an auction with 2 symmetric bidders, the set of valuesV = {0, 2}, and the set of bidsB = {1, 2}. We can

represent the Bayesian game in the normal form where strategies represent actions, i.e., an action is a vector

of bids for each value:

1,1 2,1 1,2 2,2

1,1 *

2,1 *

1,2 *

2,2 *

Nash equilibria of the normal form representation of the game are the BNE of the corresponding Bayesian

game.

Symmetric pure strategies correpond to cells along the diagonal marked with ’*’. Thus, an exhaustive

search for a pure strategy symmetric BNE would check each cells along the diagonal. The number of sym-

metric pure strategy profiles is the same as the number of actions of a player in the normal form game - the

number of bids raised to the number of values|B||V |. Note that the number of symmetric strategies does not

depend on the number of players.

We can search the space of symmetric strategies usingsimultaneousbest response: starting from any cell

in the payoff matrix, we calculate the best response of a player and let all players choose the best-response

strategy. Because all players select the same best-response strategy, the payoff is on the diagonal.

3.2 Existence

The seminal paper by Nash [80] proves that finitesymmetricgames have asymmetricmixed strategy equi-

libria. However, pure strategy symmetric (or non-symmetric) equilibrium does not have to exist. At this

stage, we focus on the games where we can find a pure-strategy symmetric equilibria or show that one does

not exist. When it exists, symmetric pure strategy equilibrium is an appealing solution concept from the

implementation point of view.

3.3 Model

We focus on a single object independent private-value model. There aren risk neutral bidders with quasi-

linear utility functions. Each bidder’s value of the objectis a random variable distributed according to the

same discrete probability distribution functionf with supportV . The distributionf is common knowledge.
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All bidders have the same finite set of bidsB resulting in the total number of distinct pure strategies equal to

|B||V |. Utility ui(s; vi) of bidderi is

vi − qi if si(vi) > max
j 6=i

sj(vj)

(vi − qi)
1

#ties
if si(vi) = max

j 6=i
sj(vj)

whereqi is the bid in the first-price auction and the second highest bid in the second-price auction. In words,

the utility of a bidder is her value minus the price when the bidder submits the highest bid. When the bidder

ties with #ties other bidders, the winner is chosen uniformly at random from the highest bidders.

3.4 Utility and BNE in Auctions

The strategy profiles∗ = (s∗1, . . . , s
∗
n) is a BNE if for each bidderi and for each ofi’s valuesvi, bi = s∗i (vi)

solves

max
bi∈Bi

∑

v−i∈V−i

ui(s
∗
1(v1), . . . , bi, . . . , s

∗
n(vn); vi)f(v−i) (3.1)

One key observation is that, in the absence of ties3, the only information relevant to a bidder’s utility in

first and second-price auctions is the maximum bid of the other bidders.

ui(si(vi), s−i(v−i); vi) = ui(si(vi),max
j 6=i

sj(v−i); vi)

We will refer to the maximum bid of the other bidders as the price. The price distributiong can be derived

from the distribution of the other bidders’ values.

∀p ∈ Bi g(p) =
∑

v−i∈V−i|maxj 6=i s∗
j
(vj)=p

fi(v−i) (3.2)

The probabilityg(p) that the price isp is the sum of the probabilities of all combinations of valuesof the

other bidders that result in the maximum bid equal top. Rewriting Equation 3.1 with the price distribution

we get

max
bi∈Bi

∑

p∈Bi

ui(bi, p; vi)g(p) (3.3)

The strategiess∗ = (s∗1, . . . , s
∗
n) are a BNE if for each bidderi and for each ofi’s valuesvi, bi = s∗i (vi)

solves Equation 3.3. Note thatg(p) in Equation 3.3 is determined by the strategies of the other bidders.

Given g, Equation 3.3 is more compact than Equation 3.1. The summation in Equation 3.1 hasV n−1
i

terms. The summation in Equation 3.3 has at mostBi terms. This difference becomes important when there

are more than 2 bidders. We will show that in the symmetric case g can be calculated much faster than in

Equation 3.2.

3We address the issue of ties in Section 3.7
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3.5 Iterated Best Response

Strategy profiles = (s1, ..., sn) is a symmetric BNE if for alli, si is the best response to the price distribution

g resulting fromn − 1 bidders playing the same strategysi. We search for such profile via an iterated

simultaneous best-response procedure starting from some initial distribution of prices.

• initialize g

• repeat untils are a symmetric equilibrium

– for everyvi ∈ Vi

∗ bidderi finds the bidsi(vi) that is the best response tog.4

– h is the frequency distribution of bidssi

– H is the corresponding cumulative distribution

– g(p) = Hn−1(p) − Hn−1(p − 1)

The strategiess = (s1, . . . , sn) are a symmetric BNE ifsi is a best response to the price distribution

resulting fromn − 1 bidders playingsi. We check this condition at the start of the loop.

In each iteration we calculate bidderi’s best responsesi to the price distributiong. The best response is

calculated for each valuevi ∈ Vi. At the end of an iteration,g is set to the price distribution resulting from

n − 1 bidders playingsi. This price distribution is calculated using the cumulative distributionH of bids

submitted by bidderi. The cumulative distribution of the maximum ofn− 1 bids distributed according toH

is Hn−1. For integer pricesp the probability functiong(p) can be calculated fromH: g(p) = Hn−1(p) −

Hn−1(p − 1).

3.6 Experiments

We test the procedure in first- and second-price auctions with risk-neutral bidders. The number of bidders

ranges between 2 and 11. Bidders have integer values uniformly distributed between0 andk. The parameter

k ranges from2 to 50. Given a valuev and a price distribution, an optimal bid is calculated by comparing

profits from bidding each of thev + 1 bids 0, 1, . . . , v. If the bid is equal to the price, we use1n as an

approximation of the probability that the bidder wins the auction.5 The bidder pays his bid in the first-price

auction and the price in the second-price auction. We tried two ways of initializing the price distribution: to

zero and to the value distribution.
4If multiple bids are best responses, we setsi(vi) to the mixed strategy of submitting any of the best-response bids with equal

probability.
5The probability is exact only when there are two bidder. Section 3.7 describes how the probabilities can be calculated exactly.
However, at the time of running the experiments, we used1

n
as an approximation. We re-ran some of the experiments with correct

probabilities and confirmed that the results reported here still hold.
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3.6.1 Second-Price Auctions

The second-price auction has a known dominant strategy of bidding the true value. The iterative procedure

converges to the dominant strategy after2 iterations when the price distribution is initialized to zero and after

1 iteration when the price distribution is initialized to the value distribution.

3.6.2 First-Price Auctions

The procedure converges to an equilibrium in most of our experiments with varying number of bidders and

initial price distributions for values ofk below 9. It takes under 8 iterations (usually 1 iteration) to reach

convergence when the price distribution is initialized to the value distribution. It takes under 27 iterations

(5 iterations on average) to reach convergence when the price distribution is initialized to zero. Table 3.1

illustrates the steps of the iterative procedure in the auction with 2 bidders,k = 4, and initial belief that the

price is zero. Convergence is reached after 3 iterations.

price/value 0 1 2 3 4

price distr 1.0 0 0 0 0
BR strategy 0,1,2,3,4 1,2,3,4 1,2,3,4 1,2,3,4 1,2,3,4
price distr 0.04 0.24 0.24 0.24 0.24

BR strategy 0 1 2 3 4
price distr 0.2 0.2 0.2 0.2 0.2

BR strategy 0 1 2 3 4
price distr 0.2 0.2 0.2 0.2 0.2

BR strategy 0 1 2 3 4

Table 3.1: Sample Run of Iterated Myopic Best Response. ”price distr” is the probability distribution of
prices resulting from the opponent playing the best-response (BR) strategy to the price distribution from the
previous iteration.

Bidding n−1
n of the value is a BNE of a first-price auction when bidders’ values are identically distributed

according to a continuous uniform distribution [64]. Not surprisingly, the equilibrium strategies we find are

similar to the equilibrium strategies for the continuous case. Examples of equilibria are in Table 3.2. The

continuous counterparts for these discrete strategies areto bid 10
11 and 1

2 of the value respectively.

k # bidders equilibrium strategy
8 11 0:0,1:0,2:1,3:2,4:3,5:4,6:5,7:6,8:7
7 2 0:0,1:0,2:1,3:1,4:2,5:2,6:3,7:3

Table 3.2: Equilibria in First-Price Auctions. 3:1, 4:2,... denotes the equilibrium strategy of bidding 1 when
the value is 3 and bidding 2 when the value is 4.

In the cases when myopic best response does not converge to anequilibrium, it converges to a cycle.

Surprisingly, when the price distribution was initializedto value distribution, the procedure converged to

an equilibrium for any odd value ofk.
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3.7 Ties

Here we address the issue of ties, which was ignored when we said that only the bid and the price affect one’s

utility.

Pr(tie and win) =

n−1∑

m=1

1

m + 1
︸ ︷︷ ︸

(
n − 1

m

)

︸ ︷︷ ︸

hm(bi)H
n−m−1(bi − 1)

︸ ︷︷ ︸
(3.4)

The first term is the probability of winning with tied withm bidders. The second term is the number of

ways to choosem bidders to tie with. The last term is the probability of a tie with exactlym bidders. This

computation takesn − 1 steps assuming that all the terms inside the summation are computed once per

iteration of best response. The computation of ties has beenpreviously done in [26].

3.8 Related Work

The related work pertains to symmetric risk-neutral bidders and the independent private value model.

3.8.1 Analytical Results

Existence results on equilibria are summarized in the table. References and comments appear below.

DB DV DB CV CB DV CB CV
FP M P M P
SP M P D D

Table 3.3: Equilibria in Auctions: M - symmetric mixed, P - symmetric pure, D - dominant; DB - discrete
bids, DV - discrete values, CB - continuous bids, CV - continuous values

Dominant Strategy Solvable Second Price (SP) with continuous bids and continuous values [106] and SP

with continuous bids and discrete values.

Symmetric Pure Strategy Equilibrium First Price (FP) with continuous bids and continuous values[64].

Evenly Spaced Discrete Bids FP ( [26]) and SP with continuous values [112].

Note that there is no dominant strategy equilibrium in SP with continuous values. We can illustrate this

with an example showing that for some value there is no bid that is dominating all the other bids. Suppose

there are 2 bidders, the possible bids are 0 and 1, and the values are uniformly distributed between 0 and 1.

A bidder with the value close to one (say, value is .9) prefersbidding 1 if the expected bid of the other bidder

is close to zero, but he prefers bidding 0 when the expected bid of the other bidder is above .9.

Arbitrary Discrete Bids SP with continuous values [74].
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Symmetric Mixed Strategy Equilibrium FP with continuous bids and discrete values [37]. FP and SP

with discrete bids and discrete values (normal form game).

3.8.2 Computational Results

Reeves and Wellman [92] describe a procedure for computing best-response strategies and finding Bayes-

Nash equilibrium for two-player infinite games with types drawn from a piecewise-uniform distribution.

Sureka and Wurman [99] use iterated tabu best response to search for NE in normal form games. Their work

is not restricted to symmetric equilibria and considers smaller normal form games.

3.9 Conclusion and Future Work

While the problem of finding equilibria in general games appears not to be amenable to a single computa-

tional solution, auctions impose a specific structure on thepayoffs of the participants, making the search for

equilibria more manageable. The results in this chapter arerather preliminary but they demonstrate that a

computational approach such as the one investigated here can provide insights into understanding equilibria

in auctions. An example of a question that can be answered with the help of the simulations is whether

the strategies that are part of the cycle contain support fora mixed strategy equilibrium. The answer to the

question is no as we computationally found a counter-example. A more general investigation of what can

be learned from cycles is a direction for future work. A stochastic stability analysis might prove fruitful.

Also, it would be interesting to consider multiple one-shotsimultaneous auctions and bidders with combina-

torial valuations. Procedures with better convergence properties than best-response dynamics should also be

considered. Some of these directions have recently been explored in [39].



Chapter 4

Bidding in Keyword Auctions1

We model budget-constrained keyword bidding in sponsored search auctions as astochastic

multiple-choice knapsack problem(S-MCKP) and propose a new algorithm to solve S-MCKP

and the corresponding bidding optimization problem. Our algorithm selects items online based

on a threshold function which can be built/updated using historical data. Our algorithm achieved

about 99% performance compared to the offline optimum when applied to a real bidding dataset.

With synthetic dataset andiid item sets, its performance ratio against the offline optimumcon-

verges to one empirically with increasing number of periods.

4.1 Introduction

Sponsored search is an effective way of monetizing search activities where advertisers pay to place their ads

on search results pages for specific user keyword queries. Using an automated auction mechanism, search

engine companies alleviate themselves from the burden of pricing and placing ads and shift the burden to

advertisers. On the advertisers side, large companies spend millions of dollars each year to bid on thousands

of keywords, and it is important for them to automate and optimize the bidding process to achieve the best

return on investment (ROI). In this work we focus on the bid optimization problem for an advertiser with

budget constraints. Formally, we try to address the following problem: for each keyword and each time

period, how much should the advertiser bid (i.e., which position to obtain), so as to maximize ROI of the ads

given a fixed budget and a fixed time horizon?

For a given keyword, there are multiple slots in the search results page that the auctioneer needs to allocate

to different ads from different advertisers taking into account the advertisers’ bidding price, ad quality, and

other factors. There are different ad ranking and pricing schemes most of which are variations ofrank-by-

price andpay-per-click[31, 102, 66], where the advertiser in thei-th position pays the bid of the(i + 1)-th

advertiser whenever its ad is clicked by a user. No matter what ranking and pricing scheme the auctioneer

deploys, for a given keyword, an advertiser can bid appropriately to get its ad placed in any ad position. For

1This work was done at HP Labs. Published as [114].

32
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each ad slot, the advertiser incurs acost (the fee that the auctioneer charges for each user click), obtains a

revenue(the expected value-per-click), and aprofit (the difference between revenue and cost). Naturally, we

can model each ad position as an item with associated weight (cost) and value (either revenue or profit). The

advertiser (or the agent acting on behalf of the advertiser)has a budget constraint, and it naturally corresponds

to the knapsack capacity. Furthermore, one policy most auctioneers enforce is that each advertiser can haveat

most onead appear on each keyword results page. This corresponds to that at most one item from each item

set can be taken in the Multiple-Choice Knapsack Problem (MCKP), a well-known variation of the classic

Knapsack Problem (KP). Therefore we can model the budget constrained bidding problem as a MCKP.

Compared to traditional offline setting of knapsack problems, keyword bidding is by nature online and

stochastic. As any keyword auction is open to all advertisers with a positive budget, advertisers can join/leave

the auction at any time and change their bids arbitrarily. Bidders often exhibit strategic bidding behaviors

(e.g., overbidding [30], vindictive bidding[113]) which make the market more dynamic. Furthermore, spon-

sored search is driven by user queries/clicks. Even though the number of user queries/clicks is statistically

stable over long time horizon, periodical spikes/drops arecommon and quite unpredictable. All these factors

contribute to the online and stochastic nature of the underlying bidding problem and this motivates us to work

on the stochastic and online version of MCKP.

4.1.1 Our Contributions

In this work we model the budget constrained bidding problemfor keyword auctions as the online multiple-

choice knapsack problem, design efficient algorithms for S-MCKP and translate it back to solve the budget-

constrained bidding problem. Our algorithms are simple, easy to implement, and achieve a performance ratio

consistently over 90% with both synthetic and real bidding data.

Even though the Online 0/1 Knapsack Problem is a well-studied problem in Operations Research and

Online Algorithms, we are aware of no prior work on S-MCKP. Byutilizing previous work on stochastic

Online-KP, we design a simple algorithm for S-MCKP with performance ratio approaching one empirically

while the number of time periods goes to infinity.

Our algorithms for keyword bidding as well as S-MCKP assume input item sets are independent and

identically distributed (iid), however our algorithms do not require any knowledge of the distribution. Our

algorithms are based on maintaining a threshold function, and the threshold function can be built in advance

using historical training dataset, or can be built from scratch and updated overtime during the execution of

the algorithm. The machine learning capability improves the bidding performance and makes our algorithm

more attractive to field deployment.

The rest of the chapter is organized as follows. In Section 4.2 we briefly discuss related work. In Sec-

tion 4.3, we introduce terminology related to online knapsack problems and describe Lueker’s algorithm for

the stochastic online knapsack problem. In Section 4.4, we describe our algorithm for S-MCKP and prove

some properties of the algorithm. Section 4.5 is dedicated to modeling the bidding optimization problem

as S-MCKP, and Section 4.6 is devoted to experimental evaluation of our algorithms for S-MCKP and the

keyword bidding problem. We conclude in Section 4.7.
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4.2 Related Work

Keyword Auctions and Bidding Optimization. Over the past few years, keyword auctions have attracted

a lot of attention both from the auctioneer’s perspective ([31, 102, 3, 66]) and the advertiser’s perspective

([30, 6, 100, 113]). For revenue maximization for the auctioneer with budget-constrained bidders, there are a

few papers with various complexities to model keywords, slots, and clicks ([16, 1, 75, 18, 2]).

For bidding optimization for the advertiser, Kitts and LeBlanc [61] describe various bidding heuristics.

Borgs et al. [15] propose a bidding strategy which over time equalizes the ROI over all keywords. Rus-

mevichientong and Williamson [95] discuss how to learn the CTRs for various keywords over time and select

keywords accordingly. Most recently, Feldman et al. [35] studied variants of the bidding optimization prob-

lem where the objective is to maximize the number of clicks, with possibly complicated interactions among

many keywords, and Cary et al. [21] analyzed properties of greedy bidding strategies.

Chakrabarty et al. [23] modeled the budget-constrained bidding optimization problem as Online-MCKP

and designed competitive algorithms for Online-MCKP and evaluated the algorithms using both synthetic

and real datasets. Their algorithms depend on some input parameters and thus a good bidding performance

depends on either knowing these parameters or tuning them appropriately. They emphasize the worst-case

performance guarantee while this work focuses on the average-case performance with stochastic input. In

addition, the performance of their algorithm on the same real bidding data is between 90%-95%, however

ours is around 99%.

Knapsack Problems and Online Algorithms. Variants of knapsack problems were studied extensively

in Combinatorial Optimization and Operations Research. For a comprehensive exposition of this topic, see

the textbook by Psinger et al. [59]. Online knapsack problems were first studied by Marchetti-Spaccamela

and Vercellis [72] and showed that in the general case, thereexists no online algorithm achieving any non-

trivial competitive ratio. Many special cases of the problem have been studied afterwards, among them the

stochastic online knapsack problem [71, 86, 63], and the online partially fractional knapsack problems [83].

Among all this work, Lueker [71] designed a simple thresholdbased online algorithm for the classic

0/1 knapsack problem, assuming that the weight and value of all items are iid. Under the iid assumption

and perfect knowledge of the distribution, Lueker’s algorithm achieves anoptimalperformance ratio of1 −

O(log log n/ log n) against the offline optimum. Instead of assuming that the items are iid, Chakrabarty et

al. [23] assumes that all items have their value/weight ratio upper bounded byU and lower bounded byL, for

two positive constantsU,L. Assuming further that all items are small compared to the knapsack capacity, they

designed both deterministic and randomized threshold based algorithms for the online 0/1 knapsack problem

achieving an (optimal) competitive ratiolog(U/L)+1. They also extend the algorithm to the multiple-choice

setting and obtains a competitive ratio oflog(U/L) + 2.

4.3 Onlike Knapsack Problems and Lueker’s Algorithm

In this section we introduce the Online Knapsack Problem (Online-KP) and describe Lueker’s algorithm to

solve stochastic Online-KP.
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The 0/1 Knapsack Problem (KP) is as follows: given a set of items{(wi, vi) | 1 ≤ i ≤ n} and a knapsack

capacityC, select a subset of items to maximize the total value of selected items while the total weight is

bounded byC. Throughout the chapter, for each itemi, we callwi its weight, vi its value, and the ratio

between value and weight itsefficiency(ei = vi/wi). The Online Knapsack Problem (Online-KP) is the

same as the 0/1 KP except that items arrive online one at a time. At each time periodt, item t arrives, and

the algorithm has to decide whether to select itemt or not. The Stochastic Online-KP is the same as Online-

KP with an extra assumption that the (weight, value) pair of each item is randomly drawn from the same

joint distribution. Naturally, we assume that the knapsackcapacity is proportional to the number of items

(C = Θ(n)), and all items are small compared to the overall knapsack capacity (wt = O(1) andvt = O(1),

∀ t).

Lueker’s Algorithm [71] for the Stochastic Online-KP is based on a threshold function that is generated

using the distribution of items. All items are assumed to be iid. Only items with efficiency at least the

threshold efficiencyare included in the solution. The algorithm for Online-KP isin Figure 4.1.

Algorithm ALG-Lueker-OKP
Input: items(wt, vt) for t = 1, . . . , n;

knapsack capacityC; threshold functiong
Output: items to take
1. for each itemt from 1 to n

if et ≥ g( C
n−t+1 ) andwt ≤ C

take itemt
C := C − wt

2. return items taken

Figure 4.1: Lueker’s Algorithm for Online-KP.

The Threshold Function. The main part of the algorithm is the threshold functiong which maps the average

remaining capacity per time period to an efficiency value, denotedthreshold efficiency. The threshold effi-

ciency is such that the expected weight of the remaining items with efficiency at least the threshold efficiency

is equal to the remaining capacity:

C = Ewi,vi

[
n∑

i=1

wi 1{
vi
wi

≥e∗}

]

=

n∑

i=1

Ewi,vi

[

wi 1{
vi
wi

≥e∗}

]

The second equality above uses the linearity of expectation. Since all items are iid, thus

C =

n∑

i=1

Ewi,vi

[

wi 1{
vi
wi

≥e∗}

]

= n Ew,v

[

w 1{ v
w
≥e∗}

]

C

n
= Ew,v

[

w 1{ v
w
≥e∗}

]

Let

f(e) ≡ Ew,v

[

w 1{ v
w
≥e}

]

, (4.1)

then the threshold function isg = f−1, the inverse off . f maps the efficiencye to the expected item weight

among items with efficiency at leaste, while g maps the average capacity per item to the efficiency.
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4.4 Approximation Algorithms for S-MCKP

In this section we describe our algorithm for S-MCKP. Beforewe introduce the algorithm, we first define the

problem briefly. The Multiple-Choice Knapsack Problem is a generalization of the 0/1 KP: Given a collection

of item sets{Nt | t = 1, . . . , n} whereNt = {(wti, vti | 1 ≤ i ≤ nt} for eacht and a knapsack capacityC,

select at most one item from each item set to maximize the total value of selected items while the total weight

of selected items is bounded byC. The Online MCKP is the online version of MCKP where item setNt

arrives at timet and the algorithm needs to select at most one item fromNt. Stochastic MCKP is the same

as Online MCKP with an extra assumption that all item sets areiid random variables. Naturally we assume

C = Θ(n), wti = O(1), vti = O(1) ∀ t, i.

Our algorithm for the S-MCKP is based on Lueker’s Algorithm for Stochastic Online-KP (described in

Section 4.3) and an approximation for MCKP [59]. We first describe the approximation for MCKP (Sec-

tion 4.4.1), then an approximation for the threshold function (Section 4.4.2), and finally the overall algorithm

(Section 4.4.3).

4.4.1 Converting Item Sets to Incremental Items

Approximation for MCKP modifies the items from each item set so that taking multiple items is equivalent to

taking one original item ([59], p.320). An itemi is dominatedby another itemj if wj ≤ wi andvi < vj . An

item i is LP-dominatedby itemsj andk if i is dominated by a convex combination ofj andk. Equivalently,

if wj < wi < wk andvj < vi < vk, theni is LP-dominated byj, k if

vk − vi

wk − wi
≥

vi − vj

wi − wj
.

The algorithm to remove all dominated and LP-dominated items and generate incremental items is described

in Figure 4.2. The algorithm consists of two steps, first sorting items in increasing weight order, then remov-

ing dominated and LP-dominated items repeatedly. The second step clearly takes linear time, thus the total

running time is dominated by the first step of sorting, thusO(n log n) time.

Once all dominated and LP-dominated items are removed, and remaining items are sorted in increasing

weight order, then for three adjacent itemsi − 1, i, i + 1, we have

vi − vi−1

wi − wi−1
=

v̄i

w̄i
= ēi >

vi+1 − vi

wi+1 − wi
=

v̄i+1

w̄i+1
= ēi+1.

Thus the efficiency of incremental items are monotone decreasing: ē1 > ē2 > . . . > ēℓ. Taking incremental

items1, . . . , i from the setQ is equivalent to taking itemi from the setNt.

4.4.2 Approximating the threshold function

To compute an approximate solution for S-MCKP, we first convert each item set into a set of incremental

items, and try to apply Lueker’s Algorithm for Online-KP to these incremental items. Lueker’s algorithm

requires requires as an input the threshold function, whichis not available to us. In this section we discuss

how to compute an approximate threshold function using sample item sets, and how to update the threshold

function over time.
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Algorithm ALG-Gen-Incr-Items
Input: an item setNt = {(wti, vti) | i = 1, . . . , nt}
Output: incremental items
1. sort items according to increasing weights
2. /** remove dominated and LP-dominated items **/

let Q be a queue with initially one element(0, 0)
for i from 1 tont

push elementi into the queue
(ℓ always denote the last element ofQ)
if wℓ = wℓ−1

remove fromQ either itemℓ or ℓ − 1
with smaller value

while ℓ > 2 and vℓ−1−vℓ−2

wℓ−1−wℓ−2
≤ vℓ−vℓ−1

wℓ−wℓ−1

remove itemℓ − 1 from Q
3. /** create incremental items from items inQ **/

let {(wi, vi) | 1 ≤ i ≤ ℓ} denote the items inQ
w̄1 = w1, v̄1 = v1

w̄i = wi − wi−1, v̄i = vi − vi−1, ∀ 2 ≤ i ≤ ℓ
4. return{(w̄i, v̄i) | 1 ≤ i ≤ ℓ}

Figure 4.2: Algorithm to generate incremental items from anitem set

Generating threshold function from a sample. Given a set of training item sets, we can transform them

into a collection of incremental items. The distribution ofincremental items may not be known or have a

closed-form representation, however we can approximate itif we have a reasonably large sample size.

Given a sample set ofm incremental items, we can approximate the threshold function given by Eq. 4.1

with the average over all the sample points. Formally, we canusef̃ to approximatef where

f̃(e) ≡
1

m

m∑

i=1

wi 1{ei≥e} (4.2)

Assuming that the incremental items are sorted in decreasing order of efficiency, then∀ e ∈ (ei+1, ei], f̃(e) is

equal tow̃i ≡ (w1 + . . . + wi)/m. Thereforef̃ is a piecewise constant function, and it can be represented as

a sorted list of pairs{(ei, w̃i) | 1 ≤ i ≤ m} with {ei} monotone decreasing and{w̃i} monotone increasing.

The threshold function can be computed using the algorithm in Figure 4.3.

Update Threshold Function Online. We can update the threshold function as we are presented withnew

sets of incremental items. It is convenient to represent thethreshold function by a collection of efficiencies

e1 > e2 > . . . > ek sorted in decreasing order and a collection of corresponding weightsw1 < w2 < . . . <

wk in increasing order wherewi = f(ei). Initially the collections can be empty in which case the threshold

function is generated using the first item set. See the algorithm in Figure 4.4.
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Algorithm ALG-Gen-Threshold
Input: set of incremental items{(wj , vj) | j = 1, . . . ,m}
Output: threshold functionf
1. sort items in decreasing order of efficiency.

let ej = vj/wj ,∀ j, thene1 ≥ e2 ≥ . . . ≥ em.
2. f(e1) = w1

m
3. f(ei) = f(ei−1) + wi

m , ∀ 2 ≤ i ≤ m
4. return f

Figure 4.3: Algorithm for generating the threshold function.

Algorithm ALG-Update-Threshold
Input: threshold functioñf = {(ei, wi) | 1 ≤ i ≤ k},

a set of incremental items{(w̃j , ṽj) | 1 ≤ j ≤ m}

Output: updated̃f
1. /** normalize weights **/

wi = wi
k

k+m 1 ≤ i ≤ k

w̃j = w̃j
1

k+m 1 ≤ j ≤ m

2. /** update weights **/
wi = wi +

∑

ẽj≥ei
w̃j 1 ≤ i ≤ k

3. /** create a list of sorted(e, w) pairs **/
for j from 1 to m

if there is no pair inf with efficiencyẽj = ṽj/w̃j

i = argmaxi{ei ≥ ẽj}
add(ẽj , wi + w̃j) to the list of new pairs

4. linearly merge the new list and̃f to get the
updatedf̃

Figure 4.4: Algorithm for updating the threshold function.
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4.4.3 An Approximation Algorithm for S-MCKP

We are now ready to describe our algorithm for S-MCKP. For each item set arriving online, we use ALG-

Gen-Incr-Items given in Figure 4.2 to generate incrementalitems for the item set and use the approximate

threshold function to select incremental items for the current time period. Since we described how to

generate the approximate threshold function and update it in Section 4.4.2, we are now ready to describe the

whole algorithm.

Algorithm ALG-S-MCKP
Input: item setNt for t = 1, . . . , n;

knapsack capacityC;
(optional) training item sets

Output: items to take
1. (optional) /** generate threshold functionf from

training items sets **/
create incremental items from training item sets

using ALG-Gen-Incr-Items
r is the average number of incremental items per set
generate f using ALG-Gen-Threshold with these

incremental items as input
2. for t from 1 to n

create incremental items from item setNt

usin ALG-Gen-Incr-Items
(optional step)
updatef (using ALG-Update-Threshold) andr
e = f−1( C

r(n−t+1) )

/** r(n − t + 1) is the expected number of
remaining incremental items **/

select incremental items with efficiency at leaste
w̄, v̄ are the total weight and value of selected

incremental items
if w̄ ≤ C

take item(w̄, v̄).
C := C − w̄

Figure 4.5: Algorithm for S-MCKP.

The algorithm for S-MCKP is in Figure 4.5. It consists of two phases, where the first is optional, and

it depends on whether training item sets are available. For the second phase, the algorithm decides whether

or not to take an item at time periodt using the threshold function, and updates the threshold function if

necessary.

4.5 Keyword Bidding as S-MCKP

Sponsored search auctions are used by search engine companies to sell ad positions to advertisers on search

results page, where popular query terms are treated as “keywords”. An auction is set up for each keyword
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where advertisers submit bids and compete for different ad positions. The auction mechanism determines

how to rank and price ads, using factors like the bidding prices and ad qualities, or even budgets of different

advertisers. Among many variations of ad ranking and pricing schemes, most are based onrank-by-priceand

pay-per-click. In this mechanism, assuming that bidding prices are sortedin decreasing order (b1 ≥ b2 ≥

. . . ≥ bn), bidderi obtains positioni, and is charged a feepi = bi+1 whenever a user clicks on its ad.2 No

matter what ranking and pricing scheme the auctioneer deploys, for a fixed avertiser and a fixed keyword, the

advertiser can obtain any position with an appropriate bidding price. For each ad slot, the advertiser incurs a

cost(the fee that the auctioneer charges for each user click), obtains arevenue(the expected value-per-click),

and aprofit (the difference between revenue and cost). Naturally, we can model each ad position as an item

with associated weight (cost) and value (either revenue or profit). Without loss of generality, we focus on

profit.

A typical advertiser has a budget for some time horizon (e.g.daily, weekly, quaterly or annually) and

wants to purchase a certain set of keywords to maximize its total ROI. The profit of the advertiser is equal to

the total amount of expected revenue from search marketing minus the total amount of marketing cost. We

can discretize the time horizon into small time periods and assume that the bidding prices of all advertisers

do not change over each small time period. Formally, we can model the bidding optimization problem as a

multiple-choice knapsack problem as follows. Given multiple keywordsk ∈ K, multiple time periods when

the advertiser places bidst ∈ {1, . . . , T}, and multiple positionss ∈ {1, . . . , S}, the item setNk
t consists of

items(wk
ts, v

k
ts) for all ad positions s. Formallywk

ts andvk
ts are defined as follows:

wk
ts = pk

tsα
k(s)Xk(t), (4.3)

vk
ts = (V k − pk

ts)α
k(s)Xk(t), ∀ s, t, k.

HereV k denote the expected value-per-click for keywordk, Xk(t) denote the number of user queries for

keywordk at time periodt, andαk(s) denote the click-through rate (CTR) of positions (the ratio between

total user clicks on the ad ats-th slot and the total number of impressions).pk
ts = bk

t,s+1, i.e. the cost-per-

click is equal to the next highest bid. Since most auctioneers enforce a policy that each advertiser can have

at most onead appear on each keyword results page, this corresponds to that at most one item can be taken

from Nk
t . If we treat eachNk

t as an item set, then this consists of an instance of MCKP wherethe knapsack

capacityC is equal to the advertiser’s total budgetB.

4.6 Experimental Results

We run two sets of experiments. The first set evaluates the performance of the algorithm ALG-S-MCKP

on synthetic datasets when items are generated from variousprobability distributions. The second set of

experiments uses a real dataset we manually collected from the (now defunct) Yahoo!/Overture view bids

webpage.

2For the popular rank-by-revenue scheme, the charge of thei-th position ispi+1 times a coefficient which is related to the quality
scores of ads at bothi andi + 1. We can easily incorporate this case into our consideration. For simplicity, we assume all ads are
equally good for this work.
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4.6.1 Experiments With Known Distributions

In this set of experiments, we generate items with weights and values drawn independently from one of the

following distributions: Uniform with support between 1 and 10, Normal with mean 10, and Exponential with

mean 10. The normal distribution was truncated at zero to avoid negative weights and values. The number

of items per set received each time period is 5. We express thebudget (capacity) as a fraction of the mean

weight of an item times the total number of time periods, i.e., C = λ × n × mean(w), wheren is the total

number of time periods, mean(w) is the mean of the weight of a random item. For example, mean(w) is 5.5

when item weights are uniformly distributed between 1 and 10, B = 5.5 × λ × n. The value ofλ indicates

whether the budget is large compared to the expected overallspending if you pick an item randomly from

each set. We tested the algorithms on various problem instances with various budget levels and report the

following λ values in our experiments: 0.05, 0.2, 0.5, 0.9, 1.1.

We evaluate the performance of the algorithm based on the ratio of the value obtained by the algorithm

and an upper bound on the optimal value of the solution to MCKP. The upper bound of the MCKP can be

calculated by solving the fractional version of the MCKP as described in section 4.4.1.

We test two versions of the algorithm. The first one uses the threshold function generated based on

80 sampled item sets and does not update the threshold function. The other version does not generate the

threshold function beforehand but uses the items received each time period to generate/update the threshold

function. We refer to the first version as offline-training and to the second one as online-training. The results

are in Figure 4.6. Each data point on the graphs is the averageof 100 runs on random problem instances.

Graphs for the algorithm with offline-training are on the left and graphs for the algorithm with online-

training are on the right. For both versions of the algorithm, the performance is almost always within 10% of

the optimal when the number of periods is 20 or higher and approaches the optimal as the number of periods

increases. The algorithm with online-training performs worse than the algorithm with offline-training when

the number of periods is small. During the first few periods the threshold function of the online algorithm

is very unreliable (based on very few samples) and the decisions made during early periods are prone to

mistakes. These mistakes are especially costly when the budget is small because taking a wrong item may

exhaust a significant part of the budget. However as the number of periods increases the performance of

the online-training algorithm comes close to that of offline-training. The results are similar across different

distributions.

4.6.2 Experiments With Real Bidding Data

For these experiments we use a keyword bidding dataset that was manually collected by Chakrabartyet

al. [23] from the Overture view bids website over the period of two weeks. The bids are for the single

keyword “auto insurance.” There are totally 1842 distinct time periods. For each time period, the data

contains the bidding prices for all top-40 positions. Each time period is about one minute. The data do not

contain any information about the number of clicks.

For one experiment, following [23], we assume thatα(s) = 1 − s/40 is the CTR of positions and

X(t) = 1 over all time periods. We use the algorithm that trains online without any pre-training. Each time
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(a) U(1,10). Trained from a sample.
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(b) U(1,10). Trained online.
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(c) N(10,10). Trained from a sample.
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(d) N(10,10). Trained online.
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(e) E(mean=10). Trained from a sample.
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(f) E(mean=10). Trained online.

Figure 4.6: Performance of ALG-S-MCKP with various item distributions

period, the current set of bids is converted into the set of items as described in Eq. (4.3), for three distinct

valuesV = 8, 10, 12. The algorithm’s solution is within 99% of the offline optimum for all three values ofV .
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Note that the algorithm performs better than the one described in [23], which achieves a ratio between 90%-

95%. Even though both algorithms are based on using some kindof efficiency threshold for item selection,

there is an important distinction: our algorithm’s bids remain relatively constant over time close to the value

which is optimal in expectation, while the algorithm from [23] bids higher at the beginning and gradually

reduces its bid, and at some time it starts to increase its bids again based on a sniping heuristic.

For another experiment, we use an exponential function to model the CTR each periods:α(s) = 0.9s,

while the number of clicks isX(t) = 1 as in the first experiment. The expected value-per-click in this

experiment is set to the single valueV = 12. The performance of the algorithm is shown in Figure 4.7.

The algorithm finds a solution that is within 6% of the optimalfor all budget levels and number of periods.

Unlike the experiments with known distribution, the ratio is not monotonically increasing with the number of

periods. Increased number of periods does not result in improved performance because the prices in the data

set are not identically distributed each time period.

For instance, the ratio forλ = 1.1 drops from .97 to .95 when the number of periods increases from 160

to 320. We plot prices of the slots that are targeted by the algorithm during the first 320 periods to explain

why this happens. Figure 4.8(a) shows that prices for slots 11-17 are constant during the first 140 periods.

Around period 140, prices for slots 11-16 increase and stay at a higher level for most of the periods through

320. Intuitively, it is optimal to target a higher slot in order to get more clicks before period 140, i.e., when

the prices are lower. We plot optimal bids and algorithm’s bids in Figure 4.8(b) to illustrate this.
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Figure 4.7: Performance of ALG-S-MCKP on keyword bidding data set with 1842 periods, exponential CTR,
and fixed number of clicksX(t) = 1.

As expected, most optimal bids are higher during the first 140periods in order to buy a lot of clicks when

they are cheap. Optimal bids win slot 11 for $5.7 for the first 100 periods and are lowered to $3.5 to win slot

17 in periods 100-300. In contrast, the algorithm has no way of knowing that the prices are going to increase,

and its bid ($3.5 to win slot 16) during the first 200 periods isat the level that is optimal assuming the prices

will remain the same as in the first 140 periods. After period 140, the algorithm starts seeing higher prices

and spending less as its bid of $3.5 results in position 17 instead 16 (i.e., fewer clicks). At period 200, the

algorithm has seen enough periods with higher prices and hasunderspent enough to decide to raise its bids.
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Figure 4.8: Keyword bidding data set with 320 periods and exponential CTR.

Unfortunately, clicks are more expensive then and the algorithm performs worse than the optimal. However

the algorithm’s performance is still around 95% of the optimal.

The final experiment is a variant of experiment 2 where the number of clicks each time period is uniformly

distributed between 1 and 20. The results are in Figure 4.9. The added randomness from the number of clicks

makes the threshold function less reliable when it is based on few samples. This results in mistakes in early

periods which are relatively more costly when the total number of periods is small. This is evidenced in a

relatively bad performance when the number of periods is 10 and 20. However additional uncertainty about

the number of clicks does not prevent the algorithm from perfoming well on problems with more periods.

The algorithm is within 7% of the optimal when the number of period is 40 or more.
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Figure 4.9: Performance of ALG-S-MCKP on keyword bidding data set with 1842 periods, exponential CTR,
and random number of clicks.
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4.7 Conclusion

We propose an algorithm for S-MCKP that combines an approximation to MCKP with an algorithm for

Online-KP. Our algorithm is based on the idea that MCKP can beconverted to KP, which can then be solved

using the well-known greedy KP approximation, and the solution to KP can be mapped back to the solution to

MCKP. Our main contribution is the algorithm that accomplishes this for the online version of MCKP. At the

heart of the algorithm is the threshold function for KP whichfilters out the items of insufficient efficiency. We

adapt the process of computing the threshold function to theonline setting where no information about the

items needs to be available a priori. Instead, the thresholdfunction is updated online. We apply the algorithm

to problem instances generated with different distributions and to a real data set. In all of our experiments the

performance is within 10% of the offline optimum, and it approaches the offline optimum when the number

of periods is sufficiently large.

For future work, one direction is to model trends in data explicitly. The current algorithm assumes that

there are no trends in data, as items are identically distributed across time periods. However it works rela-

tively well in the presence of trends because the threshold function is updated over time. Another direction

that we are currently pursuing function over time. Another direction that we are currently pursuing is build-

ing/deploying a keyword bidding agent based on the above algorithm. Yet another direction is to prove

theoretical guarantees about the performance of the S-MCKPalgorithm with general assumptions on the

distribution of items.



Chapter 5

Production Scheduling in TAC SCM1

5.1 Introduction

For many years, researchers in artificial intelligence and operations research have studied difficult problems in

combinatorial optimization such as supply chain management, vehicle routing, and airline crew scheduling.

The majority of this research has focused on solving deterministic problems; however, in many applications

there is inherent uncertainty that is not captured by deterministic models. Moreover, in many optimization

settings, stochastic information about the shape of the future is readily available in the form of probabilistic

models built from historical data. Recently, computational and technological advances have made it feasible

to reason about this stochasticity.

In general, two strategies are adopted when dealing with uncertainty in combinatorial optimization. The

first strategy treats problems in an online fashion: algorithms are forced to make decisions in the face of

incomplete information and accommodate new information only as it becomes available. Such algorithms

typically fall into two categories. The first category includes simple, greedy heuristics for handling new

information as it unfolds. The second category includes algorithms for finding optimal solutions given what is

known; then, as new information becomes available, the solutions are re-optimized with the new information,

respecting any unalterable prior decisions.

The second strategy for dealing with uncertainty in combinatorial optimization focuses on determining

ahead of time a solution that is optimal in the expected sense. Stochastic programming is one example of this

strategy [14]. At a high level, stochastic programming considers problems in two stages. Decisions must be

made in the first stage before pertinent information about the second stage is revealed, but the objectives in

the second stage are dependent on the first stage decisions. Given stochastic information available about the

second stage outcomes, the goal is to find the first stage decisions that maximize the profits of the first stage

plus the expected profits of the second stage.

One computational bottleneck to solving stochastic programs is the calculation of expected profits in the

second stage. This calculation typically involves enumerating all possible outcomes of the second stage (also

1Based on [28].
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known asscenarios). In many problems there are combinatorially many scenarios, making it prohibitively

expensive to calculate the expected profits of the second stage. One common means of approximating this

calculation is the so-calledexpected value method[14].

Unfortunately, the expected value method ignores large portions of the given stochastic information. It

has been shown that using additional stochastic information can improve the quality of solutions in dynamic

vehicle routing [12, 13], packet scheduling [24], and elevator dispatching [81]. In these sample applications,

stochastic information is exploited in widely different ways; however, the unifying theme seen throughout

this research is that there are considerable advantages to taking account of stochastic information.

Shapiro,et al.[4, 62, 97] recently proposed an alternative approximationtechnique calledSample Average

Approximation(SAA), which reduces the number of scenarios. They suggest using only a subset of the

scenarios, randomly sampled according to the scenario distribution, to represent the full scenario space. An

important theoretical justification for this method is thatas the sample size increases, the solution converges

to an optimal solution in the expected sense. Indeed, the convergence rate is exponentially fast.

In this paper, we combine these two strategies to handling uncertainty: we use techniques for finding

optimal solutions in the expected sense to solve combinatorial problems in an online setting.The problem we

address is the scheduling component of the Trading Agent Competition in Supply Chain Management (TAC

SCM) problem a classic combinatorial optimization problemwith uncertainty (seewww.sics.se/tac/).

We formulate this problem as a stochastic program and we use SAA in an online setting to find today’s

optimal schedule, given predictive information about the future. This optimization procedure forms the heart

of BOTTICELLI, one of the finalists in the TAC SCM 2003 competition.

We describe two sets of experiments, using either one or two days of information about the future. In

our two day experiments (using one day of information about the future), we show that SAA outperforms the

expected value method, which solves a deterministic variant of the problem assuming all stochastic inputs

have deterministic values equal to their expected values. In our three day experiments (using two days of

information about the future), we show that SAA with lookahead outperforms greedy SAA. Our approach

generalizes toN days of lookahead, and since our problem setting is one of online optimization, the benefits

of two day lookahead accrue rapidly. It remains to show that our approach improves the performance of

agents in TAC SCM.

5.2 TAC SCM

In recent years, the amount of time available for making complex managerial decisions in commercial settings

has decreased dramatically [70]. Assuming this trend continues, it will become increasingly more important

to develop tools that automate the decision making process.TAC SCM is a simulated market economy in

which software agents tackle complex optimization problems in dynamic supply chain management.

In TAC SCM, six software agents compete in a simulated sectorof a market economy, specifically the

personal computer (PC) manufacturing sector. Each agent can manufacture 16 different types of computers,

characterized by differentstock keeping units(SKUs). Building each SKU requires a different combination

of components, of which there are 10 different types. These components are acquired from a common pool of
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suppliers at costs that vary as a function of demand. After assembly, each agent can sell its PCs to a common

pool of customers by underbidding the other agents. The agents are ranked based on their profits over 220

days, each of which lasts 15 seconds.

The TAC SCM simulation proceeds as follows: Each day, customers send a set ofrequests for quotes

(RFQs) to the agents. Each RFQ contains a SKU, a quantity, a due date, a penalty rate, and a reserve price—

the highest price the customer is willing to pay. Each agent sends an offer to each customer for each RFQ,

representing the price at which it is willing to satisfy thatRFQ.2 After the customer receives all its offers, it

selects the agent with the lowest-priced offer and awards that agent with anorder. Either: the winning agent

delivers the entire order by its due date, in which case it is paid in full; it delivers the entire order within five

days of its due date, in which case it is paid the amount of its offer less a penalty based on the number of late

days; or, it cannot deliver the entire order within five days of its due date, in which case the order is canceled,

no revenues are accrued, and the maximum penalty is incurred.

In the meantime, the agents themselves are sending RFQs to suppliers, requesting a specific quantity of

a component to arrive on a particular day. The suppliers respond to these requests the next day with either

partial or full offers, indicating the price per unit at which the RFQ can be satisfied. If an agent receives a

partial offer, the supplier cannot deliver the requested quantity of the component on the day on which it was

requested, but it can deliver a lesser quantity on that day. Full offers either have a delivery date on the day

requested, or a delivery date later than the one requested, in which case they are often accompanied by partial

offers. Among these offers, an agent can choose to accept at most one, in which case agent and supplier enter

into a contract agreeing that the agent will be charged for the components upon their arrival.

At the end of each day, each agent converts components acquired from suppliers into SKUs according

to a production schedule it generates for its finite-capacity, single-machine factory. In addition, it reports a

delivery schedule assigning the SKUs in its inventory to customer orders.

Each simulated day represents a decision cycle for an agent,during which time the agents must solve the

following four problems: bidding, scheduling, procurement, and allocation.

• Thebiddingproblem determines the offer price for each RFQ.

• Theschedulingproblem determines the production schedule for each day.

• Theprocurementproblem determines which components to buy from suppliers.

• Theallocationproblem matches SKUs in inventory to orders.

These four problems are highly interconnected. Indeed, an optimal solution to the scheduling problem

yields an optimal solution to the procurement and allocation problems, since revenue maximization and cost

minimization, which guide scheduling decisions, depend onhow inventory is allocated to orders and on what

supplies are procured. Moreover, an optimal solution to thebidding problem yields an optimal solution to the

scheduling problem, since bidding decisions depend on manufacturing capacity constraints: too few winning

bids lead to missed revenue opportunities, while too many winning bids lead to late penalties.

All of these problems involve decisions that must be made today with only stochastic information about

tomorrow. TAC SCM agents face combinatorial, online optimization problems with inherent uncertainty.
2An agent may select to not send an offer for an RFQ, but this is equivalent to issuing an offer price above the reserve price.
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Due to an artifact in the design of TAC SCM 2003—namely, negligible component prices on day 1, which

led to the placement of essentially infinite orders on day 1 for supplies to be delivered throughout the game—

our agent, BOTTICELLI, focused on solving only three of these four problems: bidding, scheduling, and

allocation. Here, we present our solution to the scheduling(and allocation) problem.

To solve the scheduling problem, an agent must choose a schedule that accounts for outstanding orders,

possible orders (among the existing RFQs), future RFQs, outstanding component orders, future component

costs, and current component and SKU inventory. Which orderswill materialize among the existing RFQs,

the shape of future RFQs, possible supplier defaults on outstanding component orders, and future component

costs are all stochastic elements of the scheduling problem. The remainder of this paper is concerned with

solving simplified yet representative formulations of thisscheduling problem.

5.3 Simple Scheduling

Thesimple schedulingproblem is defined as follows:Givena set of orders, characterized by SKU, quantity,

due date, penalty, and price; initial component inventory;a procurement schedule for components on each

day; initial product inventory; one machine of finite capacity; the number of production cycles required to

produce each product; and product specifications, namely which components comprise which products,find

a production schedule that optimizes profit, or revenue lesscosts. This problem is dubbedsimple(relative to

the TAC SCM scheduling problem), since revenues and costs are deterministic.

5.3.1 Integer Linear Programming Solution

In this section, we present an integer linear programming (ILP) solution to the simple scheduling problem.

Constants and Variables

Let O denote the set of orders. Each orderi ∈ O is characterized by the following information: SKUsi, price

pi, quantityqi, due datedi, penaltyρi, and reserve priceri. Let D denote the maximum due date among all

orders andE denote the maximum acceptable overdue date. Letl range over days1, 2, . . . ,D + E ≡ N .

Now, ρil is the penalty incurred if orderi is filled on dayl. For notational simplicity, we letπil represent the

profit for filling orderi on dayl. The constantπil is formally defined as follows:

πil =







pi l ≤ di

pi − ρil di < l ≤ di + E

−ρi(di+E) l > di + E

Let ak denote the quantity of componentk in initial inventory andbj denote the quantity of SKUj in initial

inventory. According to the procurement schedule, letakl denote the quantity of componentk to be delivered

on dayl. Let C denote the capacity of the machine in terms of production cycles, and letcj denote the

number of production cycles required to manufacture SKUj. If componentk is part of SKUj, thenejk = 1;

otherwise,ejk = 0. Similarly, if orderi is for SKU j, thenfij = 1; otherwise,fij = 0.

In addition to these constants, our solution relies on the following variables:
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• zil ∈ {0, 1}, which indicates whether or not orderi is filled on dayl. (For notational simplicity, we

allow an orderi to be filled on daysl > di +E; however, conceptually, orders filled on daydi +E +1

are in fact unfilled orders and are treated as such in the formalization.)3

• yjl ∈ Z+, which denotes the amount of SKUj scheduled for production on dayl.

Objective Function and Constraints

The simple scheduling problem can be stated as follows:

max
∑

i∈O

di+E+1∑

l=1

zilπil (5.1)

subject to:

di+E+1∑

l=1

zil = 1, ∀i (5.2)

∑

{i | fij=1}

L∑

l=1

qizil ≤ bj +
n−1∑

l=1

yjl,

∀j, n ∈ {1, . . . , N}, L = min(n, di + E) (5.3)

∑

{j | ejk=1}

n∑

l=1

yjl ≤ ak +

n−1∑

l=1

akl

∀k, n ∈ {1, . . . , N} (5.4)
∑

j

cjyjl ≤ C, ∀l (5.5)

zil ∈ {0, 1}, ∀i, l (5.6)

yjl ∈ Z+, ∀j, l (5.7)

• Equation 5.1 is the objective function, namely to maximize profits, wherethe quantity
∑di+E+1

l=1 zil

indicates whether or not orderi is filled on dayl.

• Equation 5.2states that an order must be filled exactly once. (Every orderis either filled on some day

l ≤ di + E, or it is filled on daydi + E + 1, meaning it is not filled.)

• Equation 5.3states that the total quantity of SKUj associated with all orders filled by dayn does not

exceed the total inventory produced by dayn − 1 plus any initial inventory of SKUj.

• Equation 5.4 expresses the resource constraints on components: The total quantity of componentk

used through dayn must not exceed the total quantity of componentk ordered by dayn − 1 from all

suppliers plus any initial inventory of componentk.

• Equation 5.5enforces the capacity constraint: The total number of production cycles used to produce

all SKU types on dayl must not exceed the machine’s daily capacityC.

3We introduce these variables for ease of exposition of the ILP, but in our implementationzidi+E+1 = 1 −
“

Pdi+E

l=1 zil

”

.
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5.4 Probabilistic Scheduling

The simple scheduling problem is extended to aprobabilisticscheduling problem with an additional input.

We add a set of RFQs, characterized like orders, but with an additional parameterαi that representsi’s

likelihood of becoming an order. (For ordersi ∈ O, αi = 1.) Implicitly, this formulation of the problem

assumes that all likelihoods are independent. In probabilistic scheduling, the objective is to find a production

schedule that maximizesexpectedprofit. The following stochastic program (SP) achieves thisobjective.

5.4.1 Stochastic Programming Solution

Given a set of orders, and a set of RFQstodayonly a fraction of which will be realizedtomorrow, we seek

to produce an “optimal” set of SKUstodays.t. tomorrow’s profits will be maximized. More specifically, we

seek to produce some set of SKUs, trading off production of those SKUs that can be used to fill the most

profitable RFQs with those that can be used to fill those RFQs that are most likely to become orders.

Let wi ∈ {0, 1} indicate whether or not orderi is filled on day1,4 and letvj ∈ Z+ denotes the amount

of SKU j scheduled for production on day1. Let Ωm denote the set of RFQs that are realized in themth

scenario (σm). Now letzilm ∈ {0, 1} indicate whether or not orderi ∈ O or RFQi ∈ Ωm is filled on dayl

in scenariom, and letyjlm ∈ Z+ denote the amount of SKUj scheduled for production on dayl in scenario

m.

max
∑

i∈O

wiπi1 +
∑

m

P (σm)

[
∑

i∈O∪Ωm

di+E+1∑

l=2

zilmπil

]

(5.8)

subject to:

wi +

di+E+1∑

l=2

zilm = 1, ∀m, i ∈ O ∪ Ωm (5.9)

Stage 1:

∑

{i | fij=1}

qiwi ≤ bj , ∀j (5.10)

∑

{j | ejk=1}

vj ≤ ak, ∀k (5.11)

∑

j

cjvj ≤ C (5.12)

wi ∈ {0, 1}, ∀i (5.13)

vj ∈ Z+, ∀j (5.14)

4Note:wi = 0 for all RFQsi.
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Stage 2:

∑

{i | fij=1}

qi

(

wi +
L∑

l=2

zilm

)

≤ bj + vj +
n−1∑

l=2

yjlm,

∀j,m, n ∈ {2, . . . , N}, L = min(n, di + E) (5.15)

∑

{j | ejk=1}

(

vj +

n∑

l=2

yjlm

)

≤ ak +

n−1∑

l=1

aklm (5.16)

∀k,m, n ∈ {2, . . . , N}
∑

j

cjyjlm ≤ C, ∀m, l ∈ {2, . . . , N} (5.17)

zilm ∈ {0, 1}, ∀i, l,m (5.18)

yjlm ∈ Z+, ∀j, l,m (5.19)

• Equation 5.8 is the objective function, namely to maximize profits, wherethe quantity
∑di+E+1

l=1 zilm

indicates whether or not orderi is filled on dayl in scenarioΩm.

• Equation 5.9 states that orders and RFQs must be filled exactly once. In particular, an order can be

filled on day 1, or it can be filled at some later date in the scenarios. An RFQ can only be filled at some

later date in the scenarios.

• Equations 5.10, 5.11, and 5.12pertain to thewi andvj variables: i.e., production and the allocation

of inventory to orders on day 1. The total quantity of SKUj allocated to orders on day 1 cannot exceed

the initial inventory of SKUj. The total quantity of componentk used in production on day 1 cannot

exceed the initial inventory of componentk. The total number of production cycles used to produce all

SKU types on day 1 must not exceed the machine’s daily capacity C.

The final set of constraints pertains to production and the allocation of inventory to orders and RFQs on

days2, . . . , N in the various scenarios.

• Equation 5.15expresses the resource constraints on inventory. In all scenarios, the total quantity of

SKU j associated with all orders filled by dayn (either on day 1 or on some later date in the scenarios)

cannot exceed the total inventory produced by dayn − 1 plus and the initial inventory.

• Equation 5.16expresses the resource constraints on components. In all scenarios, the total quantity

of componentk used through dayn cannot exceed the total quantity of componentk procured by day

n − 1 and any initial inventory.

• Equation 5.17enforces the capacity constraint. In all scenarios, the total number of production cycles

used to produce all SKU types on dayl cannot exceed the machine’s daily capacityC.

Lastly, let us the compute the probabilities of the various scenariosσm. Viewing σm as a bit vector,

σmi ∈ {0, 1} indicates whether or not RFQi is realized in scenariom. Now, the probability of themth

scenario is given by:

P (σm) =
∏

i

ασmi

i (1 − αi)
1−σmi (5.20)
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5.5 Approximation Algorithms

Algorithm Output
Expected-Value (EV) ILP with expected profits and quantities
Expected-Profit (EP) ILP with expected profits
Expected-Quantity (EQ) ILP with expected quantities
SAA-Greedy (SAAG) SP using only current RFQs
SAA-Average (SAAA) SP using average future RFQs
SAA-Sampling (SAAS) SP using sampled future RFQs
Not-in-time Production (NTP) ILP ignoring RFQs

Table 5.1: Approximation Algorithms

Table 5.1 summarizes the seven ILPs that are featured in our experiments. All ILPs were solved using

CPLEX version 7.5, terminating with the first feasible solution. The first three algorithms approximate the

SP solution by solving variants of the simple scheduling problem. Theexpected-valuealgorithm solves the

simple scheduling problem using expected profits and expected quantities. Expected profits are computed

by multiplying πil by αi in Equation 5.1.5 Expected quantities are computed by multiplyingqi by αi in

Equation 5.3. Theexpected-profit(respectively,expected-quantity) algorithm solves the simple scheduling

problem using only expected profits (respectively, quantities).

The next three algorithms approximate the SP solution usingsample average approximation(SAA),

whereby they sample a subset of the scenario space accordingto its distribution, and optimize only with

respect to those samples.SAA-greedysamples scenarios only consisting of one day’s worth of actual RFQs.

This algorithm makes no attempt to reason about future RFQs.SAA-averagesamples scenarios consisting

of N days’ worth of RFQs, assuming that all future RFQs look like an average RFQ.SAA-samplingsamples

scenarios consisting ofN days’ worth of RFQs; but, SAA-sampling generates sample future RFQs from an

RFQ distribution, rather than assume that all future RFQs look like an average RFQ.6

Finally, not-in-timeproduction ignores stochastic information entirely. It only schedules orders—i.e.,

RFQs that have been realized. As its name suggests, this strategy can often lead to late penalties, since

production does not begin until one day after RFQs are received.

5.6 Empirical Results

The experiments we performed modeled the scheduling problem faced by an agent competing in the TAC

SCM game, and similar problems faced by dynamic supply chainmanagement systems. These experiments

tested two hypotheses: (i) algorithms that utilize more stochastic information outperform those that do not;

and (ii) algorithms that look ahead into the future outperform greedy algorithms.

5Recall thatαi = 1 for all ordersi.
6All of our SAA algorithms sampled30 scenarios, since larger sample sizes showed no significant advantage.
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(a) Ranges of Distributions

Parameter Range
SKU [1, 16]
Price [$1600, $2300]
Quantity [1, 20]
Penalty [5%, 15%] of Price
Probability [0, 1]

(b) Description of Metrics

Metric Description
P mean profit per order
C % cycles used to fill orders
P/C mean profit per cycle
EVPI expected value of perfect information
VSI value of stochastic information

Table 5.2: Distribution Ranges and Metric Descriptions

EachN day trial of our experiments proceeded as follows. On each day, the algorithms received ran-

domly generated RFQs drawn from a distribution similar to that of the TAC SCM game specification. Specif-

ically, 200 RFQs were generated at random, with parameters uniformly distributed in the ranges shown in

Table 5.1(a). Unlike in TAC SCM, (i) each RFQ was assigned some probability of becoming an order, and

(ii) each RFQ was due on the dayimmediatelyafter it was issued. Given a set of outstanding orders and new

RFQs, the algorithms generated schedules and produced inventory. (Note: Based on the above distributions,

100 RFQs were expected to be converted to orders each day. Since each RFQ takes an average of 55 pro-

duction cycles, the production of all orders requires more than the 2000 cycle capacity granted—the numbers

55 and 2000 are based on the TAC SCM game specification.) The next day after some more of the RFQs

became orders, the algorithms allocated (i.e., delivered)product inventory resulting from production on pre-

vious days to current orders. Each order that was filled yielded some revenue, orders filled after their due

dates also yielded revenue but incurred a penalty, and orders that were not filled at all incurred the maximum

penalty of 5 times the RFQ’s daily penalty value.

In our experiments, we made the following simplifying assumptions: no initial orders, no initial product

inventory, and infinite component inventory. The third simplification, as alluded to earlier, is an artifact of

the TAC SCM game design in 2003. These first two simplifications were designed to isolate the effects being

tested by avoiding unnecessary complexity.

5.6.1 Metrics

Table 5.1(b) describes the metrics computed during each trial that were used to evaluate the approximation

algorithms. The first metric, mean profit per order, was the primary measure of an algorithm’s performance.

Secondly, the percentage of cycles used to fill orders, indicates that percentage of the 2000 available cycles

which were used by an algorithm to produce PCs that were actually sold. Perhaps more informatively, the next

metric, profit per cycle, measures how well the algorithms filled more profitable, rather than less profitable,

orders.

The expected value of perfect informationis calculated by subtracting the mean profit an algorithm

achieved from the maximum possible, which it could have achieved had it had perfect foresight: i.e., if it

knew exactly which RFQs would become orders. The maximum possible mean profit was calculated using

the ILP described in Section 5.3 after the fact. Thevalue of stochastic informationis the difference between

an algorithm’s mean profit and that of the Expected Value algorithm. This metric describes how much an
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algorithm gained or lost by utilizing stochastic information beyond simple expected values.

Algorithm P C P/C EVPI VSI
SAA-Greedy $1,207 95.7% $63.59 78,550 48,105
Expected Profit $448 93.9% $24.40 154,450 -27,800
Expected Quantity $-1,251 81.5% $-77.71 324,390 -197,740
Expected Value $726 90.8% $47.65 126,650 0

Table 5.3: Two Day Experiments: Metric Values

Algorithm P C P/C EVPI VSI
SAA-Greedy $1,567 98.6% $79.5 87,350 34,310
SAA-Sample $1,620 98.1% $82.6 76,810 44,848
SAA-Average $1,635 98.1% $83.4 73,670 47,990
Expected Profit $1,294 98.7% $65.69 142,000 -20,200
Expected Quantity $593 95.8% $31.34 282,100 -160,300
Expected Value $1,395 96.8% $72.34 121,800 0
Not-In-Time $-4,557 49.3% $-462.53 1,312,100 -1,190,400

Table 5.4: Three Day Experiments: Metric Values

5.6.2 Two Day Experiments

In the two day experiments, algorithms received one set of RFQs and scheduled one day of production. The

resulting product inventory was allocated to orders on the day 2. Any orders that were not filled incurred the

maximum late penalty.

These experiments tested the ability of the algorithms to schedule production relying on only stochastic

information. After day 1, there was no opportunity for production; thus, there was no opportunity to satisfy

any orders that could not be filled from day 1’s production.

The metric values described in Table 5.1(b) for the two day experiments are shown in Table 5.3. In addi-

tion, the 95% confidence intervals of each algorithm’s mean profit are shown in Figure 5.1(a).7 Since SAAA

and SAAS are identical to SAAG when there is only one day of production; these lookahead algorithms

were excluded from the two day experiments. The NTP algorithm does not have a chance to schedule any

production at all in these experiments, and was also excluded.

In the two day experiments, SAAG outperformed the other algorithms under all metrics. Figure 5.1(a)

shows with 95% confidence that SAAG was significantly better in terms of mean profit. In second place (in

terms of mean profit) was the EV algorithm. Despite selling fewer cycles, the EV algorithm outperformed the

EP algorithm in terms of mean profit. These results suggest that the EV algorithm was filling fewer orders,

but choosing some of the more profitable ones (as evidenced bythe P/C values). The EP algorithm uses a

more risky technique when scheduling production, since it attempts to fill every RFQ in its entirety. When it

chose to fill an RFQ with a large expected profit and the RFQ did not become an order, at best the products

7These confidence were intervals calculated using the bootstrap percentile-t method (see, for example, [32])
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that were made could be given to other less profitable RFQs. The EV algorithm subverts this problem by only

producing RFQs in proportion to their likelihood of becoming an order. EQ performed relatively poorly on

all computed metrics because it was scheduling production to fill expected quantities of what were sometimes

unlikely realizations.

By design, SAAG uses more stochastic information than the other algorithms; therefore, the results from

these experiments confirm our hypothesis that using more stochastic information leads to better performance.

5.6.3 Three Day Experiments

In the three day experiments, algorithms received two sets of RFQs and scheduled two days of production.

The optimal solution to this scheduling problem in the expected sense is described by the stochastic program

in Section 5.4.1, when the set of scenarios includes all combinations of realizations over both days of RFQs.

More specifically, the three day experiments proceeded as follows: The first set of RFQs, all of which were

due on day 2, was received on day 1. The algorithms then scheduled production and built up their product

inventory. On day 2, a subset of day 1’s RFQs was selected at random to become orders. In addition, a second

set of RFQs was received, all of which were due on day 3. The algorithms again scheduled production and

built up their product inventory. In addition, any orders due on day 2 that could be filled were shipped, and

revenues were recorded. On day 3, a subset of day 2’s RFQs was selected at random to become orders. At

this point, any outstanding orders due on day 2 that could be filled were shipped, and revenues were recorded,

less late penalties; any orders due on day 3 that could be fulfilled were shipped, and revenues were recorded;

and, penalties were recorded for any unfilled orders.

$1,207

$448

-$1,251

$726

SAAG EP EQ EV

(a) Two Day Experiments

$1,567

$1,635

$1,620

SAAG SAAS SAAA

(b) Three Day Experiments

Figure 5.1: Mean Profits with 95% Confidence Intervals

The purpose of these experiments was (i) to show that using more stochastic information is at least as

useful across multiple days as it was in the 2 day experiment,and (ii) to test the ability of the algorithms

that made use of stochastic information to plan for the future given stochastic knowledge about the shape of

future RFQs. To an extent, these experiments also tested theability of the algorithms to recover from possible

misuse of stochastic information in the two day experiments; but, such affects would be better uncovered by

multiple day experiments.
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As shown in Table 5.6.1, the stochastic programs outperformed all of the other schedulers in all but one

calculated metric. Once again, these results confirm our hypothesis that using more stochastic information

leads to better performance. All other results are consistent with results from the two day experiments.

Figure 5.1(b) shows that the stochastic algorithms that rely on forecasts about future RFQs outperformed

SAAG. Unlike the greedy algorithm, the algorithms with lookahead use stochastic information about fu-

ture RFQs to make scheduling decisions. These experiments confirmed our second hypothesis: using more

stochastic information about the future also leads to better performance.

The improvement seen was the result of day 1’s with low-priced RFQs. The greedy algorithm was forced

to cope with these poor RFQs because it did not utilize any stochastic information about the future. On the

other hand, the algorithms with lookahead chose to scheduleproduction that filled predicted future RFQs

with higher prices, rather than waste production cycles on RFQs with low prices. SAAS and SAAA perform

comparably in these experiments (see Figure 5.1(b)) because the RFQs sampled by SAAS were drawn from a

uniform distribution, and thus tended to reflect mean RFQs. Given a non-uniform distribution, we conjecture

that the sampling algorithm would make better use of stochastic information about future RFQs than an

algorithm that relies on only the mean.

This paper only considers experiments of 2 and 3 days in duration. In future work, we plan to assess the

performance of these algorithms over many days, such as the typical 220 days of the TAC SCM game.

5.7 Conclusion

The research problems in the Trading Agent Competitions aretypically approached using clever heuristics

and optimization techniques. With a few notable exceptions[42, 98], these methods have tended to ignore

some of the information that characterizes the uncertaintyin the problems. This paper suggests that it is pos-

sible to substantially improve the performance of algorithms by incorporating stochastic information about

the future. More importantly, this paper shows that the precise methodology for including stochastic infor-

mation is an important indicator of an algorithm’s performance. Indeed, the scheduling decisions determined

by a stochastic programming approach that aims to characterize all of the uncertainly outperforms methods

that make no use or partial use of uncertainty.

Research on dynamic supply chain management can proceed in anumber of future directions. By itself,

the probabilistic scheduling approach makes worthwhile decisions given a fixed distribution for future RFQs.

However, in the bidding problem, there is an opportunity to alter the distributions of the RFQs that could

become orders, namely by raising or lowering bids. In BOTTICELLI, the probabilistic scheduling algorithm

serves as a critical component for evaluating various bidding strategies. The algorithms presented here rely

heavily on stochastic programming to handle uncertainty; however, there are other techniques, such as con-

sensus [12] and POMDPs [57], for coping with uncertainty, which may prove useful when the full TAC SCM

problem (including procurement) is considered.



Chapter 6

ILP Bidding in TAC SCM 1

The chapter describes the architecture of Brown University’s agent, BOTTICELLI, a finalist in

the 2003 Trading Agent Competition in Supply Chain Management (TAC SCM). In TAC SCM,

a simulated computer manufacturing scenario, BOTTICELLI competes with other agents to win

customer orders and negotiates with suppliers to procure the components necessary to complete

its orders.

In this chapter, two subproblems that dictate BOTTICELLI ’s behavior are formalized: bidding and

scheduling. Mathematical programming approaches are applied in attempt to solve these prob-

lems optimally. In addition, greedy methods that yield useful approximations are described. Test

results compare the performance and computational efficiency of these alternative techniques.

6.1 Introduction

A supply chain is a network of autonomous entities, or agents, engaged inprocurementof raw materials,

manufacturing—converting raw materials into finished products—anddistributionof finished products. The

Trading Agent Competition in Supply Chain Management (TAC SCM) is a simulated computer manufactur-

ing scenario in which software agents tackle complex problems in supply chain management. This chapter

describes the structure of Brown University’s agent BOTTICELLI, a finalist in TAC SCM 2003.

TAC SCM agents face uncertainty about the future, but they must make decisions before the uncertainty is

resolved: e.g., agents must procure raw materials and manufacture finished products before customer orders

arrive. BOTTICELLI handles the uncertainty in manufacturing and distributionusing stochastic programming

techniques (see Benischet al. [11]). Here, we focus on our approach to thebiddingproblem: find an optimal

set of bids to place on customer RFQs, balancing the tradeoffbetween maximizing profits—by placing high

bids—and maximizing the likelihood of winning multiple customer orders—by placing low bids.

This chapter is organized as follows. In Section 6.2, we givean overview of TAC SCM. Next we describe

1Published as [10].
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the architecture of our agent, BOTTICELLI. This architecture emphasizes three problems—bidding, produc-

tion scheduling, and delivery scheduling. Section 6.4 describes a heuristic approach to these problems: greedy

scheduling and bidding via hill-climbing. Section 6.5 details solutions that approximate optimal stochastic

programming solutions. Section 6.6 presents experimentalresults.

6.2 TAC SCM

In TAC SCM, six software agents compete in a simulated sectorof a market economy, specifically the per-

sonal computer (PC) manufacturing sector. Each agent can manufacture 16 different types of computers,

characterized by differentstock keeping units(SKUs). Building each SKU requires a different combination

of components, of which there are 10 different types. These components are acquired from a common pool of

suppliers at costs that vary as a function of demand. After assembly, each agent can sell its PCs to a common

pool of customers by underbidding the other agents. The agents are ranked based on their profits over 220

days, each of which lasts 15 seconds.

Each day in the TAC SCM simulation customers send a set ofrequests for quotes(RFQs) to the agents.

Each RFQ contains a SKU, a quantity, a due date, a penalty rate, and a reserve price—the highest price the

customer is willing to pay. Each agent sends anoffer to each customer for each RFQ, representing the price

at which it is willing to satisfy that RFQ. After the customerreceives all its offers, it selects the agent with the

lowest-priced offer and awards that agent with anorder. Either: the winning agent delivers the entire order

by its due date, in which case it is paid in full; it delivers the entire order within five days of its due date,

in which case it is paid the amount of its offer less a penalty based on the number of late days; or, it cannot

deliver the entire order within five days of its due date, in which case the order is canceled, no revenues are

accrued, and the maximum penalty is incurred.

Meanwhile, the agents themselves are sending RFQs to suppliers, requesting a specific quantity of a

component to arrive on a particular day. The suppliers respond to these requests the next day with either

partial or full offers, indicating the price per unit at which the RFQ can be satisfied. If an agent receives a

partial offer, the supplier cannot deliver the requested quantity of the component on the day on which it was

requested, but it can deliver a lesser quantity on that day. Full offers either have a delivery date on the day

requested, or a delivery date later than the one requested, in which case they are often accompanied by partial

offers. Among these offers, an agent can choose to accept at most one, in which case agent and supplier enter

into a contract agreeing that the agent will be charged for the components upon their arrival.

At the end of each day, each agent converts the components it acquired from suppliers into SKUs accord-

ing to a production schedule it generates for its factory. Italso reports a delivery schedule assigning the SKUs

in its inventory to customer orders.

6.3 Agent Architecture

Each simulated TAC day represents a decision cycle for an agent, during which time the agents must solve

four problems: procurement, bidding, production scheduling, and delivery scheduling. Theprocurement
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TAC SCM Decision Problem
Objective:

Maximize Expected Profits
Inputs:

Product Pricing Model
Component Cost Model
Set of Supplier Offers
Set of Customer RFQs
Set of Customer Orders
Procurement Schedule
Component Inventory
Product Inventory

Outputs:
Procurement Schedule: set of Supplier RFQs and Orders
Bidding Policy: map from Customer RFQs to Prices
Production Schedule: map from Cycles to SKUs
Delivery Schedule: map from SKUs to Customer Orders

Figure 6.1: TAC SCM Decision Problem

problem involves communicating with suppliers via RFQs, and selecting supplier offers to accept among

those which are received in response to these RFQs. Thebiddingproblem is to decide how to assign offer

prices to each customer RFQ. Theproduction schedulingproblem is to decide how many of each SKU to

assemble each day. Thedelivery schedulingproblem is to decide which orders to ship to which customers,

using product inventory. The objective in all of these problems is to maximizeexpectedprofits, given some

probabilistic model that captures the uncertainty in the game. A high-level description of the TAC SCM

decision problem is presented in Figure 6.1.

An artifact in the design of TAC SCM 2003 (namely, negligiblecomponent prices on day 1), resulted

in us placing little emphasis onprocurement. Rather, we focused on the development of solutions to the

bidding, scheduling, anddeliveryproblems. High-level descriptions of the three problems are given in Fig-

ures 6.4, 6.6, and 6.7. These three problems are highly interconnected. Indeed, an optimal solution to the

production scheduling problem yields an optimal solution to the delivery scheduling problem, since ulti-

mately revenues depend on which orders are successfully delivered to their respective customers. Moreover,

an optimal solution to the bidding problem yields an optimalsolution to both scheduling problems, since

bidding decisions depend on manufacturing and distribution constraints: too few winning bids lead to missed

revenue opportunities; too many winning bids lead to late penalties.

The architecture of BOTTICELLI was designed with these relationships in mind, and thus the bidding

module envelops the scheduling module, which in turn envelops the delivery module as shown in Figure 6.2.

Once a bidding policy is determined by the bidding module, the scheduling module finds a production sched-

ule, and the delivery module ships products to customers.

The flow of information through the agent is as follows: Each day the modeling module receives infor-

mation about other agents’ actions on the previous day as well as information about the offers the bidding

module submitted and the orders that resulted from those offers. The modeling module uses this information

to update its models and passes an updated model to the bidding module. The bidding module uses the new

model to produce an offer for each of the day’s RFQs. The offerprices are determined with the aid of the
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Figure 6.2: Botticelli: A Modular Design

scheduling module. When invoked, the scheduling module learns from the procurement module the quantity

of each component that is expected to be in inventory on any particular day. It then determines how to allocate

machine cycles to make products for existing orders and likely future orders. The scheduling module relies

on the delivery module to determine how to allocate product inventory to existing orders and likely future

orders. After the bidding, scheduling, and delivery modules finalize their decisions, the procurement module

sends to suppliers RFQs for additional components and orders based on the current offers.

6.4 Bidding: A Hill-Climbing Approach

In the preliminary rounds, BOTTICELLI relied on a hill-climbing bidder, which successively adjusts bid prices

according to the results of a scheduler. At a high-level, thebidder is initialized with some set of bid prices;

given these prices, a production and delivery schedule is computed; and, based on the results of the scheduler,

bid prices are tweaked. The goal of this hill-climbing algorithm is to fill our production schedule, which we

assume is positively correlated with maximizing expected profits. TacTex utilizes a similar solution to the

bidding problem [87].

In a preprocessing step, we schedule only orders, no offers.As long as all orders can be scheduled for

delivery, we proceed with the hill-climbing bidder.

It is crucial to our approach that the scheduler make use of the probabilities of winning each offer: the

scheduler must schedule offers based onexpected quantities.

We initialize bids to prices at which, according to our pricing model, we will win every RFQ with cer-

tainty. At these initial prices, if the scheduler cannot fit every order and RFQ into the schedule, then those

RFQs which are not deemed profitable enough to include in the schedule at their current prices form a natural

set of RFQs for which to raise prices. Indeed, we increase theprices of these RFQs, thereby decreasing their

winning probabilities. In the next iteration, the scheduler, which schedules according to expected quantities,

may be able to schedule these RFQs for production. Prices areincreased (i.e., probabilities are decreased)
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until all RFQs can be scheduled. This process is guaranteed to converge, since the winning probability of

RFQs above their reserve prices is zero, yielding a corresponding expected quantity of zero.

6.4.1 Scheduling: A Greedy Approach

Our greedy scheduler is passed both orders and offers, whichit sorts as follows:

• Orders are placed before offers, since offers might not be won.

– Orders are sorted by ascending due date, then by descending penalty.

– Offers are sorted by descending profit per cycle (pι/cj , wherej = fι), then by ascending due date, and

lastly by descending penalty.

Note that offers are not sorted by probability. We experimented with this ordering, but profitability proved to

be more important than probability.

Let o be the current order or offer and letj beo’s SKU. The greedy scheduler addresses the orders and

offers in sorted order as follows:

1. Schedule backwards fromo’s due date. That is, start by scheduling as much as possible of SKUj on the dayo is

due. If more needs to be scheduled, then schedule as much as possibleon each successively earlier day until either

no more is needed or the current day is reached.

2. If more of SKUj still needs to be produced, allocate as much as possible from product inventory.

3. If still more of SKUj is needed, schedule forwards fromo’s due date until either all of ordero is scheduled or the

cancellation date is reached.

4. If the cancellation date is reached, then cancel all scheduled production of SKU j for o.

Note that ifo’s due date is the current day, then there is no time to produceany more of SKUj. In this case,

the greedy scheduler begins at step 2.

6.5 Bidding: A Mathematical Programming Approach

We now formulate mathematical programs to solve the delivery scheduling, production scheduling, and bid-

ding problems. Our proposed solution to the bidding problemrelies on a solution to the production scheduling

problem. Similarly, our proposed solution to the production scheduling problem relies on a solution to the

delivery scheduling problem. In our exposition, we distinguish betweensimpleoptimization problems, in

which there is no uncertainty, andstochasticoptimization problems. We present optimal solutions to thesim-

ple subproblems before describing our approximate solutions to the stochastic optimization problems. All

solutions are described in terms of the variables, constants, and abbreviations listed in Figure 6.3.

6.5.1 Simple Scheduling

In simple scheduling, there is no uncertainty because thereare no customer RFQs. The sole purpose of simple

scheduling is to fill standing customer orders.
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Variables
xι bidding policy: bid price for RFQι
yjl production schedule: quantity of SKUj

scheduled for production on dayl
zil delivery schedule:

1 if order i is delivered on dayl; 0 otherwise
z′

ιl delivery schedule:
1 if RFQ ι is delivered on dayl; 0 otherwise

Constants in the Objective Functions
R number of RFQs
O number of orders
D latest due date among all orders
E number of days before a late order is canceled
qi quantity of orderi
di due date of orderi
pi revenue for delivering orderi on or beforedi + E
ρil penalty incurred if orderi is delivered on dayl
q′ι quantity of RFQι
d′

ι due date of RFQι
ρ′

ιl penalty incurred if RFQι is delivered on dayl

Abbreviations in the Objective Functions
πil revenue earned by delivering orderi on dayl

πil =



qipi l ≤ di

qipi − ρil di < l ≤ di + E

π′
ιl(p) revenue earned by delivering RFQι on dayl

at pricep

π′
ιl(p) =



q′ιp l ≤ d′
ι

q′ιp − ρ′
ιl d′

ι < l ≤ d′
ι + E

ζi 1 if order i is not delivered at all;0 otherwise

ζi = 1 −

di+E
X

l=1

zil

ζ′
ι 1 if RFQ ι is not delivered at all;0 otherwise

ζ′
ι = 1 −

d′
ι+E
X

l=2

z′
ιl

Additional Constants in the Constraints
ak components of typek in initial inventory
αkl components of typek delivered on dayl + 1
bj number of PCs of SKUj in initial inventory
cj cycles expended to produce one PC of SKUj
ejk 1 if SKU j contains component typek; 0 otherwise
fij 1 if order i is for SKU typej; 0 otherwise
f ′

ιj 1 if RFQ ι is for SKU typej; 0 otherwise
Cd number of cycles on dayd

Probabilistic Pricing Model
Pι(p) probability of winning RFQι at pricep

Figure 6.3: Mathematical Programming Variables, Constants, and Abbreviations
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Simple Delivery Scheduling

Delivery Scheduling
Inputs:

Production Schedule
Set of Customer Orders
Product Inventory

Output:
Delivery Schedule: map from SKUs to Customer Orders

Figure 6.4: Simple Delivery Scheduling

The (simple) delivery scheduling problem is one of allocating SKUs in product inventory to customer

orders, given a(D + E)-day production schedule (see Figure 6.4). The following integer program solves the

delivery scheduling problem. (Note:yjl is constant in this formulation.)

max
z

O
X

i=1

" 

di+E
X

l=1

zilπil

!

− ζiρi(di+E)

#

(6.1)

subject to:

zil ∈ {0, 1}, ∀i, l (6.2)
di+E
X

l=1

zil ≤ 1, ∀i (6.3)

t
X

l=1

X

{i | fij=1}

qizil ≤ bj +

t−1
X

l=1

yjl, ∀j, t = 1, . . . , D + E

The objective (Equation 6.1) is to maximize revenue and minimize penalties; but, no order can be deliv-

ered more than once (Equation 6.3); and, the total quantity of SKU j associated with orders delivered by day

t cannot exceed the total inventory of SKUj produced by dayt−1 plus any initial inventory (Equation 6.4).

Simple Production Scheduling

Simple Production Scheduling
Inputs:

Set of Customer Orders
Procurement Schedule
Component Inventory
Product Inventory

Outputs:
Production Schedule: map from Cycles to SKUs
Delivery Schedule: map from SKUs to Customer Orders

Figure 6.5: Simple Production Scheduling

The simple production scheduling problem is one of allocating cycles to SKUs, given a set of customer

orders, initial component and product inventory, and a(D + E)-day procurement schedule (see Figure 6.5).
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The following integer program solves the simple productionscheduling problem.

max
y,z

O
X

i=1

" 

di+E
X

l=1

zilπil

!

− ζiρi(di+E)

#

(6.5)

subject to Constraints 6.2, 6.3, 6.4, and the following:

yjl ∈ Z≥0, ∀j, l (6.6)
t
X

l=1

X

{j | ejk=1}

yjl ≤ ak +

t−1
X

l=1

αkl ∀k, t (6.7)

X

j

cjyjl ≤ Cl, ∀l (6.8)

As in delivery scheduling, the objective (Equation 6.5) is to maximize revenue and minimize penalties;

and, all of the delivery scheduling constraints still apply. In addition, Equation 6.7 expresses the resource

constraint on components: The total quantity of componentk used through dayt cannot exceed the total

quantity of componentk delivered by dayt − 1 plus any initial inventory of componentk. Equation 6.8

enforces the capacity constraint: The total number of production cycles used to produce all SKU types on

dayl cannot exceed the machine’s capacity on dayl.

6.5.2 Stochastic Scheduling and Bidding

Allowing for customer RFQs as well as standing customer orders introduces uncertainty into the scheduling

problems. This uncertainty also arises in the bidding problem, where its exact nature depends on bids.

To handle this uncertainty, the scheduling problem can be formulated as a stochastic program (see Benisch

et. al. [11]). In solving this stochastic program, we show that the sample average approximation method

(SAA) [62] outperforms the expected value method [14] on this problem. Nonetheless, we relied on the

expected value method in our implementation of BOTTICELLI-2003 because it readily applies to the bidding

problem, whereas SAA does not.

Expected Production Scheduling

In the production scheduling problem, the objective is to allocate cycles to SKUs not only to fill existing

customer orders, but in addition to fill offers—customer RFQsequipped with bid prices—which may or may

not become orders. We model this uncertainty by associatingprobabilities with offers: offers with low bid

prices are assigned high probabilities, whereas offers with high bid prices are assigned low probabilities.

The following integer program approximates the productionscheduling problem. (Note:xι is constant in

this formulation.)

max
y,z,z′

O
X

i=1

" 

di+E
X

l=1

zilπil

!

− ζiρi(di+E)

#

+

R
X

ι=1

Pι(xι)

2

4

0

@

d′
ι+E
X

l=2

z′
ιlπ

′
ιl(xι)

1

A− ζ′
ιρ

′
ι(d′

ι+E)

3

5 (6.9)
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Production Scheduling
Additional Inputs:

Bidding Policy
Product Pricing Model
Set of Customer Orders
Procurement Schedule
Component Inventory
Product Inventory

Outputs:
Production Schedule: map from Cycles to SKUs
Delivery Schedule: map from SKUs to Customer Orders

Figure 6.6: Production Scheduling

subject to Constraints 6.2, 6.3, 6.6, 6.7, 6.8, and the following:

z′
ιl ∈ {0, 1}, ∀ι, l (6.10)

d′
ι+E
X

l=2

z′
ιl ≤ 1, ∀ι (6.11)

t
X

l=1

X

{i | fij=1}

qizil +

t
X

l=2

X

{ι | f ′
ιj

=1}

Pι(xι)q
′
ιz

′
ιl ≤

bj +

t−1
X

l=1

yjl, ∀j, t (6.12)

The objective function (Equation 6.9) maximizes profits from orders andexpectedprofits from RFQs.

Equation 6.11 states that no RFQ can be delivered more than once. Equation 6.12, which considers RFQs

as well as orders, replaces Equation 6.4. Note the use ofexpectedquantityPι(xι)q
′
ι regarding RFQs in

Equation 6.12.

Bidding

Bidding
Inputs:

Product Pricing Model
Set of Customer RFQs
Set of Customer Orders
Procurement Schedule
Component Inventory
Product Inventory

Outputs:
Bidding Policy: map from Customer RFQs to Prices
Production Schedule: map from Cycles to SKUs
Delivery Schedule: map from SKUs to Customer Orders

Figure 6.7: Bidding
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The objective in the bidding problem is to find an optimal bidding policy. We solve this problem by ex-

tending the solution to the production scheduling problem based on the expected value method. In production

scheduling, all RFQs are equipped with bid prices, which areconstants. In the bidding problem, the prices at

which to offer to fill RFQs are variables. Once prices become variables rather than constants, the objective

function is no longer linear. (In fact, in our formulation, it is not even quadratic.) Thus, in our implementation

we discretize prices to recover a linear formulation:

M number of prices

µmι price of RFQι with indexm

z′
ιlm 1 if RFQ ι is delivered on dayl at price indexed bym;

0 otherwise

Now the following integer program approximates the biddingproblem.

max
y,z,z′

O
X

i=1

" 

di+E
X

l=1

zilπil

!

− ζiρi(di+E)

#

+

M
X

m=1

R
X

ι=1

Pι(µmι)

2

4

0

@

d′
ι+E
X

l=2

z′
ιlmπ′

ιl(µmι)

1

A− ζ′
ιρ

′
ι(d′

ι+E)

3

5 (6.13)

subject to Constraints 6.2, 6.3, 6.6, 6.7, 6.8, and the following:

z′
ιlm ∈ {0, 1}, ∀ι, l, m (6.14)

M
X

m=1

d′
ι+E
X

l=2

z′
ιlm ≤ 1, ∀ι (6.15)

t
X

l=1

X

{i | fij=1}

qizil +

M
X

m=1

t
X

l=2

X

{ι | f ′
ιj

=1}

Pι(z
′
ιlm)q′ιz

′
ιlm ≤

bj +

t−1
X

l=1

yjl, ∀j, t (6.16)

6.6 Experiments

In this section we report on experiments designed to comparethe performance of three bidding algorithms,

one based on our mathematical programming solution, one hill-climbing bidder, and one blend of the two.

6.6.1 Heuristics

To bid optimally in TAC SCM, an agent would have to optimize with respect to (i) each of the other agent’s

individual strategies; and (ii) all possible future scenarios, weighted by their likelihoods. Agent modeling

is not feasible in TAC, since the behavior of individual agents is observed only by the server. Thus, we

collapse all agents’ behaviors into one model (see Section 6.6.1). Furthermore, since it would be intractable

to consider all possible futures, we rely on an heuristic that stands in the place of simulating the future—

specifically, future orders (see Section 6.6.1).
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Figure 6.8: Price vs. Probability for a SKU. Diamonds are data points from offers sent during the pastd days.
Squares are data points from the previous day’s minimum and maximum prices.

Modeling

The modeling module predicts the relationship between the bid price of an offer and the probability of win-

ning that offer. There are several sources of information available for modeling this relationship. In our

implementation, we utilize two: the first is a report provided by the server each day with the maximum and

minimum closing prices for each SKU on the previous day; the second is BOTTICELLI ’s past offer prices and

the orders that resulted. Our modeling module is concerned only with price and probability relationships for

each SKU, rather than for each RFQ, since maximum and minimumprices are SKU-specific.

For each SKU, the modeler plots the minimum and maximum prices from the previous day at probabilities

1 and0, respectively. Intuitively, low prices are likely to be winning prices, while high prices are likely to

be losing prices. In addition, for each of the previousd days, BOTTICELLI ’s average offer prices are plotted

against the ratio of the number of offers won to the number of offers issued. In total, our modeling module

is provided withd + 2 points, which it fits using a least-squares linear regression. This linearcdf (price vs.

probability graph) is adopted as the model that is input to the bidding module. (See Figure 6.8.)

By experimentation, we found the value of5 to be a good choice ford. This value allowed BOTTICELLI

to be responsive enough to the changes in price that often accompanied another agent receiving a shipment

of supplies, but prevented any drastic overreactions. We experimented with using additional information to

create more stable models, such as providing weights for points based on the number of offers they repre-

sented, and maintaining the average of thed previous days’ minimum and maximum prices. These methods,

however, did not respond well to price jumps that were typical of the 2003 TAC SCM competition.

The Triangle Method

In scheduling for multiple days of production, BOTTICELLI ’s scheduling module relies on the following

heuristic: do not use all cycles on all days, but rather save production cycles on future days for future RFQs

(see Figure 6.9). This heuristic is motivated by two assumptions. First, higher revenues can be earned by

winning the same quantity of RFQs over multiple days, ratherthan winning a large quantity of RFQs on one

day, since, according to our model, an agent can only win a large quantity on one day by bidding low prices.

Second, the “character” RFQs of tomorrow will not differ significantly from the RFQs of today, since all
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Figure 6.9: On dayd, only Cd = C((D−d)+1)
D cycles are made available to the scheduler. Cycles outside the

triangle are reserved for future orders.D is the number of days of production in the schedule.C is the daily
production capacity.

RFQs are drawn from a uniform distribution. In particular, future RFQs will not be significantly better or

worse than today’s RFQs in terms of quantity, due date, etc. If, however, a change in thenumberof RFQs is

predicted,2 BOTTICELLI saves more (less) cycles if the number of RFQs is predicted toincrease (decrease),

since prices tend to increase (decrease) accordingly.

6.6.2 Experimental Setup

Our experiments consisted of 20 day trials, which proceededas follows: On each day, the algorithms received

a randomly generated set of RFQs drawn from a distribution similar to that of the TAC SCM game specifica-

tion. Specifically, 300 RFQs were generated at random, with parameters uniformly distributed in the ranges

shown in Table 6.1. Given these RFQs, the algorithms produced a bidding policy as well as production and

delivery schedules forD = 10 days. Based on its bid prices and the corresponding probabilities, an algorithm

won orders for some of the RFQs. The algorithms were then responsible for producing and delivering the

products for these RFQs before their due dates or they were penalized according to the rate specified in the

RFQ. The tests continued in this fashion for20 days; this number was long enough to allow the algorithms to

distinguish themselves, but short enough to allow several hundred iterations.

In order to mitigate any start effects in our experiments, the algorithms were initialized with the same set

of 150 customer orders (thus, the first day looked like all other days). We made the simplifying assumption

that all algorithms had an infinite component inventory, which, as alluded to earlier, is an artifact of the TAC

SCM game design in 2003. Finally, to isolate the effects of the bidding algorithms, we relied on models that

could perfectly predict the likelihood of winning any RFQ atany price.
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Parameter Range
Price [$1600, $2300]
Quantity [1, 20]
SKU [1, 16]
Penalty [5%, 15%] of Price

Table 6.1:Uniform Distribution Ranges

Profits Deliveries Price Penalty
HG $7,781,100 6,847 $1,193 $505,610
HE $8,019,600 7,286 $1,095 $285,950
EB $9,600,900 7,860 $1,222 $113,660

Table 6.2:Experimental Results

6.6.3 Experimental Results

The algorithms included in our experiments were the hill-climbing bidder with a greedy production scheduler

(HG), the hill-climbing bidder with an expected productionscheduler (HE), and the expected bidder (EB),

which used its own schedule for production. Both of the hill-climbing bidders utilized a greedy scheduler to

evaluate candidate bidding policies, as such policies needed to be evaluated hundreds of times. (The greedy

scheduler completed in .01 seconds, on average, whereas theexpected production scheduler completed in 1

second.) However, we allowed one of the hill-climbing bidders to utilize an expected scheduler for production

scheduling only. Our hypothesis was that the expected bidder with built in scheduling and delivery modules

would out perform all of the others, as it would be capable of performing a more global optimization while

solving the bidding problem.

Relevant statistics of the500 trials are given in Table 6.2. The mean profits of each algorithm over20 days

with 95% confidence intervals are shown in Table 6.3. These results validated our hypothesis. The expected

bidder outperformed both instances of the the hill-climbing bidders in every category in Table 6.2. The

95% confidence intervals shown in Table 6.3 reveal that the difference in profits is statistically significant.

The addition of the expected scheduling algorithm to the hill-climbing bidder helped it to achieve fewer

penalties by improving the production scheduling solutions; however, the lack of a global bidding strategy

still crippled its abilities. It seems that the expected bidder produced results that were close to optimal, since

its total penalty was relatively small and it managed to utilize its factory at nearly full capacity each day

without wasting many finished products.

6.7 Conclusion

Following Kiekintveld [60], we identify three key issues insupply chain management that are modeled in

TAC SCM: (i) uncertaintyabout the future; (ii)strategic behavioramong the entities; and (iii)dynamism:

2BOTTICELLI predicts the level of demand using a particle filter. Details of this approach are beyond the scope of this chapter.
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Low High
HG $7,756k $7,804k
HE $7,988k $8,050k
EB $9,585k $9,617k

Table 6.3:Mean Profits—95% Confidence Intervals

i.e., the temporal nature of the chain. BOTTICELLI adequately handles uncertainty (in the bidding problem),

but makes simplifying assumptions to handle the strategic and dynamic components of the game. Rather

than model each competing agent’s strategic behavior individually, we collapse all agents’ behaviors into one

model, and optimize with respect to this model. In essence, we use decision-theoretic optimization techniques

to approximate solutions to game-theoretic problems. Dynamic optimization models and techniques (e.g.

MDPs) might be applicable in TAC SCM, but to optimize with respect to all possible future scenarios is

clearly intractable. Instead, we rely on an heuristic we call the triangle method, by which we save production

cycles on future days for future RFQs, particularly if prices are predicted to increase. In future versions of

BOTTICELLI, we plan to build more powerful models of the agents’ strategic environment, and to incorporate

more sophisticated methods of dynamic optimization, particularly in the procurement problem.



Chapter 7

Greedy Bidding in TAC SCM1

We present a fast and effective bidding strategy for the Trading Agent Competition in Supply

Chain Management (TAC SCM). In TAC SCM, manufacturers compete to procure computer

parts from suppliers (the procurement problem), and then sell assembled computers to customers

in reverse auctions (the bidding problem). This chapter is concerned only with bidding, in which

an agent must decide how many computers to sell and at what prices to sell them. We propose

a greedy solution, Marginal Bidding, inspired by the Equimarginal Principle, which states that

revenue is maximized among possible uses of a resource when the return on the last unit of the

resource is the same across all areas of use. We show experimentally that certain variations of

Marginal Bidding can compute bids faster than our ILP solution, which enables Marginal Bidders

to consider future demand as well as current demand, and hence achieve greater revenues when

knowledge of the future is valuable.

7.1 Introduction

A supply chain is a network of autonomous entities engaged inprocurement of raw materials, manufacturing—

converting raw materials into finished products—and distribution of finished products. The Trading Agent

Competition in Supply Chain Management (TAC SCM) is a simulated computer manufacturing scenario in

which software agents operate a dynamic supply chain [5].

In this chapter, we study the TAC SCM bidding problem, where the goal is to choose prices at which to

offer to sell computers to customers today, balancing the tradeoff between maximizing revenue per order—

by placing high bids—and maximizing the quantity of customerorders won—by placing low bids, within

the constraints of current and future component availability and production capacity. Ideally, these decisions

should be made taking into account future demand: in a bull market it may be advantageous to reserve today’s

production capacity for future, more profitable demand; in abear market it may be preferable to bid more

aggressively early on, claiming a larger share of current demand to be fulfilled with products manufactured

1Based on [48].
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in the future.

To model these tradeoffs, we formulate bidding in TAC SCM as an N -day recursive, stochastic, integer

linear program (ILP). The mathematical program is recursive because the agent faces the same decision

variables day after day, namely the prices at which to set itscurrent bids so as to maximize the sum of its

current revenue and its expected future revenue. It is stochastic in part because of the inherent uncertainty

in future demand. However, we also use stochasticity to model the game-theoretic dynamics of bidding in a

reverse auction, thereby reducing what is truly a game-theoretic problem to a decision-theoretic one. This is

an important simplifying assumption that permeates our study.

A tractable approximation of1-day bidding, calledexpected bidding, was considered in Benischet

al. [10]. We revisit this problem here, and show that it reduces to a generalization of the classic knapsack

problem, the so-callednonlinear knapsack problem(NLK). Then, inspired by the Equimarginal Principle—

which states that revenue is maximized among possible uses of a resource when the return on the last unit of

the resource is the same across all areas of use—we propose a greedy solution to the expected bidding prob-

lem, which we call Marginal Bidding. We advocate for Marginal Bidding in this chapter because it scales

linearly with the number of days, and can hence more easily solve anN -day extension of expected bidding

than traditional ILP solutions.

To analyze the performance of various heuristics designed for TAC SCM, we built a simulator that gener-

ates decision-theoretic simplifications of the game-theoretic problems TAC SCM agents face, such as bidding.

Using our simulator, we compared the performance of severalvariants of Marginal Bidding with an ILP so-

lution. We show that certain variations of Marginal Biddingcan compute bids faster than our ILP solution;

hence, incorporating a Marginal Bidder into a TAC SCM agent would allow for more time to be spent on other

decision problems (e.g., procurement). Moreover, this speedup enables Marginal Bidders to reason about fu-

ture demand as well as current demand, and hence achieve greater revenues when knowledge of the future

is valuable. While the gains to be realized by reasoning aboutfuture demand in TAC SCM appear modest,

we demonstrate that more substantial gains can be realized under more volatile or seasonal conditions that

generate more extreme market swings.

This chapter is organized as follows. We begin by describingthe Equimarginal Principle of marginal util-

ity theory, originally posited by Gossen in the mid 1800’s. We note that this principle can be applied to solve

the nonlinear knapsack problem. Then, we present a discretization technique coupled with a greedy algo-

rithm, which we prove approximately solve the NLK. (Technically, we prove that our approach yields a Fully

Polynomial Time Approximation Scheme—a FPTAS—for the NLK.) Next, we formalize TAC SCM bidding

as anN -day recursive stochastic program, and argue that expectedbidding, a1-day deterministic approxi-

mation, can be reduced to solving an instance of the NLK. Then, we present Marginal Bidding, a heuristic

for solving anN -day extension of expected bidding that incorporates the aforementioned discretization tech-

nique and greedy approach to solving the NLK. Finally, we compare experimentally the performance of two

heuristics, Marginal Bidding and an ILP, in simulations of the TAC SCM bidding problem.
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7.2 The Equimarginal Principle

The Prussian economist H. H. Gossen is credited with observing two fundamental laws of utility. The first is

the Equimarginal Principle:

If a man is free to choose among several pleasures but has not time to afford them all to their

full extent, then in order to maximize the sum of his pleasures he must engage in them all to at

least some extent before enjoying the largest one fully, so that the amount of each pleasure is the

same at the moment when it is stopped; and this however different the absolute magnitude of the

various pleasures may be.

The Equimarginal Principle applies to problems in which a limited resource (in the above quote, time, but

later, means) is to be distributed among a set of independentpossible uses. Such problems are ubiquitous.

Two problems commonly cited in economics textbooks include: a consumer allocating her (fixed) income

among different commodities to maximize her utility; and a firm deciding how to proportion its (finite) labor

and capital to maximize its profits.

The second of Gossen’s laws is the Law of Diminishing Marginal Returns:

The amount of any pleasure is steadily decreasing as we continue until at last saturation is

reached.

A key assumption underlying both of Gossen’s laws is that onecannot enjoy all pleasures indefinitely

because a pleasure is not free—rather, it comes at some expense. Indeed, when Gossen writes the “amount

of pleasure” he means the additional value that derives fromenjoying a bit more of the pleasure at a bit more

expense. In modern terms, this quantity—the ratio of a pleasure’s marginal value to its marginal cost—can

be construed asmarginal return.

Assuming diminishing marginal returns, it is easy to see that in an optimal solution to such a resource

allocation problem, marginal returns are equal.2 Indeed, if the marginal returns were unequal, a better allo-

cation could be achieved by redistributing a unit of the resource from the use with a lower marginal return to

the use with a higher marginal return. Gossen’s claim is lessobvious: that equal marginal returns imply an

optimal solution. For a proof, see Mas-Colellet al. [73] (Theorem M.K.3 on page 961), for example.

7.2.1 The Nonlinear Knapsack Problem

The problem domains in which the Equimarginal Principle applies have the flavor of theknapsack problem.

In this problem, we are given a set ofn items, each with a valuevi and a weightwi, together with a knapsack

of finite capacityC ≥ 0. Our objective is to pack a variety of items in the knapsack such that the sum of the

values of the items packed is maximized, but their total weight does not exceed the capacity of the knapsack.

Formally,

max
x1,...,xn

n∑

i=1

vixi (7.1)

2For ease of exposition, we assume that in an optimal solution, astrictly positive amount of the resource is allocated to eachuse: i.e.,
there exists an interior solution.
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s.t.
n∑

i=1

wixi ≤ C (7.2)

In the continuous version of the problem, thexis are in the range[0, 1]; in the 0/1 version (which is NP-hard),

they are in the set{0, 1}. In either case, thexis are bounded; otherwise, the problems would be unbounded.

In the aforementioned sample economics problems, the decision faced is one of choosing not only the

best uses for the resource (i.e., which items to pack), but the quantityxi ≥ 0 of the resource to allocate to

each use, where, in general, the value of a use can depend on its quantity. This final consideration creates a

knapsack problem with a potentially nonlinear objective function: i.e., anonlinear knapsack problem(NLK)

problem (see, for example, Hochbaum [54]). Specifically,

max
x1,...,xn

n∑

i=1

fi(xi) (7.3)

s.t.
n∑

i=1

gi(xi) ≤ B and ∀i xi ≥ 0 (7.4)

In NLKs, thefis are value functions; thegis are cost functions; and the knapsack’s capacityC is typically

re-interpreted as a budgetB.

In a typical instance of the NLK, thexis are unbounded above, thefis are real-valued, concave, and

nondecreasing, and thegis are real-valued, convex, and nondecreasing. Concavity (convexity) of the value

(cost) function implies the derivative of the value (cost) function, i.e., marginal value (marginal cost), is

nonincreasing (nondecreasing). When we divide nonincreasing marginal values by nondecreasing marginal

costs, the result is “diminishing marginal returns.” Hence, by the Equimarginal Principle, total value is

maximized in a NLK when marginal returns are equated across all areas of use: i.e.,

µ1(x1) =
f ′
1(x1)

g′1(x1)
= . . . =

f ′
i(xi)

g′i(xi)
= . . . =

f ′
n(xn)

g′n(xn)
= µn(xn) (7.5)

The NLK can be solved exactly in polynomial time whenf is quadratic andg is linear (see, for example,

Tarasov,et al. [76]). The approach we take in this chapter can be applied more generally; in particular, it can

be used for arbitrary nondecreasing concave value and convex cost functions.

7.2.2 A Discretization Technique

In this section, we propose a strategy for approximating thesolution to the NLK. This strategy involves

discretizing the problem, and reformulating it as a very special 0/1 (linear) knapsack problem that can be

solved greedily. In the next section, we prove that, with finer and finer discretization, (the value of) an

optimal solution to our discrete problem becomes a better and better approximation of (the value of) an

optimal solution to the original NLK.

Consider a nonlinear knapsack problem with thefis satisfying the typical assumptions, andgi(xi) = cixi

for ci, xi ∈ R, for all i = 1, . . . , n. We discretize this problem by assuming the limited resource can be

allocated to each use inK ∈ N equal parts, so that the size of each isk = B
K . By spendingk on usei, the

incremental quantitysi = k
ci

of i is consumed. We refer tosi as the unit size of usei, k as the unit cost, and

K as the discretization factor.
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Suppose we have consumed the quantityxi − si of usei. Consuming an additional unit of sizesi yields

the following, which we callunit marginal return:

νi(xi) =

R xi
xi−si

f ′
i(t)dt

R xi
xi−si

g′
i
(t)dt

=
fi(xi) − fi(xi − si)

gi(xi) − gi(xi − si)
=

fi(xi) − fi(xi − si)

cisi

=
fi(xi) − fi(xi − si)

k
(7.6)

Observe that our assumptions onf ensure that unit marginal returns are nonincreasing, just like marginal

returns themselves.

Now, for usei andj = 1, . . . ,K, let vij = νi(jsi) be the value of thejth unit of usei, and letwij = k

be the cost of this unit. We rewrite the objective function (7.1) and the constraint (7.2) to pose a 0/1 (linear)

knapsack problem:

max
xij

∑

ij

vijxij (7.7)

s.t.
∑

ij

wijxij ≤ B (7.8)

Here,xij ∈ {0, 1}, for all i = 1, . . . , n andj = 1, . . . ,K.

Constraint 7.8 ensures that the budgetB is not exceeded. Since weights are constant and equal tok, this

constraint can be restated as follows:
∑

ij xij ≤ K. Hence, our problem is in fact a very special 0/1 (linear)

knapsack problem that can be solved greedily by consuming units of the various uses in sorted order by value,

from highest to lowest, until the budget is exhausted, breaking ties by including thejth unit of usei before

thej + 1st.

Further, a near-optimal solution to the (original) continuous NLK can be constructed from an optimal

solution to our discrete problem, precisely because our greedy solution to the latter never includes thejth

unit without first including thej − 1st. In Section 7.2.3 below, we derive a bound on the quality ofthis

greedy solution as an approximate solution to the continuous NLK, but first we demonstrate the use of our

discretization technique by example.

Example Suppose Alice is shopping at a bulk food store and has $8 to spend on oats and granola. Oats cost

$2 per pound (i.e.,go(xo) = 2xo). Granola costs $6 per pound (i.e.,gg(xg) = 6xg). Alice’s value functions

for oats and granola arefo(xo) = 20xo−2x2
o andfg(xg) = 24xg−3x2

g, respectively. The optimal quantities

that Alice should buy can be calculated analytically. She should spend $447 on oats and $127 on granola. This

solution has total value∼ 49.71.

Suppose this bulk food store does not accept denominations less than $2. In other words, Alice must pay

with $2 bills. Alice now faces a discretized knapsack problem of the form just described, withK = 4 (the

discretization factor) andk = $8
4 = $2 (the unit cost). A unit of oats is of sizeso = $2

$2 per pound = 1 pound,

and a unit of granola is of sizesg = $2
$6 per pound= 1

3 of a pound.

Alice’s marginal returns for all units are listed in Table 7.1. Because her unit marginal returns are de-

creasing, Alice can find an optimal solution to this discretized problem by allocating her money in a greedy

manner to uses in this decreasing order. In this situation, Alice should allocate her four $2 bills as follows:

spend her first $6 on oats, spend her last $2 on granola.



77

Oats Granola
UC lbs Value UMV UMR lbs Value UMV UMR
k xo fo(xo) fo(xo) − fo(xo − so) νo(xo) xg fg(xg) fg(xg) − fg(xg − sg) νg(xg)

2 1 18 18 9 0.333 7.67 7.67 3.83
2 2 32 14 7 0.667 14.67 7 3.5
2 3 42 10 5 1 21 6.33 3.16
2 4 48 6 3 1.333 26.67 5.67 2.83

Table 7.1: Oats and Granola at a bulk food store. UC stands forunit cost, UMV for unit marginal value, and
UMR for unit marginal return.

Note that this optimal solution to the discretized problem is nearly an optimal solution to the correspond-

ing continuous problem: its value is42 + 7.67 = 49.67. In this situation, as in most real-life problems, the

resource has to be allocated in discrete amounts (e.g., one dollar or one cent). If the store accepts half dollars,

then Alice should spend $6.50 on oats and $1.50 on granola, which yields total value∼ 49.69; if the store

accepts quarters, then Alice should spend $6.25 on oats and $1.75 on granola, which yields total value∼

49.71. The value of the latter solution is within one cent of optimal. We formalize this intuition presently.

7.2.3 Main Theorem

Given an instance of a NLK, letOPTcon(B) denote the value of an optimal solution to this problem, given a

budget ofB; and letOPTdis(B,K) denote the value of an optimal solution to the correspondingdiscretized

problem with discretization factorK. We prove thatOPTdis(B,K) approximates the value ofOPTcon(B).

Specifically,OPTdis(B,K) is within a factor of1 − ǫ of OPTcon(B).

Theorem 1 Assuming thefis are concave and nondecreasing, thegis are convex and nondecreasing, and

thef ′
is andg′is are continuous,

OPTdis(B) ≥ OPTcon(B,K)

(

1 −
2n

K

)

A proof of this theorem appears in the appendix. The intuition for the proof is as follows. We introduce an

intermediate solution that optimally solves a continuous NLK with a slightly different budgetB′. The crucial

property of this intermediate solution is that it has a valueOPTcon(B′) that is close to bothOPTdis(B,K)

andOPTcon(B). A bound on the distance betweenOPTdis(B,K) andOPTcon(B) is then obtained by

adding the distance betweenOPTdis(B,K) andOPTcon(B′) to the distance betweenOPTcon(B′) and

OPTcon(B).

A maximization problem admits a Fully Polynomial Time Approximation Scheme if for anyǫ > 0 there

exists an algorithm whose run time is polynomial in the inputsize and1
ǫ that finds a solution whose value is

within a factor of1 − ǫ of the optimal. Our theorem implies that the NLK admits a FPTAS with ǫ = 2n
K and

running timeO( 1
ǫ n log n). The algorithm is shown in Figure 7.1. The first loop runs in timeO(n) and the

second in timeO(K log n); hence the entire algorithm runs in timeO(n + K log n) = O(n + 2n
ǫ log n) =

O( 1
ǫ n log n).
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Inputs:
discretization factorK
value functionsfi

cost functionsgi

Outputs:
a vectorq of quantities consumed, one per use

1. for each usei

(a) initializeqi = 0

(b) inserti with priority νi(si) = fi(si)
gi(si)

into a priority queueQ

2. for t = 1 to K

(a) pop off ofQ a usej with the highest priority

(b) incrementqj by sj

(c) insertj into Q with priority νj(qj + sj) =
fj(qj+sj)−fj(qj)
gj(qj+sj)−gj(qj)

3. returnq

Figure 7.1: A FPTAS for NLK. The algorithm runs in timeO( 1
ǫ n log n).

In the next section, we define a tractable approximation of the TAC SCM bidding problem called expected

bidding. We note that this problem reduces to a NLK problem with gi linear and thefis satisfying the usual

assumptions. Hence, our discretization technique, followed by an application of the greedy algorithm, can be

used to compute an approximate solution to this problem.

7.3 Bidding in TAC SCM

In TAC SCM, six software agents compete in a simulated sectorof a market economy, specifically the per-

sonal computer (PC) manufacturing sector. Each agent can manufacture 16 different products, characterized

by differentstock keeping units(SKUs). Building each SKU requires a different combinationof components,

of which there are 10 different types. These components are acquired from a common pool of suppliers at

costs that vary as a function of demand. At the end of each day,each agent converts a subset of its components

into SKUs according to a production schedule that it generates for its factory, within a maximum capacity of

2000 cycles. It also reports a delivery schedule assigning the SKUs in its inventory to outstanding customer

orders.

The next day, the agents compete in first-price reverse auctions to sell their finished products to customers:

i.e., an agent secures an order byunderbidding the other agents. More specifically, each day the customers

sendrequests for quotes(RFQs) to the agents. Each RFQ contains a SKU, a quantity, a due date, a penalty

rate, and a reserve price—the highest price the customer is willing to pay. Each agent sends anoffer in

response to each RFQ, representing the price at which it is willing to satisfy that RFQ. After each customer
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Figure 7.2: (a) Sample price-probability model. (b) Sampleprice-quantity model.

receives all its offers, it selects the agent with the lowest-priced offer and awards that agent with anorder.

After 220 simulated days of procurement, production, delivery, and bidding each of which lasts a total of 15

seconds, the agents are ranked based on their profits.

Assuming a suitable model of market dynamics—in particular,the current and future prices at which

components can be bought and finished products sold—a TAC SCM agent faces three core decision prob-

lems [10]:procurementof components from suppliers,biddingon customer requests for quotes (RFQs), and

schedulingof factory production and deliveries. In this chapter, we focus on the bidding problem, which

subsumes the scheduling problem. A study of how our methods extend to procurement remains for future

work. Before detailing our approach to bidding in TAC SCM, wediscuss the model of market dynamics on

which our formulation of this decision problem is based.

7.3.1 Price-Probability Models

In a marketplace with indistinguishable products, a sellerhoping to adjust its market share can do so only by

changing its price. Such a seller is likely to gather relevant historical data for use in predicting the market

shares that correspond to various price settings. Following Benischet al. [10], we assume that this prediction

task has already been completed, and the agent is already endowed with aprice-probabilitymodel that reports

the probability of winning an order for each possible bid on current and future RFQs.

Rather than specifying a price-probability model for each individual RFQ, we partition the set of RFQs

according to their defining characteristics so that we can obtain a richer set of price-probability models (we

are assuming that models built using more data can make more accurate predictions). In TAC SCM, a natural

partitioning of the set of RFQs is by SKU type and due date. We refer to each element of such a partition as

amarket segment.

Figure 7.2(a) depicts the price-probability model defined by this equation:

p(x) =
2200 − x

800
1400 ≤ x ≤ 2200 (7.9)

This model asserts that a bid of 2200 has no chance of winning (it is the reserve price above which there

is no demand), whereas a bid of 1400 is guaranteed to win (it isthe price below which there is no supply).
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In between, at a price of 1800, say, a bid wins with probability 0.50. Price-probability models need not be

linear, but can incorporate whatever techniques necessaryto model the likelihood of a bid price being the

lowest offered in a market segment.

7.3.2 The Expected Bidding Problem

TheN -day stochastic bidding problem is formulated as a recursive stochastic program in Appendix 7.8.1. A

tractable approximation of1-day stochastic bidding, calledexpected bidding, was considered in Benischet

al. [10]. In the expected bidding problem, it is assumed that a bid that has probabilityp of winning an order

for quantityq wins a partial order for quantitypq with probability 1. In this deterministic setup, a set of bids

on |R| RFQs results in exactly one set of (partial) orders, insteadof 2|R|, as in Equation 7.16.

Collapsing the stochastic content of a price-probability model into deterministic statistics in the form of

partial orders is achieved by scaling the model by the demandin the corresponding market segment. We

call the ensuing modelsprice-quantitymodels. Recall the price-probability model depicted in Figure 7.2(a).

Assume this market segment consists of 80 RFQs of 5 SKUs each,400 SKUs in total. Since a price of 1800

wins with probability 0.50, at this same price, an agent can expect to win 200 SKUs worth of demand (see

Figure 7.2 (b)).

The objective in expected bidding is to find a set of bidsx, one per market segmenti, that maximizes

expected revenue, subject to the constraint that expected production does not exceed available capacity, given,

(i) for each market segment, a price-quantity modelhi(xi) that maps bid prices into quantities—i.e., expected

market share; (ii) the total available production capacityC; and (iii) the number of cyclesci ∈ N required to

produce one unit ofi.

Expected bidding can be stated formally as a mathematical program:

max
x1,...,xn

n∑

i=1

hi(xi)xi (7.10)

s.t.
n∑

i=1

ci hi(xi) ≤ C (7.11)

wherexi ∈ R is the bid price in market segmenti. Observe that this problem is an instance of the NLK with

fi = hi(xi)xi andgi = ci hi(xi).

Assumingh is invertible, so that the price-quantity model is a 1 to 1 mapping between bid prices and

expected market shares, selecting a bid is equivalent to selecting a quantity. In this case, by renaming variables

(in particular, lettingx′
i = hi(xi)), we can solve the expected bidding problem as follows:

1. Inverth.

2. Solve this mathematical program:

max
x′
1
,...,x′

n

n∑

i=1

x′
i h−1

i (x′
i) (7.12)

s.t.
n∑

i=1

cix
′
i ≤ C (7.13)
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wherex′
i ∈ R is the desired share of market segmenti.

3. Bid h−1 (x′).

Hence, we have reduced the expected bidding problem to solving an instance of the NLK in which uses

are market segments, the knapsack’s capacity (or the budget) is the factory’s capacity, the value functions

fi(x
′
i) = x′

i h−1
i (x′

i), and the cost functionsgi(x
′
i) = cix

′
i. Assuming thefis are concave and nondecreasing,

the results we derived in Section 7.2 are directly applicable. In particular, our Theorem 1 bounds the quality

of a solution to Equations 7.12 and 7.13; since the value of such a solution is equal to value of a solution

to Equations 7.10 and 7.11, Theorem 1 similarly bounds the quality of a solution to expected bidding. An

example of this reduction follows.

Example Consider an instance of the expected bidding problem in which ci = 5 cycles and

hi(xi) =
2200 − xi

2
1400 ≤ xi ≤ 2200 (7.14)

for some market segmenti. We invert this price-quantity model, which yields the following “quantity-price”

model:

h−1
i (x′

i) = 2200 − 2x′
i 0 ≤ x′

i ≤ 400 (7.15)

(Note thatfi(x
′
i) = x′

i h−1
i (x′

i) = x′
i (2200 − 2x′

i) is concave and nondecreasing on the interval0 ≤ x′
i ≤

400; hence, our results from Section 7.2 apply.)

Next, we apply the discretization technique to market segment i. If the factory capacityC = 4000 cycles

and the discretization factorK = 10, then the unit costk = 400 cycles and the unit sizesi = 400 cycles
5 cycles per SKU=

80 SKUs. By querying the quantity-price model in increments of80 SKUs, we can generate a list of prices at

various incremental quantities. Each revenue is then the product of a price and a corresponding quantity. Unit

marginal revenues are the incremental differences in revenue corresponding to the incremental quantities.

Finally, unit marginal returns are unit marginal revenues divided by unit costs.

Unit Cost Quantity Price Revenue Unit Marginal Revenue Unit Marginal Return
k x′

i h−1
i (x′

i) fi(x
′
i) fi(x

′
i) − fi(x

′
i − si) νi(x

′
i)

400 80 2040 163200 163200 408
400 160 1880 300800 137600 344
400 240 1720 412800 112000 280
400 320 1560 499200 86400 216
400 400 1400 560000 60800 152

Table 7.2: Unit Marginal Returns on Market Segmenti

The complete list of unit marginal returns in this example isshown Table 7.2. These unit marginal returns

could have been computed directly using Equation 7.6. For example, the marginal return on the second unit

in market segmenti is:

vi2 =
fi(2si) − fi(si)

gi(2si) − gi(si)
=

h−1

i
(2si) 2si − h−1

i
(si) si

k
=

h−1

i
(160) 160 − h−1

i
(80) 80

(5)(80)
= 344
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Based on the unit costci and the quantity-price modelh−1
i (xi), we can create such a list of unit marginal

returns in each market segment.3 After doing so for all market segments (i.e., after discretizing the problem),

we compute a greedy solution to the ensuing discrete problem. We input the output of this solution, namely

a vector of quantitiesx′, to the quantity-price model to obtain a vector of bids, which is our solution to the

expected bidding problem.

7.3.3 Marginal Bidding in TAC SCM

There is one important aspect of the TAC SCM bidding problem that we have not thoroughly emphasized,

namely that the bidding problem spans multiple days. In thissection, we describe how we extend our solution

to the 1-day expected bidding problem to the multi-day setting. We call the resulting heuristicMarginal

Bidding. One of the strengths of a greedy approach to bidding in TAC SCM is that it is natural, and hence

easily extensible.

The extension of a greedy solution from the 1-day to a multi-day problem requires an additional parame-

ter. The number of days in the multi-day problem may be too large for even a greedy bidder to reason about

within the available time frame. We define the bidder’swindow sizeW to be the number of days of demand

and production considered when making decisions. For example, a window size of 17 means that the bidder

can schedule production on 17 days, namely today and on 16 future days. In doing so it considers the current

set of RFQs as well as an anticipated set of RFQs for 16 future days. These RFQs are partitioned into market

segments by SKU and due date.

When the window sizeW is large, a large value ofK can increase the Marginal Bidder’s run time to

an unacceptable level. On the other hand, a small value ofK can result in a unit sizesi so large that

it hinders the algorithm’s ability to make short-term decisions at a fine enough granularity. Since we are

interested in invoking the Marginal Bidder with large window sizes, we implicitly varyK across market

segments (although the theorem presented in Section 7.2.3 is only applicable whenK is constant across

market segments). More specifically, the Marginal Bidder also takes as input a unit sizesi for each market

segmenti, with eachsi proportional to the size ofi’s range of due dates.

A detailed description of the Marginal Bidder appears in Figure 7.3. At a high level, first it greedily fulfills

outstanding orders in nonincreasing order of revenue per cycle; second it greedily schedules production of

units of the various market segments in nonincreasing orderof unit marginal returns; third it bids the price

associated with the quantity of demand met in each market segment. Note that bids on all RFQs in a single

market segment are equal.

For simplicity, the algorithm we present does not consider component constraints, but it can easily be

extended to do so. The Marginal Bidder would have to take as input current component inventory and antic-

ipated daily component arrivals, and could only schedule units for production when sufficiently many com-

ponents were predicted to be on hand. After scheduling, the corresponding components would be removed

from inventory by decrementing the daily component inventory backwards from the production date.

3Note that in our implementation we do not explicitly create lists of all unit marginal returns. Since unit marginal returns are
nonincreasing, we need only identify the next highest unit marginal return in each market segment. See Figure 7.3 for details.
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Inputs:
a window sizeW
the factory production capacityC
M market segments, each onei characterized by:

a product, a quantity, a range of due dates, a unit sizesi,
an invertible price-quantity modelhi(x

′), the number of cyclesci

required to manufacture 1 ofi’s product, and a “successfully-
scheduled-quantity”qi initialized to 0

a set of outstanding orders
product inventory

1. sort outstanding orders in nonincreasing order by revenue per cycle

2. for each outstanding order (traversing the list of ordersin sorted order)

(a) use product inventory to fulfill as much of the order as possible

(b) schedule the rest of the order for production as soon as possible within the scheduling windowW

(c) if the order still cannot be satisfied entirely, undo the inventory and production schedule changes
made in the last two steps

3. setj to be the market segment with the highest unit marginal return: i.e.,

j = argmax
i

(νi(qi + si))

= argmax
i

(
fi(qi + si) − fi(qi)

gi(qi + si) − gi(qi)

)

= argmax
i

(
(qi + si)h

−1
i (qi + si) − qih

−1
i (qi)

cisi

)

4. whileνj > 0

(a) take up tosj units of the product associated withj from product inventory

(b) schedule the remaining units for production as late as possible but before the median due date
associated withj and within the scheduling windowW

(c) if sj units cannot be supplied, then setνj(qj + sj) = −1 and undo the inventory and production
schedule changes made in the last two steps

(d) otherwise, ifsj units can be supplied, incrementqj by sj

(e) setj to be the market segment with the highest unit marginal return

5. for each market segmenti

(a) bid the price at which the agent expects to win the quantity it successfully scheduled: i.e., bid
h−1

i (qi)

Outputs:A bid for each market segment, and hence for all the RFQs that comprise that market segment. Note
that bids on all RFQs in a single market segment are equal.

Figure 7.3: Marginal Bidding Algorithm
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Scheduling To schedule outstanding orders and incremental quantitiesof market segments for production,

there are two natural approaches. First, we can scheduleas soon as possible, meaning that production is

scheduled forwards from the current day. Because the Marginal Bidder schedules greedily, using this method,

the most profitable products are produced on the current day,and less profitable products are scheduled for

production on subsequent days.

An alternative approach is to schedule for productionas late as possible, which means that production

for an order or an incremental quantity of a market segment isscheduled backwards from its due date. While

this approach allows for production decisions to be postponed until more of the uncertainty in the market is

resolved, it also allows for empty or near-empty productionschedules on the current day, which can be risky.

In particular, if demand or prices unexpectedly increase, the Marginal Bidder may wish it had more finished

goods on hand.

The Marginal Bidder uses both of these approaches, scheduling outstanding orders as soon as possible

because of the penalties incurred for defaulting, and scheduling incremental quantities of market segments as

late as possible in order to allow for greater flexibility in bidding decisions.

While the Marginal Bidding algorithm is easy to understand and implement, it behooves us to demonstrate

that its performance is acceptable, particularly with market segments and hence units of varying sizes, which

renders our theory inapplicable. This is the subject of the remaining sections of this chapter.

7.4 Experimental Results

In this section, we report on experiments designed to compare the performance of four bidding algorithms

with varying abilities to reason about the future, an ILP bidding heuristic (see Benischet al. [10]) and three

variations on the Marginal Bidding heuristic developed in this chapter. We expect the Marginal Bidders to

compute bids faster than the ILP, and we expect this speed to enable them to consider larger windows into the

future, which should lead to higher revenues than the ILP under some market conditions (and never lead to

lower revenues). We test these conjectures on instances of TAC SCM bidding in a simulator we built that tests

individual agents in isolation by generating decision-theoretic simplifications of the game-theoretic problems

TAC SCM agents face.

7.4.1 Test Suite

We tested an integer linear programming solution with a 1 daywindow (ILP), meaning it did not reason

about any future demand beyond the current RFQs and outstanding orders arriving each day. We compared

this ILP with three variations of the marginal bidder: a marginal bidder with a 17-day4 window (MB-17), a

marginal bidder with a full-game window (MB-Full), and a marginal bidder with a hybridization of the two

that considers the full game window, but does so at a coarser granularity as it reasons further into the future

in order to keep its run time in check (MB-Coarse).

4We chose 17 as the default window size because it is the last day on which a current RFQ with the latest possible due date can be
filled in TAC SCM.
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The 17 Day (MB-17) and full-game (MB-Full) bidders partition demand (i.e., the set of current and future

RFQs) into market segments by SKU type and due date, and the size of a unit in each market segment is 1

product. The hybrid full-game bidder (MB-Coarse) also divides demand up by SKU type and due date. For

the first 17 days, it considers each due date separately, but beyond the initial 17 days it divides demand

into increasingly larger chunks, whose due-date ranges grow by powers of1.8.5 For the coarse bidder, each

market segment’s unit size is 1 product multiplied by the number of days in that segment.

Since each TAC SCM day is 15 seconds, and a bidding policy is one of many decisions an agent must

make each day, it may not be wise for an agent to allot too much of its daily run time to bidding alone. We

thus study a likely TAC SCM situation in which the bidder is only given 5 seconds to formulate its daily

bidding policy. The full-game Marginal Bidder often requires more than 5 seconds per day to compute its

policy, so it is not a feasible TAC SCM bidder, but we include it in this discussion for benchmarking purposes.

In order to reach a reasonable solution within the allotted 5seconds, the ILP dynamically calculates an

appropriate degree of discretization using a formula that was empirically determined to minimize the ILP’s

distance from optimality within a 5 second window. The equation for the number of price points is 2300/(#

of RFQs + # of Orders). An ILP with a run time of up to 15 seconds and additional price points was also

tested, but did not yield significant gains.6

7.4.2 Experimental Design

Recall that in TAC SCM each agent submits its bids to a reverseauction, so that an RFQ is awarded to the

agent that bids the lowest price below the reserve price. Using our simulator, we tested our bidding algorithms

in isolation, not against other bidding agents, as would be the case in a true reverse-auction setting. The sim-

ulator simply awarded contracts by transforming each offerinto an order with a certain probability, namely

that which is associated with the bid price under the price-probability model for the relevant market seg-

ment. Hence, we simulated the stochastic bidding problem, although our heuristic solutions are approximate

solutions to the expected bidding problem.

In our experiments, agents were endowed with perfect price prediction: i.e., the various price-probability

models (one per market segment per simulation day) were shared between the agent and the simulator. Re-

garding demand, the number of customer RFQs of each SKU type scheduled to arrive each day was broadcast

before the simulations began. Then, on each simulation day,the agents received a set of current RFQs whose

quantities and due dates were sampled from the distributions outlined in the TAC SCM game specifications,

and they assumed that the quantity and due date associated with each of the future RFQs were the means of the

same distributions.7 Reserve prices were also known to the agents; they were builtin to the price-probability

models.
5For example, SKUs due on days 18-19 are grouped together (1.8≈ 2), as are SKUs due on days 20-22 (1.82 ≈ 3), and days 23-28
(1.83 ≈ 6), and so on.

6An ILP with a 2-day window was also tested, as was one with a 17-day window and constrained capacity (2000 cycles on day 1 and
2000 cycles on days 2 through 17). Again, these variants did not yield significant gains.

7The reason for drawing a distinction between the quality of the predictions of the number of RFQs of each SKU type and their at-
tributes is: the former is somewhat predictable in TAC SCM—it is dependent on history (see, for example, Kiekintveldet al.[60])—
while the latter is not.
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Figure 7.4: (a) Revenue from deliveries under constant market conditions. (b) Average daily bidder times in
high demand conditions. Low demand bidder times were similar.

We tested our bidders by running 25 simulations of 100 day games under three families of market con-

ditions: (i) constant: i.e., conditions on one day are reflective of the conditions on the next; (ii) gradually

changing conditions; and (iii) sudden shifts, including demand or price shocks. Under the non-constant

conditions we examine situations of rising demand and price. Falling demand and price conditions are not

presented, but produce similar results.

For simplicity, in these simulations we assume infinitely many components. Introduction of component

constraints does not appear to significantly alter the relative performance of our bidders.

7.4.3 Constant Conditions

In our first set of market conditions, we compare the bidders under constant demand and price. Presented

here are steady conditions of high demand, defined as 20 RFQs per SKU type per day, which is the maximum

possible according to the TAC SCM game specification, and lowdemand, defined as 5 RFQs per SKU type

per day, the lowest possible. Prices in this experimental setup range linearly from 50% to 125% of the SKU

base price.

Under such conditions, we should expect to see no particularadvantage to planning for the future, since

an optimal solution to the entire game can be contructed by concatenating a sequence of optimal solutions,

one per day, computed for each day in isolation. Indeed, in terms of revenue, all the bidders are competitive

with one another under these conditions (see Figure 7.4(a)). Note however that MB-17 and MB-Coarse arrive

at their solutions an order of magnitude faster than the ILP or the MB-Full bidding algorithms (see Figure

7.4(b)).

7.4.4 Shifting Conditions

More interestingly, market conditions can change over the course of a TAC SCM game, either steadily as in

a market adjustment or suddenly as in a demand or price shock.In our next experimental setup, demand is

initialized to 5 RFQs per SKU per day, and prices range linearly from 50% to 75% of the SKU base price. We

then considered shifts to 20 RFQs per SKU per day and prices ranging from 100% to 125% of the base prices
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Figure 7.5: (a) Revenue from deliveries under feasible SCM market conditions. (b) Average daily bidder
times in Price Rise conditions. Other market conditions hadsimilar run times.

by day 50. These shifts are representative of the magnitude of changes an agent might observe while playing a

typical TAC SCM game. These changing market conditions weretested both as steady linear accumulations

from day 1 to day 100 and as abrupt surges on day 50. In our price-shifting simulations demand is held

constant; in our demand-shifting simulations price is heldconstant.

As expected, those bidders with more extensive knowledge ofthe future (MB-Full, MB-Coarse) are able

to exploit the mid-game surges by dedicating production from today to future demand when conditions are

more favorable. Bidders with a shorter window (ILP, MB-17) are unable to plan far enough ahead to take

advantage of the upcoming shifts, and hence accumulate lessrevenue over the course of the game. In addition

to the additional revenue gained by exploiting its knowledge of the future, the MB-Coarse bidder continues

to run in substantially less time than the ILP. See Figure 7.5.

The advantages of a larger window are more pronounced under those market conditions in which the

shift in demand or price comes as a sudden spike rather than asa steady rise. When demand or prices rise

gradually, even an agent with a small window is aware that tomorrow’s market conditions are slightly more

profitable than today’s, and can reserve some inventory for future sales. However, when demand or price

spikes suddenly, an agent is not aware of more desirable future market conditions until the spike falls within

its window.

Because one of our simplifying assumptions for these simulations is that agents have perfect models of

future demand and price, it is encouraging that MB-Coarse performs just as well as MB-Full. Their similar

performance suggests that the benefits of looking into the future may still be realized by agents with more

realistic but less accurate models.

7.4.5 Extreme Conditions

Within the context of TAC SCM, the previous experimental setup characterizes shifts from one extreme set of

realistic conditions to another, and the gains resulting from knowledge of the future are modest. However, it

is easy to envision markets that are more naturally volatileor are subject to large seasonal trends in demand.

The greater the extent to which market conditions vary across time, the greater the opportunity for bidders
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Figure 7.6: (a) Revenue from deliveries in extreme market conditions. (b) Average daily bidder times in Price
Rise conditions. Other market conditions had similar run times.

able to consider a larger window into the future to earn greater profits. In order to demonstrate this effect, we

present a second set of simulations assuming shifting market conditions, but the shifts are of greater magni-

tudes. In particular, demand surges from 5 to 40 RFQs per SKU per day, and price rises from[50%, 75%] to

[200%, 250%] of the base prices, again as both an interpolated steady riseand as an overnight jump.

With no significant changes in run time (compare Figures 7.5(b) and 7.6(b)), the marginal bidders are able

to exploit the extreme changes in market conditions, and in particular the bidders with larger windows (MB-

Full and MB-Coarse) are able to earn even greater profits (seeFigure 7.6(a)). Also of interest is the relative

impact of demand changes versus price changes. We observe a more pronounced impact when considering

knowledge of the future under price-changing conditions for two reasons.

First, because of capacity constraints, an agent can only produce a limited quantity of each product on

each day. Hence, an increase in demand does not necessarily translate into an increase in the number of

finished products. So even if a demand shift results in higherprices, revenues need not increase substantially,

particulary in comparison to the revenue increase associated with a price increase (see Figure 7.7(a)). If

the magnitude of the price shifts in our experiments were reduced, or if production capacity were increased,

stockpiling products until a demand shift could be as worthwhile as stockpiling products until a price shift.

The second factor that mitigates the advantage of knowledgeof the future in conditions of shifting demand

is the relatively flat slopes of our quantity-price curves. With flatter slopes, the difference in revenue between

prices on the initial curve and prices on the curve after a demand shift is small (Figure 7.7(b)). Thus it matters

less if the agent stockpiles products for the future, and in turn it matters less if the agent has any knowledge

of the future. If the quantity-price curves had steeper slopes, knowledge of the future in conditions of shifting

demand would likely prove more valuable than our current experiments suggest.

7.5 Related Work

The NLK problem, also known as the Nonlinear Resource Allocation problem, is well-studied. The interested

reader is referred to Patrikson [89] for a recent survey, which includes a number of algorithms that solve

various formulations of the NLK. One feature of the approachdescribed here is that we construct a solution
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Figure 7.7: (a) Sample quantity-price models before any shift, after a price shift, and after a demand shift.
To illustrate the constraining effects of production capacity, also shown is a sample daily producible quantity.
In our experiments, price shifting conditions result in higher revenues than demand shifting conditions, and
thus knowledge of a future price shift is more valuable than knowledge of a future demand shift. (b) For
quantity-price models with flat slopes, predicting future demand is not very important.

incrementally; this makes it easy to check if the solution remains feasible under more general conditions:

e.g., when not only capacity but also scheduling or component constraints are present. Also, unlike other

techniques (e.g., Bretthaur and Shetty [17]), our algorithm does not rely on value or cost functions being

differentiable or having closed-form representations (although our theoretical results do not hold under these

more general assumptions).

Most closely related to our work is the work of Hochbaum [54].In her study of the NLK, she employs

a discretization technique that generalizes the one presented here. Correspondingly, the discretized problem

we construct is a special case of hersimple allocation problem; in our problem, all variables are binary

rather than non-negative and integer-valued. Like us, she solves her discrete problem greedily, and, invoking

work in a related paper [55], she connects this greedy solution back to an optimal solution to the original

(continuous) NLK. Her results apply in the special case in which thegis are linear. Our main theorem applies

more generally; in particular, thegis may be convex.

Benischet al. [9] reduce a probabilistic pricing problem (akin to1-day expected bidding) to the NLK,

and present anǫ-optimal solution to this problem assuming diminishing marginal returns. Although they

demonstrate that their algorithm can be efficient in practice, they provide no theoretical guarantees on its run

time. Also, their algorithm is not incremental, so it is not immediately obvious how to extend it to apply to

problems with additional constraints.

The TacTex team developed a greedy bidding agent for TAC SCM along the lines of the Marginal Bidder

presented here, with a few subtle distinctions [88]. TacTexis initialized to bid reserve prices on each RFQ,

and then it iteratively reduces its bids according to a selection mechanism until production capacity is reached

or profits are no longer increasing. The selection mechanismrelies on a heuristic that determines whether

the most limiting resource is production capacity (in whichcase it selects by profit per cycle) or component

availability (in which case it selects by change-in-Profit /change-in-Probability). No theoretical guarantees

validating their approach are discussed.

Finally, researchers at the Cork Constraint Computation Center implemented an ILP approach to bidding

in a constraint-based TAC SCM agent, Foreseer [19]. Not unlike the expected bidder posited in Benischet
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al. [10], Foreseer uses profit as the objective function, bid prices as the decision variables, and constraints

based on factory capacity, component availability, and reserve prices.

7.6 Summary and Future Work

In this chapter, we described a technique for solving the NLKby converting it into a (discrete) simple allo-

cation problem that can be solved greedily. Our theoreticalresults establish that the greedy solution to the

resulting simple allocation problem is a FPTAS for the NLK. Although more complicated algorithms with

better run times are known, our simple incremental solutionaffords us extra flexibility. In particular, the

greedy algorithm extends easily into the Marginal Bidding heuristic, which solves an extended version of the

NLK with natural scheduling and component constraints.

Our ultimate goal is to develop a scalable bidding algorithmthat can be extended into a procurer capable

of reasoning about long-term future demand. Because the ILPconsiders each RFQ as a separate decision

variable, its complexity grows rapidly as a function of the number of RFQs. By reasoning about SKUs in

collective market segments, the Marginal Bidders avoid this complexity and appear to be more readily exten-

sible to the procurement problem. However, it remains to be seen whether our Marginal Bidding approach

can be extended to handle interdependent uses, where devoting resources to one use can affect the marginal

return of another. Interdependencies arise naturally in procurement because components are shared among

SKU types.

Despite the game-theoretic nature of bidding in TAC SCM, ourfocus here was simply on a decision-

theoretic (stochastic) optimization problem, not on game-theoretic equilibrium calculations. The enormity of

the decision space in TAC SCM renders game-theoretic strategic analysis intractable with current technology.

It remains to be seen whether an effective game-theoretic approach can be developed to exploit strategic

opportunities in the TAC SCM game. In the near future, we planto test the robustness of our algorithms

to imperfect modeling of future prices and demand. Doing so would lead to progress in addressing the

challenging game-theoretic issues that arise in environments like TAC SCM that are inhabited by multiple

artificially intelligent agents.
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7.8 Appendix

7.8.1 The Stochastic Bidding Problem

The bidding problem posed here is intended to model the bidding problem that agents face in TAC SCM. For

simplicity, we assume all due dates are set past the end of thegame, making penalties irrelevant. Also, as we

are concerned only with bidding and not with procurement in this chapter, all components are assumed to be

infinitely available at no cost.

Agents are assumed to have perfect price prediction, that is, they know the probability of winning an

order as a function of any bid they submit. We encode this information in price-probability models. They

are also assumed to have access to an accurate stochastic model of the number and variety of RFQs that will

arrive on each future day of the game.

A decision-theoretic version of the TAC SCM bidding problem, under the aforementioned assumptions,

can be formulated naturally as a recursive stochastic program. We have not seen this program appear else-

where in the literature (except in Odeanet al. [84]), so we present it here, using the notation explained in

Figure 7.8.

Variables
xr ≥ 0 bidding policy: bid price for RFQr
yj ≥ 0 production schedule: quantity of SKUj
zi ∈ {0, 1} delivery schedule:

1 if order i is delivered;0 otherwise

Indexes
t day index
j SKU index

Functions
p(r, xr) probability of winning RFQr with bid xr

Constants
aj number of units of SKUj delivered
bj number of units of SKUj in inventory
cj cycles expended to produce one unit of SKUj
dij 1 if order i is for SKU j; 0 otherwise
πi(t) revenue (minus penalty) for delivering orderi on dayt

zero if t is past order’s due date
qi quantity of orderi
N total number of days
C daily production capacity in cycles
O set of outstanding orders
Q set of (today’s) orders
R set of (today’s) RFQs
R′ set of tomorrow’s RFQs
h history of RFQs received until now

Figure 7.8: Notation for Recursive Stochastic Program

The recursive function takes five inputs: today’s product inventory, today’s outstanding orders, today’s

RFQs, the history of RFQs received on previous days, and today’s date. The objective is to choose bids on
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today’s RFQs and to decide upon today’s production and delivery schedules in such a way as to maximize

today’s revenue plus expected future revenue.

Bids on dayt are placed on RFQs received that day. The set of RFQsR′ received on dayt+1 is a random

variable that is independent of any decisions but depends onthe history of past RFQs received.

The bids placed on dayt determine the likelihoods of receiving various sets of orders on dayt + 1. Each

set of new orders is called ascenario. Each scenarioQ is weighted by probabilityPr(Q) as determined by

the given price-probability model. Specifically,Pr(Q) equals the product of the probabilities of winning all

RFQs that are part ofQ and the probabilities of not winning RFQs that are not part ofQ (Equation 7.17).

Delivery and production scheduling decisions today affectwhat will remain in product inventory tomor-

row. Indeed, tomorrow’s product inventory equals today’s product inventoryb minus any product inventory

depleted by today’s deliveriesa plus any additional inventory produced todayy.

Each day capacity and allocation constraints are enforced.Equation 7.18 ensures that there are enough

products in inventory for today’s delivery schedule. Equation 7.19 ensures that today’s production schedule

does not consume more cycles than the daily capacity.

The base case (Equation 7.20) of the recursion pertains to the last day. Orders can be scheduled for

delivery but there is no production or bidding.

if 0 ≤ t < N,

F (b,O,R, h, t) = max
x,y,z

∑

i∈O

ziπi(t)+

∑

Q∈2|R|

Pr(Q)ER′|h [F (b − a + y,O ∪ Q,R′, h ∪ R, t + 1)] (7.16)

subject to:

Pr(Q) =
∏

r∈Q

p(r, xr)
∏

r/∈Q

(1 − p(r, xr)) (7.17)

aj =
∑

i|i∈O,dij=1

ziqi ∀j; a ≤ b (7.18)

∑

j

yjcj ≤ C (7.19)

if t = N,

F (b,O,R, h, t) = max
z

∑

i∈O

ziπi(t) (7.20)

7.8.2 Proof of the Main Theorem

The term ”unit” is used throughout the chapter to refer to theamount of usesi that can be obtained by

spending additionalk dollars. With a linearg, the unitsi remained constant regardless of how many units

have been consumed before. With a convexg, unit prices increase with consumption and thereforek dollars

buy less. So the unitsi depends on how much has been bought before; i.e., it is a function si(xi) returning
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additional amount of usei obtained from increasing the spending fromgi(xi) − k to gi(xi):

si(xi) = g−1
i (g(xi)) − g−1

i (g(xi) − k) = xi − g−1
i (g(xi) − k)

whereg−1
i (m) is the amount of usei obtained by spendingm 8.

In light of a changing unitsi, unit marginal returns may be better be calledk-marginal returns:

• νi(xi) - marginal return from spending additionalk after spendingg(xi) − k on usei.

In this appendix, we prove our main theorem. The proof relieson the following observation relating

marginal andk-marginal returns:

Observation 1.For all usesi on which more thank is spend in the optimal solution (i.e.,xi > g−1
i (k))),

νi(xi) ≤ µi(xi − si(xi)) (7.21)

νi(xi) ≥ µi(xi) (7.22)

Proof For each usei,

νi(xi) =

∫ xi

xi−si(xi)
f ′

i(t)dt
∫ xi

xi−si(xi)
g′i(t)dt

≤

∫ xi

xi−si(xi)
f ′

i(xi − si(xi))dt
∫ xi

xi−si(xi)
g′i(xi − si(xi))dt

=
f ′

i(xi − si(xi))
∫ xi

xi−si(xi)
1dt

g′i(xi − si(xi))
∫ xi

xi−si(xi)
1dt

=
f ′

i(xi − si(xi))

g′i(xi − si(xi))

= µi(xi − si(xi))

νi(xi) =

∫ xi

xi−si(xi)
f ′

i(t)dt
∫ xi

xi−si(xi)
g′i(t)dt

≥

∫ xi

xi−si(xi)
f ′

i(xi)dt
∫ xi

xi−si(xi)
g′i(xi)dt

=
f ′

i(xi)
∫ xi

xi−si(xi)
1dt

g′i(xi)
∫ xi

xi−si(xi)
1dt

=
f ′

i(xi)

g′i(xi)

= µi(xi)

These inequalities follow from the fact thatf ′
i is nonincreasing andg′i is nondecreasing.

Recall our main theorem:

Main Theorem. Assuming thefis are concave and nondecreasing, thegis are convex and nondecreasing,

and thef ′
is andg′is are continuous,

OPTdis(B) ≥ OPTcon(B,K)

(

1 −
2n

K

)

Proof Let x denote an optimal solution to the discrete problem. Supposethe budget is not exhausted in

solutionx. This can only happen when marginal returns of all units thatare not in the solution are zero

8If less thank is spent on usei, thensi(xi) is the amount of usei obtain from spendingk: si(xi) = si(g
−1
i (k)) = g−1

i (k) ∀xi |

xi ≤ g−1
i (k)
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(marginal returns cannot be negative becausefis are assumed to be nondecreasing):νi(xi +si(xi)) = 0 ∀i.

However by the definition of unit marginal returns,νi(xi + si(xi)) = 0 only if f ′
i(xi) = 0, which implies

thatµi(xi) = 0. Since marginal returns are zero in the solution to the discrete problem, taking additional

amounts of any use does not increase the value. Therefore thevalue of solutionx is the same as the value of

the optimal solution to the continuous problem, and the theorem holds. In the remainder of the proof we will

focus on the case when the budget is exhausted in the optimal solution to the discrete problem.

Let j = argmini∈Uνi(xi) denote the use with the smallest marginal return on its last unit. The greediness

of the optimal algorithm implies that the marginal return ofany unit that is included in the solution is higher

than the marginal return of any unit that is not in the solution. In particular,

νj(xj) ≥ νi(xi + si(xi)) ∀i (7.23)

Define the set of usesU = {i|xi > 0} that are part of the solution to the discrete problem. We firstfocus

on these uses. Equation 7.21 and the definition ofj yield ∀i ∈ U : µi(xi − si(xi)) ≥ νi(xi) ≥ νj(xj);

combining Equations 7.23 and 7.22 yields:νj(xj) ≥ νi(xi + si(xi)) ≥ µi(xi + si(xi)). Now, by the

continuity off ′
i , for eachi ∈ U there existsyi ∈ [xi − si(xi), xi + si(xi)] such thatµi(yi) = νj(xj), so

marginal returns can be equated at the valueνj(xj).

The usesi /∈ U that are not part of the optimal solution (xi = 0) to the discrete problem, may still be in

the solution to the continuous problem. This is the case whenµi(0) > νj(xj). Combining Equations 7.23

and 7.22 yields

νj(xj) ≥ νi(xi + si(xi)) = νi(si(xi)) ≥ µi(si(xi)) (7.24)

By the continuity off ′
i , for all i /∈ U with µi(0) > νj(xj) there existsyi ∈ [0, si(xi)] such thatµi(yi) =

νj(xj), so these marginal returns can also be equated at the valueνj(xj).

Let B′ denote the budget that is spent when marginal returns are equated atνj(xj), and lety denote a

corresponding solution. By the Equimarginal Principle,y is an optimal solution to the continuous problem

with budgetB′.

Case 1 If B′ < B, then the budgetB in the continuous problem is not exhausted at the pointy of equal

marginal returns. Hence,y’s total value need not exceedOPTcon(B). To upper bound the value of the

continuous solution, we add toy’s total value an overestimate of the amount of additional value that could be

accrued by spending the remaining budget,B − B′.

To exhaust this budget, at most one additional unit of each good must be acquired because: (i) the budget

is exhausted in the solutionx to the discrete problem, and (ii) in the worst caseyi = xi − si(xi). Since each

unit costsk, the unspent budget is at mostnk. Additional spending on any use yields a maximum marginal

return ofµi(yi) = νj(xj), since marginal returns are nonincreasing. Therefore, spending an extra amount of

nk yields at mostnkνj(xj) of extra value.

OPTcon(B) ≤
n∑

i=1

fi(yi) + nkνj(xj) ≤
n∑

i=1

fi(xi + si(xi)) + nkνj(xj)
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We apply Lemma 2 to get

OPTcon(B) ≤ OPTdis(B,K)

(

1 +
2n

K

)

Case 2 If B′ ≥ B, theny’s total value, namely
∑n

i=1 fi(yi), is an immediate upper bound onOPTcon(B).

Hence,

OPTcon(B) ≤
n∑

i=1

fi(yi) (7.25)

≤
n∑

i=1

fi(xi + si(xi)) + nkνj(xj) (7.26)

≤ OPTdis(B,K)

(

1 +
2n

K

)

(7.27)

The last inequality follows from Lemma 2.

To complete the proof, rewrite

OPTcon(B) ≤ OPTdis(B,K)

(

1 +
2n

K

)

as

OPTdis(B,K) ≥ OPTcon(B)
1

1 + 2n
K

(7.28)

= OPTcon(B)

(

1 −
2n
K

1 + 2n
K

)

(7.29)

≥ OPTcon(B)

(

1 −
2n

K

)

(7.30)

QED

Lemma 2 Let x denote an optimal solution to the discrete problem with budget B. Assuming thefis are

concave and nondecreasing, thegis are convex and nondecreasing, and thef ′
is andg′is are continuous,

n∑

i=1

fi(xi + si(xi)) + nkνj(xj) ≤ OPTdis(B,K)

(

1 +
2n

K

)

wherej is a use whose marginal return on its last unit included inx is minimal.

Proof First, observe that

n∑

i=1

(fi(xi + si(xi)) − fi(xi)) =
n∑

i=1

kνi(xi + si(xi)) ≤
n∑

i=1

kνj(xj) = nkνj(xj)
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Hence,

n∑

i=1

fi(xi + si(xi)) + nkνj(xj)

=
n∑

i=1

(fi(xi) + [fi(xi + si(xi)) − fi(xi)]) + nkνj(xj)

= OPTdis(B,K) +

n∑

i=1

(fi(xi + si(xi)) − fi(xi)) + nkνj(xj)

≤ OPTdis(B,K) + 2nkνj(xj)

= OPTdis(B,K)

(

1 +
2nkνj(xj)

OPTdis(B,K)

)

As fis are increasing we can always exhaust the budget without decreasing the value. Therefore, assume

without loss of generality that the budget is exhausted in anoptimal solution to the discrete problem: i.e., all

K units are consumed. Sinceνj(xj) is the lowest unit marginal return among theK units in such a solution,

each unit contributes at leastkνj(xj) of extravalue, since (unit) marginal return equals (unit) marginal value

divided by (unit) marginal cost. Hence,OPTdis(B,K) ≥ Kkνj(xj), from which it follows that:

n∑

i=1

fi(xi + si(xi)) + nkνj(xj) ≤ OPTdis(B,K)

(

1 +
2nkνj(xj)

OPTdis(B,K)

)

(7.31)

≤ OPTdis(B,K)

(

1 +
2nkνj(xj)

Kkνj(xj)

)

(7.32)

= OPTdis(B,K)

(

1 +
2n

K

)

(7.33)

In the above derivation, we ignored the possibility thatνj(xj) may be zero. However, the weak inequliaty

in Equation 7.31 holds with an equality whenνj(xj) = 0 satisfying the lemma.QED



Chapter 8

Bidding in Simultaneous Auctions1

We study a suite of heuristics that were designed for biddingin the simultaneous auctions that

characterize the Trading Agent Competition (TAC) Travel Game. At a high-level, the design of

many successful TAC agents can be summarized as: (i)price prediction: build a model of the

auctions’ clearing prices, and (ii)optimization: solve for an (approximately) optimal set of bids,

given this model. We focus on the optimization piece of this design.

Analytically, we address the (decision-theoretic) deterministic bidding problem. We derive the

class of bidding heuristics that solves this problem optimally. In particular, we prove that the

marginal-value-based bidding heuristic implemented inRoxyBot–2000—one of the top-scoring

agents in TAC 2000—is an instance of this class. Moreover, we identify the special set of cir-

cumstances in which bidding marginal values themselves is also optimal.

Experimentally, we embed these heuristics in TAC Travel agents and evaluate their success in the

game-theoretic bidding problem that characterizes TAC Travel auctions. We find thatRoxyBot–

2000’s bidding heuristic dominates the others in our test set. We conclude thatRoxyBot–2000’s

bidding heuristic is effective in that it performs well in a decision-theoretic setting assuming

perfect price prediction and a game-theoretic setting where price predictions are imperfect.

8.1 Introduction

Simultaneous auctions, which arise naturally on websites such asebay.com andamazon.com, are forums

on which to trade many goods simultaneously. Such auctions present a challenge to bidders, particularly

when complementary and substitutable goods are on sale. Complementary goods are goods whose values

are superadditive:i.e., for goodsx andy, v(x) + v(y) ≤ v(xy). For example, a flash, a tripod, and a case

complement a camera, since an agent does not desire any of theformer if she does not acquire the latter.

Substitutable goods are goods whose values are subadditive: i.e., for goodsx andy, v(x) + v(y) ≥ v(xy).

For example, a Canon and an Olympus are substitutes, since anagent desires one or the other, but not both.

1Joint work with Amy Greenwald and Seong Jae Lee.
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In contrast tocombinatorial auctions, in which bids may be placed for combinations of goods (e.g.,

“camera and flash for $295”), in simultaneous auctions, separate bids are placed for each individual good.

In combinatorial auctions, the NP-hard problem of choosinga set of winning bids that maximizes revenue—

the so-called winner determination problem—falls in the hands of the auctioneer. In simultaneous auctions,

however, the complexity burden falls upon the bidders.

In this chapter, we study heuristics that were designed for bidding in the simultaneous auctions that

characterize the Trading Agent Competition (TAC) Travel Game [109]. A TAC Travel agent is a simulated

travel agent whose task is to organize itineraries for a group of clients to travel to and from TACTown and

Boston. The agent’s objective is to procure travel goods that satisfy its clients’ preferences as inexpensively

as possible. Travel goods are sold in simultaneous auctions, as follows:

• flights are sold by the “TAC seller” in dynamic posted-pricing environments; no resale is permitted

• hotel reservations are sold by the “TAC seller” in multi-unit ascending call markets; specifically, 16

hotel reservations are sold in each hotel auction at the 16th highest price; no resale is permitted

• agents trade tickets to entertainment events among themselves in continuous double auctions

Flights and hotel reservations are complementary goods: flights are not useful to a client without the com-

plementary hotel reservations; nor are hotel reservationsuseful to a client without the complementary flights.

Tickets to entertainment events, e.g., the Boston Red Sox and the Boston Symphony Orchestra, are substi-

tutable. Similarly, travel packages themselves are substitutes: e.g., arriving on Monday and departing on

Tuesday vs. arriving on Monday and departing on Friday.

At a high-level, the design of many successful TAC agents (for example, Walverine [25],RoxyBot [46],

andATTac [98]) can be summarized as:

1. predict: build a model of the auctions’ clearing prices

2. optimize: solve for an (approximately) optimal set of bids, given this model

This chapter is devoted to the study of the optimization piece of this design, which we model as the problem

of bidding in “pseudo-auctions.” We define a pseudo-auctionas an idealized auction setting in which (i) there

is only one bidder, and (ii) prices are specified by an exogenous model, that is, a model in which the bidder’s

price predictions are independent of its bidding strategy.Given such a model, the bidder faces thebidding

problem:what is its utility-maximizing set of bids?

In the present chapter, we assume the agent builds adeterministicmodel of the auctions’ prices: that is,

there is no noise in the agent’s price predictions; rather its predictions are point estimates. This assumption

gives rise to thedeterministicbidding problem. In our analysis, we focus on the deterministic second-price

bidding problem, in which the payment rule is: “pay the predicted price.” This problem is an abstraction of

the problem of bidding in TAC Travel auctions, in which—underappropriate assumptions—agents can be

viewed as price-takers.

Analytically, we study a set of heuristics in the context of a(single-unit) decision-theoretic bidding prob-

lem. Specifically, we derive the class of bidding heuristicsthat solves the deterministic second-price bidding
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problem optimally. We also prove that the marginal-value-based bidding heuristic implemented inRoxy-

Bot–2000 [46], andRoxyBot–2000∗, a slight variant ofRoxyBot–2000, are both instances of this class. The

classic marginal value bidding heuristic itself, however,fails to solve this problem optimally in general, as

noted in [45]. Nonetheless, we identify the special set of circumstances in which bidding marginal values is

optimal.

Experimentally, we embed these heuristics in TAC Travel agents and evaluate their success in the (multi-

unit) game-theoretic bidding problem that characterizes TAC Travel flight and hotel auctions.2 We find that

RoxyBot–2000’s bidding heuristic dominates the others in our test set. Based on both our analytical and

experimental results, we conclude thatRoxyBot–2000’s bidding heuristic is effective in that it performs well

in a decision-theoretic setting when prices are given—equivalently, under the assumption of perfect price

prediction—and it performs well in a game-theoretic settingwhere price predictions are imperfect.

It is not our contention that solutions to the decision-theoretic bidding problem are generally applicable as

solutions to the game-theoretic bidding problem—the contrast between the conclusions of our analytical and

experimental studies rule out this possibility.3 We do believe, however, that the study of a related decision-

theoretic bidding problem can inform the design of artificially intelligent agents that face a game-theoretic

bidding problem.

8.2 Bidding in Simultaneous Pseudo-Auctions

In this chapter, we study a suite of heuristics for bidding insimultaneous auctions for complementary and

substitutable goods. We develop these heuristics in the context of an optimization problem faced by an agent

that is bidding in simultaneous “pseudo-auctions.”

There are two defining features of pseudo-auctions: (i) there is only one bidder, and (ii) the auction’s

prices are specified (i.e., predicted) by an exogenous model, that is, a model in which the bidder’s price

predictions are independent of its bidding strategy.

The winner determination rule in a pseudo-auction is: “win by bidding at least the predicted price.” In a

first-price pseudo-auction the payment rule is “pay the winning bid price,” whereas in a second-price pseudo-

auction the payment rule is “pay the predicted price.”

Implicit in our definitions of the first-price and second-price bidding problems is the assumption that

these problems characterize the optimization problem faced by an agent bidding in first- and second-price

“sealed-bid” pseudo-auctions.

Given an instance of a bidding problem, abidding heuristicsearches for a suitableb ∈ R
X , that is, a

function from a set of goodsX to bidsb(x) ∈ R (equivalently,4 a bid vector).

The extension of a real-valued functionq : X → R on goods to a real-valued functioñq : 2X → R on

bundles (i.e., sets of goods) is calledlinear if and only if q̃(Y ) =
∑

x∈Y q(x) for all Y ⊆ X.

2To reduce variance, we disregard entertainment tickets in our experiments.
3RoxyBot–2000∗ is optimal in our analytic framework, but is suboptimal in our experimental framework.
4If Z is finite,RZ = {f : Z → R} is isomorphic toR|Z|.
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Pseudo-Auction Winner Determination Rule Given a set of goodsX and a pricing functionp : X → R,

W(X, p, b) ⊆ X is the set of goods the agent wins by biddingb ∈ R
X : i.e.,

x ∈ W(X, p, b) if and only if b(x) ≥ p(x) (8.1)

Definition Given a set of goodsX, a valuation functionv : 2X → R, a distributionf over pricing functions

p : X → R, and a payment rulẽq, the (simultaneous)bidding problemis defined as follows:

SIM(X, v, f) = max
b∈RX

Ep∼f [v(W(X, p, b)) − q̃(W(X, p, b))]

The payment rule is̃q = b̃ in thefirst-price bidding problemandq̃ = p̃ in thesecond-price bidding problem

The deterministic bidding problem is the special case of thebidding problem in which prices are certain.

Definition Given a set of goodsX, a valuation functionv : 2X → R, and a pricing functionp : X → R, the

deterministic bidding problemis defined as follows:

DET(X, v, p) = max
b∈RX

[v(W(X, p, b)) − q̃(W(X, p, b))]

We refer to the deterministic first- and second-price bidding problems as1stDETand2ndDETrespectively.

Since prices are fully specified in the deterministic bidding problem, the key decision an agent faces is

which goods to buy. But the problem of deciding which goods tobuy is “the acquisition problem” [44].

Indeed, the deterministic bidding problem reduces to the acquisition problem.

Definition Given a set of goodsX, a valuation functionv : 2X → R, and a pricing functionq : 2X → R,

theacquisition problemis defined as follows:

ACQ(X, v, q) = max
Y ⊆X

(v(Y ) − q(Y )) (8.2)

Theorem 2 Given a set of goodsX, a valuation functionv : 2X → R, and a pricing functionp : X → R,

the following bidding heuristic, which returnsb∗ ∈ R
X , solves 2ndDET(X, v, p) optimally:

1. select an optimal acquisitionA∗ ∈ arg ACQ(X, v, p̃)

2. bid

b∗(x) ∈

{

[p(x),∞) if x ∈ A∗

(−∞, p(x)) otherwise
(8.3)

In particular, first solving for an optimal acquisitionA∗ and then biddingp(x) on all goodsx ∈ A∗

and bidding−∞ otherwise is an optimal heuristic in the deterministic second-price bidding problem. This

heuristic is also optimal in the deterministic first-price bidding problem.
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8.3 An Analysis of Marginal Values

In the preceding section, we derived an optimal class of bidding heuristics for the deterministic bidding

problem. If an agent is clairvoyant—i.e., if it can predict the auctions’ clearing prices perfectly—then it can

bid using any heuristic in this class, whenever the acquisition problem is computationally feasible. The TAC

Travel acquisition problem, for one, is NP-hard [44]. Even more egregious, typical agents are not clairvoyant.

Hence, it may be reasonable for agents to employ alternativebidding heuristics.

In this section, we broaden our study of bidding heuristics by investigating two classic strategies: bidding

independent and marginal values. We illustrate the performance of these heuristics (and some of the complex-

ity of bidding in simultaneous auctions on complementary and substitutable goods) on a series of numerical

examples. Also in this section, an analysis of marginal values leads to a “characterization theorem,” which

completely characterizes the relationship between marginal values and prices, assuming linear prices.

8.3.1 Bidding Independent and Marginal Values

Perhaps the most straightforward bidding heuristic is Heuristic IV, for independent values: For each good in

each auction, bid its independent value. Unfortunately, with heuristic IV, an agent can fail to win goods it

wishes it had won, when goods are complements, and can succeed at winning goods it wishes it had not won,

when goods are substitutes.

Definition Given a set of goodsX and a valuation functionv : 2X → R, the independent valueof a good

x ∈ X is given by:ι(x) = v({x}).

Example Suppose an agent values a camera and flash together at 500, butvalues either good alone at 1.

Also, suppose these two goods are sold separately in two simultaneous auctions, and the clearing prices are

200 for the camera and 100 for the flash. If the agent were to bidonly its independent values (1), it would

lose both goods, obtaining utility of 0 rather than500 − 200 − 100 = 200. This outcome is undesirable: the

agent fails to win goods it wishes it had won.

Example Now suppose an agent values a Canon AE–1 at 300 and a Canon A–1 at 200, but values both

cameras together at only 400. Also, suppose these two goods are sold separately in two simultaneous auctions,

and the clearing prices are 275 for the AE–1 and 175 for the A–1. If the agent were to bid its independent

values, it would win both goods, obtaining utility of400−450 = −50. This outcome is also undesirable: the

agent wins goods it wishes it had not won.

A natural alternative to Heuristic IV is Heuristic MV, for marginal value: For each good, bid itsmarginal

value. Unfortunately, even with heuristic MV, an agent can can succeed at winning goods it wishes it had not

won—in particular, when goods are substitutes—although an MVagent never fails to win goods it wishes it

had won (see Theorem 3).

Definition Given a set of goodsX, a valuation functionv : 2X → R, and a pricing functionq : 2X → R.

Themarginal valueµ(x) ≡ µ(x,X, v, q) of goodx ∈ X is defined as follows:

µ(x) = max
Y ⊆X\{x}

[v(Y ∪ {x}) − q(Y )] − max
Y ⊆X\{x}

[v(Y ) − q(Y )]
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Intuitively, the marginal value ofx is simply the difference between the value of an optimal acquisition when

x costs 0, and the value of an optimal acquisition whenx costs∞.

Example Consider once again the setup of Example 8.3.1. Given both the camera and flash together, the

agent’s value is 500; but either one of these components without the other is valued at only 1. If the clearing

prices of the camera and flash are 200 and 100, respectively, then bidding according to MV,(500 − 100) −

(0 − 0) = 400 on the camera and(500 − 200) − (0 − 0) = 300 on the flash, the agent wins both goods, as

desired.

Example Consider once again the setup of Example 8.3.1, where an agent values a Canon AE–1 at 300 and

a Canon A–1 at 200, and both cameras together at 400. If the clearing prices of the camera and flash are 275

and 175, respectively, then bidding according to MV,(300 − 0) − (200 − 175) = 275 on the camera and

(200 − 0) − (300 − 275) = 175 on the flash, the agent wins both goods. As in Example 8.3.1, this is not the

desired outcome: the agent wins goods it wishes it had not won.

Example 8.3.1 shows that, for complementary goods, the MV heuristic can be an effective means of

solving the deterministic bidding problem, in spite of the well-documentedexposureproblem. An agent

suffers from its exposure if it bids more on a good than its independent value of that good [67, 90]. As noted

here, an agent can also suffer from another kind of exposure in which it bids more on a set of goods than its

combinatorial value of that set of goods. Indeed, in Example8.3.1, which concerns substitutable goods, the

MV heuristic suffers from its exposure.

Although the marginal value bidding heuristic does not solve the deterministic second-price bidding

problem optimally in general, in what follows, we derive thespecial set of circumstances in which bid-

ding marginal values is optimal. Our derivation follows from Theorem 2 and an immediate corollary of the

following “characterization theorem.”

8.3.2 Characterization Theorem

Throughout this section, we assume we are given a set of goodsX, a valuation functionv : 2X → R, and

a pricing functionp : X → R. Our main theorem, which generalizes [43], completely characterizes the

relationship between marginal values and prices, assuminglinear prices. In words, this theorem states the

following: if x is contained in an optimal acquisition, then eitherx is contained in all optimal acquisitions, in

which case its marginal value is strictly greater than its price, orx is not contained in all optimal acquisitions,

in which case its marginal value is exactly equal to its price(as in Example 8.3.1); otherwise, ifx is not

contained in any optimal acquisition, then its marginal value is strictly less than its price.

Theorem 3 Assume prices are linear. IfA∗
1, . . . , A

∗
n ⊆ X are all the optimal solutions to the acquisition

problem ACQ(X, v, p̃), then for all goodsx ∈ X,

1. µ(x) > p(x) if and only ifx ∈
⋂n

i=1 A∗
i

2. µ(x) = p(x) if and only ifx ∈
⋃n

i=1 A∗
i butx /∈

⋂n
i=1 A∗

i



103

3. µ(x) < p(x) if and only ifx 6∈
⋃n

i=1 A∗
i

Our proof of Theorem 3 relies on the following observation:

Observation 1 Assume prices are linear. The following equalities are equivalent: for allx ∈ X,

µ(x) = p(x)

iff max
Y ⊆X\x

[v(Y ∪ {x}) − p̃(Y )] − max
Y ⊆X\x

[v(Y ) − p̃(Y )] = p(x)

iff max
Y ⊆X\x

[v(Y ∪ {x}) − p̃(Y ∪ {x})] = max
Y ⊆X\x

[v(Y ) − p̃(Y )]

The same holds when the equal signs are replaced by (weak or strict) inequality signs.

Proof of Theorem 3 [Claim 1]: The proof follows immediately from Obs. 1 and the following tautology:

an arbitrary goodx ∈ X is included in all optimal acquisitions if and only if the value of an optimal acquisi-

tion with x necessarily included is strictly greater than the value of an optimal aquisition withx necessarily

excluded: i.e.,

max
Y ⊆X\x

[v(Y ∪ {x}) − p̃(Y ∪ {x})] > max
Y ⊆X\x

[v(Y ) − p̃(Y )]

iff x ∈
n⋂

i=1

A∗
i

Proof of Theorem 3 [Claim 2]: For allY ⊆ X, define the utilityu(Y ) = v(Y ) − p̃(Y ).

[=⇒] By assumption,µ(x) = p(x). Hence, by Obs. 1,A1 ∪ {x} andA2 have the same utility, where

A1 ∈ arg max
Y ⊆X\x

[v(Y ∪ {x}) − p̃(Y ∪ {x})] (8.4)

A2 ∈ arg max
Y ⊆X\x

[v(Y ) − p̃(Y )] (8.5)

Note thatx ∈ A1 ∪ {x} but x 6∈ A2. An optimal acquisition either containsx or it does not. Hence, one of

A1 ∪ {x} or A2 must be optimal, but since they have the same utility, both ofthem are optimal. We have

constructed an optimal acquisition withx and an optimal acquisition withoutx. Therefore,x ∈
⋃n

i=1 A∗
i but

x /∈
⋂n

i=1 A∗
i .

[⇐=] By assumption,x ∈
⋃n

i=1 A∗
i but x 6∈

⋂n
i=1 A∗

i . Hence, there existsA∗
i 6= A∗

j such thatx ∈ A∗
i

butx /∈ A∗
j . Now

x ∈ A∗
i ⇒ u(A∗

i ) = max
Y ⊆X\x

[v(Y ∪ {x}) − p̃(Y ∪ {x})]

x /∈ A∗
j ⇒ u(A∗

j ) = max
Y ⊆X\x

[v(Y ) − p̃(Y )]

u(A∗
i ) = u(A∗

j ) iff

max
Y ⊆X\x

[v(Y ∪ {x}) − p̃(Y ∪ {x})] = max
Y ⊆X\x

[v(Y ) − p̃(Y )]

This last equation is equivalent toµ(x) = p(x) by Obs. 1.
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When the optimal acquisition is unique, the marginal value ofa good is strictly greater than its price if

and only if the good is in the optimal acquisition; otherwise, the marginal value of the good is strictly less

than its price. This corollary of Theorem 3 is immediate.

Corollary 1 Assume prices are linear. IfA∗ ⊆ X is theuniquesolution to the acquisition problem ACQ(X, v, p̃),

then

1. µ(x) > p(x) if and only ifx ∈ A∗, and

2. µ(x) < p(x) if and only ifx 6∈ A∗.

Finally, we characterize the relationship betweenµ(x,A∗) andµ(x,X), that is, the marginal utility of

a goodx relative to an optimal acquisitionA∗ vs. the marginal utility of a goodx relative to the set of all

goodsX. Intuitively, the marginal value of a good that is in an optimal acquisition cannot decrease if the set

of available goods is restricted to include precisely the goods in that acquistion. Analogously, the marginal

value of a good that is not in an optimal acquisition cannot increase if the set of available goods is restricted

to include precisely the goods in that acquistion.

Proposition 2 If A∗ ⊆ X is an optimal solution to the acquisition problem ACQ(X, v, q), then

• µ(x,A∗) ≥ µ(x,X), for all x ∈ A∗, and

• µ(x,A∗) ≤ µ(x,X), for all x 6∈ A∗ (i.e.,x ∈ X \ A∗),

whereq : 2X → R is an arbitrary pricing function.

8.4 A Test Suite of Bidding Heuristics

We now articulate the inner workings of four select bidding heuristics.StraightMV is an implementation of

the marginal value bidding heuristic.SecondBot generalizes the class of bidding heuristics that solves thede-

terministic second-price bidding problem optimally.FirstBot, a bidding heuristic that solves the deterministic

first-price bidding problem optimally,RoxyBot–2000, and a slight variant,RoxyBot–2000∗, are all instances

of SecondBot.

We argue thatFirstBot, RoxyBot–2000, andRoxyBot–2000∗ all solve the deterministic second-price bid-

ding problem optimally, assuming linear prices. We also establish thatStraightMV is optimal whenever the

solution to the acquisition problem is unique, again, assuming prices are linear.

Also in this section, we work through an example of the deterministic second-price bidding problem, and

compare the performance of these four heuristics on this problem without assuming clairvoyance—that is,

the agents optimize with respect to imperfect price predictions.

StraightMV is an implementation of the classic marginal value bidding heuristic. It bids the marginal value of

each good in each auction, given as input predictions of the auctions’ clearing prices.StraightMV calculates

|X| marginal values; hence, it solves2|X| acquisition problems.



105

Theorem 4 Bidding marginal values is optimal in the deterministic second-price bidding problem whenever

the solution to the acquisition problem is unique, assumingprices are linear.

Proof The proof follows immediately from Theorem 2 and Corollary 1.

Example A (TAC) travel agent is deciding what to bid on hotels for a client for whom it has already pur-

chased flights. The client’s willingness to pay for travel packages including the good and bad hotel, respec-

tively, are 1055 and 1000. Flights alone are worthless to theclient.

Suppose the agent predicts the clearing price of the good hotel to be 80 and the clearing price of the bad

hotel to be 30, while in reality, the clearing price of the good and bad hotels are uniformly distributed in the

ranges[70, 90] and[20, 40], respectively.

Given its predictions, the marginal value of the good hotel is (1055 − 0) − (1000 − 30) = 85, while the

marginal value of the bad hotel is(1000− 0)− (1055− 80) = 25. StraightMV bids precisely these marginal

values: 85 on the good hotel and 25 on the bad hotel.

By bidding marginal values, aStraightMV agent is likely to win either too many substitutes or too few

complements. The probability of winning the good hotel is85−70
90−70 = 0.75, while the probability of winning

the bad hotel is25−20
40−20 = 0.25. Consequently, the probability of winning too many substitutes (both hotels)

is (.75)(.25) = .1875, as is the probability of winning too few complements (neither hotel).

WhereasStraightMV can win too many substitutes assuming either perfect or imperfection price predic-

tion, none of the following three heuristics ever wins too many substitutes. Moreover, whereasStraightMV

can win too few complements assuming imperfect price prediction, in turn, each of the next three heuristics

wins more and more complements.

SecondBot SecondBot first solves for an optimal acquisitionA∗ ∈ arg ACQ(X, v, p̃), and then bids on the

goods inA∗ according to some functiong. We study three instances ofSecondBot, corresponding to three

choices of the bid functiong(x) ≡ g(x,X, v, p,A∗).

• FirstBot: g = p

• RoxyBot–2000:g = h whereh(x) = µ(x,X, v, p), for x ∈ X

• RoxyBot–2000∗: g = h∗ whereh∗(x) = µ(x,A∗, v, p), for x ∈ X

Note the distinction betweenRoxyBot–2000 andRoxyBot–2000∗: the former calculates marginal values with

respect to the set of goodsX, whereas the latter calculates marginal values with respect to the optimal

acquisitionA∗.

These three instances ofSecondBot place progressively higher and higher bids:

• FirstBot bidsp(x) on all goodsx ∈ A∗

• RoxyBot–2000 bidsµ(x,X, v, p) ≥ p(x) on all goodsx ∈ A∗ (by Theorem 3)

• RoxyBot–2000∗ bidsµ(x,A∗, v, p) ≥ µ(x,X, v, p) on all goodsx ∈ A∗ (by Proposition 2)
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FirstBot solves only 1 acquisition problem. In the worst case (whenA∗ = X), these versions ofRoxyBot

calculate|X| marginal values, solving2|X|+1 acquisition problems in total. In practice (e.g., in TAC Travel

games), however, they calculate far fewer marginal values thanStraightMV.

Theorem 5 FirstBot, RoxyBot–2000, andRoxyBot–2000∗ are optimal bidding heuristics in the deterministic

second-price bidding problem, assuming prices are linear.

Proof The proof follows immediately from Theorem 2, Theorem 3, andProposition 2.

Example SinceSecondBot bids only on the goods in a single acquisition, it cannot win too many substitutes,

but still it may win too few complements. Continuing Example8.4, the values of the travel packages with

the good and bad hotels are1055 − 80 = 975 and1000 − 30 = 970, respectively. Hence, the travel package

with the good hotel is the unique optimal acquisition.

FirstBot bids the predicted price (80) on the good hotel and nothing onthe bad hotel, which yields a 50%

chance of winning too few complements (i.e., losing both hotels).RoxyBot–2000 bids its marginal value (85)

on the good hotel and nothing on the bad hotel, which yields a 25% chance of winning too few complements.

RoxyBot–2000∗ assumes the bad hotel is not available. Under this assumption, the marginal value of the

good hotel is1055 − 0 = 1055. This is the only bidRoxyBot–2000∗ submits. Since1055 ≥ 90, the upper

bound on the clearing price of the good hotel,RoxyBot–2000∗ wins neither too many substitutes nor too few

complements in this example.

8.5 Bidding in TAC Travel Auctions

Having conducted an analytic study of the deterministic second-price bidding problem, and, in doing so,

having developed a test suite of bidding heuristics, we now describe an experimental study in which we em-

bedded these heuristics in TAC Travel agents and played TAC Travel games. There are three key differences

between our analytical and experimental setups:

• the former is decision-theoretic, while the latter is game-theoretic

• the former is a single-unit second-price design, while the latter is ak-unit kth price design (NB: if

k = 1, the latter is a first-price design rather than a second-price design)

• in the former, prices are given, which amounts to an assumption of perfect price prediction by an agent;

in the latter, an agent’s price predictions are imperfect

Still, we conducted these experiments to shed some light on the efficacy of our test suite of bidding heuristics,

which are optimal or near-optimal in a decision-theoretic problem, in a related game-theoretic bidding prob-

lem. It is not our contention, however, that solutions to a decision-theoretic bidding problem are generally

applicable as solutions to a game-theoretic bidding problem.
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8.5.1 Experimental Setup

In our experiments, we embedded in TAC Travel agents our testsuite of bidding heuristics, generalized to bid

marginal values in multi-unit auctions. These agents played numerous TAC Travel games, bidding only in

flight and hotel auctions. We disregarded entertainment ticket auctions to reduce the variance in the agents’

scores. This feature of our experimental design was implemented by modifying the TAC–2004 Classic Java

Server [33].

Recall that there are two key architectural components of TAC Travel agents, price prediction and op-

timization. In our experimental design, we vary the optimization component of the agents, but we fix the

price prediction component. The tâtonnement process is a method of computing competitive equilibrium

prices in a market [107]. All the agents in our experiments predict the hotel auctions’ clearing prices via the

tâtonnement process, just as it was implemented in Walverine–2003 [25].

8.5.2 Experimental Results

In this section, we report the results of two experiments with our test suite of bidding heuristics in TAC Travel

games. For both experiments, we report the average score earned by each agent, along with the corresponding

average utilities and costs. In addition, we report the results of pairedt-tests, in which we consider pairings

of the agents’ scores, utilities, and costs. In our statistical tests, the null hypothesis is: “there is no difference

between the means.”

4 Agent Experiment In our first set of experimental games (224 of them), we pittedtwo copies of each of

our four bidding agents (StraightMV, RoxyBot–2000,RoxyBot–2000∗, andFirstBot) against one another. The

agents’ average scores, utilities, and costs in these gamesare shown in Table 8.1. Scorewise,RoxyBot–2000

ever so slightly outperformsRoxyBot–2000∗, who outperformsStraightMV, who substantially outperforms

FirstBot. The difference in the mean scores earned byRoxyBot–2000 andRoxyBot–2000∗ is statistically

insignificant, but all other differences are statisticallysignificant. It is interesting to note thatStraightMV

obtains a higher utility on average than either variant ofRoxyBot (∼40), but it does so at a substantially higher

cost (105–110).StraightMV bids on all goods, not only the goods in a single optimal acquisition. “You’ve got

to be in it to win it.” These differences are statistically significant. Finally,FirstBot is unsuccessful because it

places too many losing bids, evidenced by its unusually low cost.

Rank Agent Avg Score Avg Utility Avg Cost
1 RoxyBot–2000 2738.275 8271.348 5533.074
2 RoxyBot–2000∗ 2731.678 8270.230 5538.552
3 StraightMV 2667.645 8310.908 5643.263
4 FirstBot 1998.806 7476.808 5478.002

Table 8.1: 4 Agent Experiment: Average Scores, Utilities, and Costs (448 Observations).

2 Agent Experiment In our second set of experimental games (205 of them), we pitted four copies ofRoxy-

Bot–2000 andRoxyBot–2000∗ against one another. The results of these games are depictedin Table 8.2. This
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time, whenRoxyBot–2000 outperformsRoxyBot–2000∗, the differences between the mean scores, utilities,

and costs are statistically significant (all threep-values are less than 0.001).

This outcome can be explained as follows. Embedded in bothRoxyBot–2000 andRoxyBot–2000∗ are

optimal bidding heuristics for the deterministic second-price bidding problem. The TAC Travel hotel bidding

problem is not a second-price auction, however; it is not even ak + 1st-pricek-unit auction. On the contrary,

it is a kth-price k-unit auction. As such, it mimics a first-price auction, in which bidders are not price-

takers. Rather, a winning bidder pays what it bids, and thus is incentivized to shade its bids downwards.

But RoxyBot–2000∗ shades its bidsupwards! In doing so, it wins more goods thanRoxyBot–2000, so that it

obtains a higher utility thanRoxyBot–2000 (103.184), but this increase in utility is achieved ata substantially

higher cost (341.821).

This 2 agent experiment serves to highlight one of the key differences between decision-theoretic bidding

in pseudo-auctions and game-theoretic bidding in auctions. RoxyBot–2000∗ is an optimal bidding heuristic

in the former, but it is suboptimal in the latter. We concludethatRoxyBot–2000 is the dominant TAC Travel

agent in our test suite.

Rank Agent Avg Score Avg Utility Avg Cost
1 RoxyBot–2000 2298.145 8137.993 5839.848
2 RoxyBot–2000∗ 2059.508 8241.177 6181.669

Table 8.2: 2 Agent Experiment: Average Scores, Utilities, and Costs (820 Observations).

8.6 Conclusion

Based on both our analytical and experimental results, we conclude thatRoxyBot–2000’s bidding heuristic is

effective in that it performs well in a decision-theoretic setting when prices are given—equivalently, under

the assumption of perfect price prediction—and it performs well in a game-theoretic setting where price

predictions are imperfect. However, this bidding heuristic, which operates on (deterministic) price point

estimates, does not explicitly plan for uncertainty in the auction dynamics. A heuristic that would be superior

in this respect would optimize with respect to noisy (i.e., stochastic) models of estimated clearing prices.

Indeed, embedded inRoxyBot–2006, the top-scoring agent in TAC–2006, is such a bidding heuristic.



Chapter 9

Bidding in TAC Travel 1

In this chapter, we describe our entrant in the travel division of the 2006 Trading Agent Compe-

tition (TAC). At a high level, the design of many successful autonomous trading agents can be

summarized as follows: (i) price prediction: build a model of market prices; and (ii) optimiza-

tion: solve for an approximately optimal set of bids, given this model. To predict, we simulate

simultaneous ascending auctions. To optimize, we apply thesample average approximation

method. abbreviated SAA; hence the title of this paper. Our agent dominated the preliminary

and seeding rounds of TAC Travel in 2006, and emerged as champion in the finals in a photo

finish.

9.1 Introduction

The annual Trading Agent Competition (TAC) challenges its entrants to design and build autonomous bidding

agents capable of effective trading in an online travel2 shopping game. The first TAC, held in Boston in 2000,

attracted 16 entrants from six countries in North America, Europe, and Asia. Excitement generated from this

event led to refinement of the game rules, and continuation ofregular tournaments with increasing levels of

competition over the next six years. Year-by-year, entrants improved their designs, developing new ideas and

building on previously successful techniques. Since TAC’sinception, the lead author has entered successive

modifications of her autonomous trading agent,RoxyBot. This chapter reports onRoxyBot-06, the latest

incarnation and the top scorer in the TAC-06 tournament.

The key feature captured by the TAC travel game is that goods are highly interdependent (e.g., flights

and hotels must be coordinated), yet the markets for these goods operate independently. A second important

feature of TAC is that agents trade via three different kindsof market mechanisms, each of which presents

distinct challenges. Flights are traded in a posted-price environment, where a designated party sets a price

that the other parties must “take or leave.” Hotels are traded in simultaneous ascending auctions, like the FCC

1Joint work with Amy Greenwald and Seong Jae Lee.
2At present, there are two divisions of TAC: Travel and SupplyChain Management. This chapter is concerned only with the former;
for a description of the latter, see Arunachalam and Sadeh [5]. In this chapter, when we say TAC, we mean TAC Travel.
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spectrum auctions. Entertainment tickets are traded in continuous double auctions, like the New York Stock

Exchange. In grappling with all three mechanisms while constructing their agent strategies, participants are

confronted by a number of interesting problems.

The success of an autonomous trading agent, particularly TAC agents, often hinges upon two key mod-

ules: (i)price prediction, in which the agent builds a model of market prices; and (ii)optimization, in which

the agent solves for an approximately optimal set of bids, given this model. For example, at the core of

RoxyBot’s 2000 architecture [46] was adeterministicoptimization problem, namely how to bid given price

predictions in the form of point estimates. In spite of its effectiveness in the TAC-00 tournament, a weakness

of the 2000 design was thatRoxyBot could not explicitly reason about variance within prices. In the years

since 2000, we recast the key challenges faced by TAC agents as several differentstochasticbidding prob-

lems (see, for example, Greenwald and Boyan [45]), whose solutions exploit price predictions in the form

of distributions. In spite of our perseverance,RoxyBot fared unimpressively in tournament conditions year

after year. . . until 2006. Half a decade in the laboratory spent searching for bidding heuristics that can exploit

stochastic information at reasonable computational expense finally bore fruit, asRoxyBot emerged victorious

in TAC-06. In a nutshell, the secret ofRoxyBot-06’s success is: (hotel) price prediction by simulating simul-

taneous ascending auctions, and optimization based on the sample average approximation method. Details of

this approach are the subject of the present article.

Overview This chapter is organized as follows. Starting in Section 9.2, we summarize the TAC mar-

ket game. Next, in Section 9.3, we present a high-level view of RoxyBot’s 2006 architecture. This design

is grounded in two key assumptions: fixed other-agent behaviors and market information encapsulated by

prices. In Section 9.4, we describeRoxyBot’s optimization technique, the sample average approximation

method. We argue that it is optimal in pseudo-auctions, an abstract model of auctions characterized by the

aforementioned assumptions. Implementation details are relegated to Appendix 9.10. In Section 9.5, we

describeRoxyBot’s price prediction techniques for flights, hotels, and entertainment, in turn. Our hotel price

prediction method is perhaps of greatest interest. Following Wellmanet al. [25], we take as our hotel price

predictions approximate competitive equilibrium prices.Only, instead of computing those prices by running

the t̂atonnement process, we simulate simultaneous ascending auctions. We show that the latter computation

is faster, and does not sacrifice accuracy. In Section 9.6, wedetail the results of the TAC-06 tournament,

reporting statistics that shed light on the bidding strategies of the participating agents. Finally, in Section 9.7,

we evaluate the collective behavior of the autonomous agents in the TAC finals since 2002. We find that the

accuracy of competitive equilibrium calculations has varied from year to year and is highly dependent on

the particular agent pool. Still, generally speaking, the collective is moving toward competitive equilibrium

behavior.

9.2 TAC Market Game: A Brief Summary

In this section, we briefly summarize the TAC game. For more details, seehttp://www.sics.se/tac/.

Eight agents play the TAC game. Each is a simulated travel agent whose task is to organize itineraries for
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its clients to travel to and from “TACTown” during a five day (four night) period. In the time allotted (nine

minutes), each agent’s objective is to procure travel goodsas inexpensively as possible, trading off against

the fact that those goods are ultimately compiled into feasible trips that satisfy its client preferences to the

greatest extent possible. The agents know the preferences of their own eight clients only, not the other 56.

Travel goods are sold in simultaneous auctions as follows:

• Flight tickets are sold by “TACAir” in dynamic posted-pricing environments. There are flights both to

and from TACTown on each applicable day. No resale of flight tickets by agents is permitted.

Flight price quotes are broadcast by the TAC server every tenseconds.

• Hotel reservations are sold by the “TAC seller” in multi-unit ascending call markets. Specifically, 16

hotel reservations are sold in each hotel auction to the 16 highest bidders at the 16th highest price.

There are two hotels: a good one and a bad one. No resale of hotel reservations by agents is permitted.

Nor is bid withdrawal allowed.

More specifically, the eight hotel auctions clear on the minute with exactly one auction closing at each

of minutes one through eight. (The precise auction to close is chosen at random, with all open auctions

equally likely to be selected.) For the auction that closes,the TAC server broadcasts the final closing

price, and informs each agent of its winnings. For the others, the TAC server reports the current ask

price, and informs each agent of its “hypothetical quantitywon” (HQW).

• Agents are allocated an initial endowment of entertainmenttickets, which they trade among themselves

in continuous double auctions (CDAs). There are three entertainment events scheduled each day.

Although the event auctions clear continuously, price quotes are broadcast only every 30 seconds.

One of the primary challenges posed by TAC is to design and build autonomous agents that bid effectively

on interdependent (i.e., complementary or substitutable)goods that are sold in separate markets. Flight tickets

and hotel reservations are complementary because flights are not useful to a client without the corresponding

hotel reservations, nor vice versa. Tickets to entertainment events (e.g., the Boston Red Sox and the Boston

Symphony Orchestra) are substitutable because a client cannot attend multiple events simultaneously.

9.3 RoxyBot-06’s Architecture: A High-Level View

In our approach to the problem of bidding on interdependent goods in the separate TAC markets, we adopt

some simplifying assumptions. Rather than tackle the game-theoretic problem of characterizing strategic

equilibria, we focus on a single agent’s (decision-theoretic) problem of optimizing its own bidding behavior,

assuming the other agents’ strategies are fixed. In addition, we assume that the environment can be modeled

in terms of the agent’s predictions about market clearing prices. These prices serve to summarize the relevant

information hidden in other agents’ bidding strategies. These two assumptions—fixed other-agent behaviors

and market information encapsulated by prices—support the modular design ofRoxyBot-06 and many other

successful TAC agents, which consists of two key stages: (i)price prediction; and (ii) optimization.
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REPEAT

{start bid interval}

0. Download current prices and winnings from server

1. predict: build stochastic models

a. flights: Bayesian updating/learning

b. hotels: simultaneous ascending auctions

c. entertainment: sample historical data

2. optimize: sample average approximation

3. Upload current bids to server
(three separate threads)

{end bid interval}

UNTIL game over

Table 9.1: A high-level view ofRoxyBot-06’s architecture.

The optimization problem faced by TAC agents is a dynamic onethat incorporates aspects of sequentiality

as well as simultaneity in auctions. The markets operate simultaneously, but in addition, prices are discovered

incrementally over time. In principle, a clairvoyant agent—one with knowledge of future clearing prices—

could justifiably employ an open-loop strategy: it could solve the TAC optimization problem once at the

start of the game and place all its bids accordingly, never reconsidering those decisions. A more practical

alternative (and the usual approach taken in TAC3), is to incorporate into an agent’s architecture a closed loop,

or bidding cycle, enabling the agent to condition its behavior on the evolution of prices. As price information

is revealed, the agent improves its price predictions, and reoptimizes its bidding decisions, repeatedly.

One distinguishing feature ofRoxyBot-06 is that it builds stochastic models of market clearing prices,

rather than predicting clearing prices as point estimates.Given its stochastic price predictions, stochastic

optimization lies at the heart ofRoxyBot-06. Assuming time is discretized into stages, or bid intervals, during

each iteration of its bidding cycle,RoxyBot-06 faces ann-stage stochastic optimization problem, wheren is

the number of stages remaining in the game. The key input to this optimization problem is a sequence of

n − 1 stochastic models of future prices (current prices are known), each one a joint probability distribution

over all goods conditioned on past prices. The solution to this optimization problem, and the output of each

iteration of the bidding cycle, is a vector of bids, one per good (or auction).

Table 9.1 presents a high-level view ofRoxyBot-06’s architecture, emphasizing its bidding cycle. At the

start of each bid interval, current prices and winnings are downloaded from the TAC server. Next, the key

prediction and optimization routines are run. In the prediction module, stochastic models of flight, hotel, and

entertainment prices are built. In the optimization module, bids are constructed as an approximate solution

to ann-stage stochastic optimization problem. Prior to the end ofeach bid interval, the agents’ bids are

uploaded to the TAC server using three separate threads: (i)the flight thread bids on a flight only if its price

is near its predicted minimum; (ii) the hotel thread bids on open hotels only if it is moments before the end

of a minute; and (iii) the entertainment thread places bids immediately.

3An exception islivingagents [36], the winner of TAC 2001.
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We discuss the details ofRoxyBot-06’s optimization module first, and its price prediction module second.

9.4 Optimization

We characterizeRoxyBot-06’s optimization routine as (i) stochastic, (ii) global, and(iii) dynamic. It takes as

input stochastic price predictions; it simultaneously considers flight, hotel, and entertainment bids in unison;

and it simultaneously reasons about bids to be placed in bothcurrent and future stages of the game.

9.4.1 TAC Market Mechanisms

Before discussing the specifics ofRoxyBot-06’s approach to optimizing its bids, we discuss some of the issues

that can impact bidding decisions in each of the three TAC markets based on their respective mechanisms.

Flights Recall that flights are sold by TACAir in dynamic posted-pricing environments. The hallmark of

a posted-price mechanism is that a designated party sets a price that the other parties can “take or leave.”

However, posted-price markets may differ regarding limitson quantity, the manner or frequency by which

prices change, or other features. In the case of TAC flight markets, TACAir posts sell prices for an effectively

unlimited quantity of flights to and from TACTown on each day,and TAC agents can purchase any number

of flights by submitting bids at or above those prices. TACAirupdates prices every ten seconds according to

a known stochastic process (see Section 9.5.1). This process has both revealed and hidden state, but is not

affected in any way by the TAC agents’ actions (i.e., flight purchases).

The fundamental issue regarding TAC flight decisions is a common one: balancing concern about future

price increases with the benefit of delaying commitment to travel on particular days. If flight prices were non-

increasing, agents would simply delay their flight purchases until the end of the game, when all uncertainty

about hotel markets (i.e., what reservations each agent procures) has been resolved. By committing to a flight

any earlier, an agent risks finding that its choice was suboptimal, based on subsequent shifts in hotel prices or

availability. An extreme (but not unusual) instance of thisrisk is that it may end up wasting the flight entirely,

if it cannot obtain hotel rooms to compile a feasible trip on the corresponding days. The dynamic aspect of

RoxyBot-06’s optimization module allows the agent to seemlessly reason about these tradeoffs.

Hotels In a simultaneous ascending auction(SimAA) [27], goods are sold to agents through an array of

ascending auctions, one for each good. The auctions proceedconcurrently, and bidding is organized in

rounds. At any given time, the price quote is defined to be the highest bid received thus far, or zero if there

are no bids as of yet. The ask price is the price quote plus a fixed increment. To be admissible, a new bid

must beat the quote by offering at least the ask price. If an auction receives multiple admissible bids in a

given round, it admits the highest (breaking ties arbitrarily). An auction is quiescent when a round passes

with no new admissible bids. When all are simultaneously quiescent, the auctions close and their respective

goods are allotted as per the last admitted bids.

The TAC hotel auctions run simultaneously, but differ from the abstract SimAA mechanism in two basic
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ways. First, each TAC hotel auction is multi-unit: the topk bidders are allocated thek units, and the clear-

ing price is the lowest winning bid. Second, rather than waituntil all auctions are quiescent, one randomly

selected auction closes each minute. In this respect TAC hotel auctions represent a hybrid between simulta-

neous and sequential auctions. Still, TAC hotel auctions and SimAAs share many of the same characteristics.

Most importantly, because no good in a SimAA is committed until all are, an agent’s bidding strategy in one

auction cannot be contingent on the outcome in another. Similarly, an agent bidding for a set of hotels on

contiguous days runs the risk that it will win some but not allhotels it desires.

Entertainment Most TAC designers treat entertainment trading as a task only loosely coupled to flight and

hotel bidding. The markets are clearly interdependent, as the value of an entertainment ticket depends on

what other tickets the agent holds, as well as the possible travel packages it can assemble for its clients. The

relationship is relatively weak, however, since entertainment merely provides bonus utility; it does not affect

trip feasibility like flights and hotels. Often a ticket not used for one client can be given to another, or sold to

another agent. Entertainment markets are open throughout the game, and are not subject to time-dependent

price movements or rigid clearing schedules like the other markets. Nonetheless,RoxyBot-06 makes its

entertainment-bidding decisions in conjunction with its flight and hotel-bidding decisions, all within its global

optimization module. The effectiveness of this approach isnoted in Section 9.6.

9.4.2 Abstract Auction Model

Recall that our treatment of bidding is decision-theoretic, rather than game-theoretic. In particular, we focus

on a single agent’s problem of optimizing its own bidding behavior, assuming the other agents’ strategies are

fixed. In keeping with our basic agent architecture, we further assume that the environment can be modeled in

terms of the agent’s predictions about market clearing prices. We introduce the termpseudo-auctionto refer to

a market mechanism defined by these two assumptions—fixed other-agent behaviors and market information

encapsulated by prices. The optimization problem thatRoxyBot solves is one of bidding in pseudo-auctions,

not (true) auctions. In this section, we formally develop this abstract auction model and relate it to TAC

auctions; in the next, we define and propose heuristics to solve various pseudo-auction bidding problems.

Basic Formalism

In this section, we formalize the basic concepts needed to precisely formulate bidding under uncertainty as

an optimization problem, including: packages—sets of goods, possibly multiple units of each; a function that

describes how much the agent values each package; pricelines—data structures in which to store the prices

of each unit of each good; and bids—pairs of vectors corresponding to buy and sell offers.

Packages Let G denote an ordered set ofn distinct goods and letN ∈ N
n represent the multiset of these

goods in the marketplace, withNg denoting the number of units of each goodg ∈ G. A packageM is a

collection of goods, that is, a “submultiset” ofN . We writeM ⊆ N wheneverMg ≤ Ng for all g ∈ G.

It is instructive to interpret this notation in the TAC domain. The flights, hotel rooms, and entertainment

events up for auction in TAC comprise an ordered set of 28 distinct goods. In principle, the multiset of goods
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in the TAC marketplace is:

NTAC = 〈∞, . . . ,∞
︸ ︷︷ ︸

8 flights

, 16, . . . , 16
︸ ︷︷ ︸

8 hotels

, 8, . . . , 8
︸ ︷︷ ︸

12 events

〉 ∈ N
28

In practice, however, since each agent works to satisfy the preferences of only eight clients, it suffices to

consider the multiset of goods:

NTAC8 = 〈8 . . . , 8
︸ ︷︷ ︸

8 flights

, 8, . . . , 8
︸ ︷︷ ︸

8 hotels

, 8, . . . , 8
︸ ︷︷ ︸

12 events

〉 ⊆ NTAC

A trip corresponds to a package, specifically someM ⊆ NTAC8 that satisfies the TAC feasibility constraints.

GivenA,B ⊆ N , we rely on the following basic operations: for allg ∈ G,

(A ⊕ B)g ≡ Ag + Bg

(A ⊖ B)g ≡ Ag − Bg

For example, ifG = {α, β, γ} andN = 〈1, 2, 3〉, thenA = 〈0, 1, 2〉 ⊆ N andB = 〈1, 1, 1〉 ⊆ N . Moreover,

(A⊕B)α = 1, (A⊕B)β = 2, and(A⊕B)γ = 3; and(A⊖B)α = −1, (A⊖B)β = 0, and(A⊖B)γ = 1.

Value Let N denote the set of all submultisets ofN : i.e., packages comprised of the goods inN . We

denotev : N → R a function that describes the value the bidding agent attributes to each viable package.

In TAC, each agent’s objective is to compile packages form = 8 individual clients. As such, the agent’s

value function takes special form. Each clientc is characterized by its own value functionvc : N → R, and

the agent’s value for a collection of packages is the sum of its clients’ respective values for those packages:

given a vector of packages~X = (X1, . . . ,Xm),

v( ~X) =

m∑

c=1

vc(Xc). (9.1)

Pricelines A buyer pricelinefor goodg is a vector~pg ∈ R
Ng

+ , where thekth component,pgk, stores the

marginal costto the agent of acquiring thekth unit of goodg. For example, if an agent currently holds four

units of a good̃g, and if four additional units of̃g are available at costs of $25, $40, $65, and $100, then the

corresponding buyer priceline (a vector of length 8) is given by~pg̃ = 〈0, 0, 0, 0, 25, 40, 65, 100〉. The leading

zeros indicate that the four goods the agent holds may be “acquired” at no cost. We assume buyer pricelines

are nondecreasing. Given a set of buyer pricelinesP = {~pg | g ∈ G}, we define costs additively, that is, the

costof the goods in multisetY ⊆ N is given by:

∀g, Costg(Y, P ) =

Yg∑

k=1

pgk,

Cost(Y, P ) =
∑

g∈G

Costg(Y, P ). (9.2)

A seller pricelinefor goodg is a vector~πg ∈ R
Ng

+ . Much like a buyer priceline, thekth component of

a seller priceline forg stores themarginal revenuethat an agent could earn from thekth unit it sells. For
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example, if the market demands four units of goodg̃, which can be sold at prices of $20, $15, $10, and

$5, then the corresponding seller priceline is given by~πg̃ = 〈20, 15, 10, 5, 0, 0, 0, 0〉. Analogously to buyer

pricelines, the tail of zero revenues indicates that the market demands only four of those units. We assume

seller pricelines are nonincreasing. Given a set of seller pricelinesΠ = {~πg | g ∈ G}, we define revenue

additively, that is, therevenueassociated with multisetZ ⊆ N is given by:

∀g, Revenueg(Z,Π) =

Zg∑

k=1

πgk, (9.3)

Revenue(Z,Π) =
∑

g∈G

Revenueg(Z,Π). (9.4)

If a priceline is constant, we say that prices arelinear. We refer to the constant value as aunit price. With

linear prices, the cost of acquiringk units of goodg is k times the unit price of goodg.

Bids An agent submits a bidβ expressing offers to buy or sell various units of the goods inthe mar-

ketplace. We divideβ into two components〈~b,~a〉, where for each goodg the bid consists of abuy offer,
~bg = 〈bg1, . . . , bgNg

〉, and asell offer, ~ag = 〈ag1, . . . , agNg
〉. The bid pricebgk ∈ R+ (resp.agk ∈ R+)

represents an offer to buy (sell) thekth unit of goodg at that price.

By definition, the agent cannot buy (sell) thekth unit unless it also buys (sells) units1, . . . , k − 1. To

accommodate this fact, we impose the following constraint:Buy offers must be nonincreasing ink, and sell

offers nondecreasing. In addition, an agent may not offer tosell a good for less than the price at which it is

willing to buy that good: i.e.,bg1 < ag1. Otherwise, it would simultaneously buy and sell goodg. We refer

to these restrictions asbid monotonicityconstraints.

Pseudo-Auction Rules

Equipped with this formalism, we can specify the rules that govern pseudo-auctions. As in a true auction, the

outcome of a pseudo-auction dictates the quantity of each good to exchange, and at what prices, conditional

on the agent’s bid. The quantity issue is resolved by thewinner determination rulewhereas the price issue is

resolved by thepayment rule.

Pseudo-Auction Winner Determination Rule Given buyer and seller pricelinesP and Π, and bidβ =

〈~b,~a〉, the agent buys the multiset of goods Buy(β, P ) and sells the multiset of goods Sell(β,Π), where

Buyg(β, P ) = max
k

k such thatbgk ≥ pgk

Sellg(β,Π) = max
k

k such thatagk ≤ πgk

Note that the monotonicity restrictions on bids ensure thatthe agent’s offer is better than or equal to the price

for every unit it exchanges, and that the agent does not simultaneously buy and sell any good.

There are at least two alternative payment rules an agent mayface. In afirst-price pseudo-auction, the

agent pays its bid price (for buy offers, or is paid its bid price for sell offers) for each good it wins. In a

second-price pseudo-auction, the agent pays (or is paid) the prevailing prices, as specified by the realized
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buyer and seller pricelines. This terminology derives by analogy from the standard first- and second-price

sealed bid auctions [64, 106]. In these mechanisms, the highbidder for a single item pays its bid (the first

price), or the highest losing bid (the second price), respectively. The salient property is that in first-price

pseudo-auctions, the price is set by the bid of the winner, whereas in second-price pseudo-auctions an agent’s

bid price determines whether or not it wins but not the price it pays.

In this paper, we focus on the second-price model. That is, our basic problem definitions presume second-

price auctions; however, our bidding heuristics are not tailored to this case. As in true auctions, adopting the

second-price model in pseudo-auctions simplifies the problem for the bidder. It also provides a reasonable

approximation to the situation faced by TAC agents, as we nowargue:

• In TAC entertainment auctions, agents submit bids (i.e., buy and sell offers) of the form specified above.

If we interpret an agent’s buyer and seller pricelines as thecurrent order book (not including the agent’s

own bid), then the agent’s immediate winnings are as determined by the winner determination rule, and

payments are according to the second-price rule (i.e., the order-book prices prevail).

• In TAC hotel auctions, only buy bids are allowed. Assuming once again an order book that reflects all

outstanding bids other than the agent’s own, an accurate buyer priceline would indicate that the agent

can wink units of a good if it pays—forall k units—a price just above the(17 − k)th existing (other-

agent) offer. The actual price it pays will be that of the 16th-highest unit offer (including its own offer).

Since the agent’s own bid may affect the price,4 this situation lies between the first- and second-price

characterizations of pseudo-auctions described above.

• In TAC flight auctions, agents may buy any number of units at the posted price. The situation at any

given time is modeled exactly by the second-price pseudo-auction abstraction.

9.4.3 Bidding Problems and Heuristics

We are now ready to discuss the optimization module repeatedly employed byRoxyBot-06 within its bidding

cycle to construct its bids. The key bidding decisions are: what goods to bid on, at what price, and when?

Technically,RoxyBot-06 faces ann-stage stochastic optimization problem. It solves this problem by col-

lapsing thosen stages into only two relevant stages, “current” and “future,” necessitating only one stochastic

pricing model (current prices are known). This approach is reasonable in TAC, and other similar combinations

of one-shot and continuously-clearing simultaneous auction environments, as we now explain.

Since hotel auctions close in a random, unspecified order,RoxyBot-06, like most TAC agents, operates

under the assumption that all hotel auctions close at the endof the current stage. Hence, the only pressing

decisions regarding hotels are: what goods to bid on now and at what price? There is no need to consider the

timing of bid placement. Accordingly, there is only one model of hotel prices.

In contrast, since flight and entertainment auctions clear continuously, a trading agent should reason about

the relevant tradeoffs in timing its placement of bids on these goods. Still, under the assumption that hotel

4It can do so in two ways. First, the agent may submit the 16th-highest unit offer, in which case it sets the price. Second, whenit
bids for multiple units, the number it wins determines the price-setting unit, thus affecting the price for all winning units. Note that this
second effect would be present even if the auction cleared atthe 17th-highest price.
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auctions close at the end of the current stage, it suffices to consider only one stochastic pricing model. Why?

Because in future stages hotel prices, and hence winnings, are known, so the only remaining decisions are

what flight and entertainment tickets to buy. But a reasonable agent will time its bids in these markets to

capitalize on the “best” prices. (The best prices are the minima for buying and the maxima for selling.)

Hence, it suffices for an agent’s model of the future to predict only the best good prices, conditioned on

current prices, of course. No further information is necessary.

Having established that it suffices forRoxyBot-06 to pose and solve a two-stage, rather than ann-stage,

stochastic optimization problem, we now proceed to abstractly define a series of such problems designed

to capture the essence of bidding under uncertainty in TAC-like hybrid markets that incorporate aspects of

simultaneous and sequential, one-shot and continuously-clearing, auctions. Also in this section, we discuss

heuristic solutions to this bidding problem: specifically,the expected value method (EVM), an approach

that collapses stochastic information, and sample averageapproximation (SAA), an approach that exploits

stochastic information and characterizesRoxyBot-06. The implementation details ofSAA as it applies in the

TAC domain are relegated to Appendix 9.10.

Problem Statements

The problem of bidding under uncertainty can be formulated as a two-stage stochastic program with integer

recourse (see Birge and Louveaux [14] for an introduction tostochastic programming). In the first stage,

when current prices are known, but future prices are uncertain, bids are selected. In the second stage, all

uncertainty is resolved, and additional goods are traded, perhaps at undesirable prices. The objective in a

stochastic program is to assign values to the first-stage variables (the bids) that maximize the sum of the first-

stage objectives and the expected value of the ensuing objective in the second-stage. It is in the second stage

that the bidder hasrecourse, and since it makes integer-valued decisions in that stage (the bidder decides what

goods to buy and sell at known prices), the bidding problem isone with integer recourse.

In this section, we formulate a series of bidding problems astwo-stage stochastic programs with integer

recourse, each one tailored to a different type of auction mechanism, illustrating a different type of bidding

decision. The mechanisms we study, inspired by TAC, are one-shot and continuously-clearing variants of

second-price pseudo-auctions. In the former, bids can onlybe placed in the first stage; in the latter, decisions

are made in both the first and second stages. Ultimately, we combine all decision problems into one grand

bidding under uncertainty problem.

In our formal problem statements, we rely on the following notation:

• Variables:

– Q1 is a multiset of goods to buy now

– Q2 is a multiset of goods to buy later

– R1 is a multiset of goods to sell now

– R2 is a multiset of goods to sell later

• Constants:
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– P 1 is a set of current buyer pricelines

– P 2 is a set of future buyer pricelines

– Π1 is a set of current seller pricelines

– Π2 is a set of future seller pricelines

Note thatP 1 andΠ1 are always known, whereasP 2 andΠ2 are uncertain in the first stage but their uncertainty

is resolved in the second stage.

Flight Bidding Problem An agent’s task in bidding in flight auctions is to decide how many flights to buy

now at current prices and later at the lowest future prices, given (known) current prices and a stochastic model

of future prices. Although in TAC all units of each flight sellfor the same price at any one time, we state the

flight bidding problem more generally: we allow for different prices for different units of the same flight.

Continuously-Clearing, Buying Given a set of current buyer pricelinesP 1 and a probability distributionf

over future buyer pricelinesP 2,

FLT(f) = max
Q1∈Zn

EP 2∼f

[

max
Q2∈Zn

v(Q1 ⊕ Q2) −
(
Cost(Q1, P 1) + Cost(Q1 ⊕ Q2, P 2) − Cost(Q1, P 2)

)
]

(9.5)

Note that there are two cost terms referring to future pricelines (Cost(·, P 2)). The first of these terms adds the

total cost of the goods bought in the first and second stages. The second term subtracts the cost of the goods

bought in just the first stage. This construction ensures that, if an agent buysk units of a good now, any later

purchases of that good incur the charges of units(k + 1, k + 2, ...) in the good’s future priceline.

Entertainment Bidding Problem Abstractly, the entertainmentbuyingproblem is the same as the flight

bidding problem. An agent must decide how many entertainment tickets to buy now at current prices and

later at the lowest future prices. The entertainmentsellingproblem is the opposite of this buying problem.

An agent must decide how many tickets to sell now at current prices and later at the highest future prices.

Continuously-Clearing, Buying and Selling Given a set of current buyer and seller pricelines(P,Π)1 and

a probability distributionf over future buyer and seller pricelines(P,Π)2,

ENT(f) = max
Q1,R1∈Zn

E(P,Π)2∼f

[

max
Q2,R2∈Zn

v((Q1 ⊕ Q2) ⊖ (R1 ⊕ R2)

−
(
Cost(Q1, P 1) + Cost(Q1 ⊕ Q2, P 2) − Cost(Q1, P 2)

)

+
(
Revenue(R1,Π1) + Revenue(R1 ⊕ R2,Π2) − Revenue(R1,Π2)

)]
(9.6)

subject toQ1 ⊇ R1 andQ1 ⊕ Q2 ⊇ R1 ⊕ R2, for all (P,Π)2.

The constraints ensure that an agent does not sell more unitsof any good than it buys.
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Hotel Bidding Problem Hotel auctions close at fixed times, but in an unknown order. Hence, during

each iteration of an agent’s bidding cycle, one-shot auctions approximate these auctions well. Unlike in the

continuous setup, where decisions are made in both the first and second stages, in the one-shot setup, bids

can only be placed in the first stage; in the second stage, winnings are determined and evaluated.

One-Shot, Buying Given a probability distributionf over future buyer pricelinesP 2,

HOT(f) = max
β1=〈~b,0〉

EP 2∼f

[
v(Buy(β1, P 2)) − Cost(Buy(β1, P 2), P 2)

]
(9.7)

Hotel Bidding Problem, with Selling Although it is not possible for agents to sell TAC hotel auctions, one

could imagine an analogous auction setup in which it were possible to sell goods as well as buy them.

One-Shot, Buying and SellingGiven a probability distributionf over future buyer and seller pricelines

(P,Π)2,

max
β1=〈~b,~a〉

E(P,Π)2∼f

[
v(Buy(β1, P 2) ⊖ Sell(β1,Π2)) − Cost(Buy(β1, P 2), P 2) + Revenue(Sell(β1,Π2),Π2)

]

(9.8)

subject to Buy(β1, P 2) ≥ Sell(β1,Π2), for all (P,Π)2.

Bidding Problem Finally, we present (a slight generalization of) the TAC bidding problem by combining

the four previous stochastic optimization problems into one. This abstract problem models bidding to buy

and sell goods both via continuously-clearing and one-shotsecond-price pseudo-auctions, as follows:

Bidding Under Uncertainty Given a set of current buyer and seller pricelines(P,Π)1 and a probability

distributionf over future buyer and seller pricelines(P,Π)2,

BID(f) =

max
Q1,R1∈Zn

max
β1=〈~b,~a〉

E(P,Π)2∼f

[

max
Q2,R2∈Zn

v((Q1 ⊕ Q2) ⊖ (R1 ⊕ R2) ⊕ Buy(β1, P 2) ⊖ Sell(β1, P 2))

−
(
Cost(Q1, P 1) + Cost(Q1 ⊕ Q2, P 2) − Cost(Q1, P 2) + Cost(Buy(β1, P 2), P 2)

)

+
(
Revenue(R1,Π1) + Revenue(R1 ⊕ R2,Π2) − Revenue(R1,Π2) + Revenue(Sell(β1,Π2),Π2)

)]

(9.9)

subject toQ1 ⊇ R1 andQ1 ⊕ Q2 ⊇ R1 ⊕ R2 and Buy(β1, P 2) ≥ Sell(β1,Π2), for all (P,Π)2.

Once again, this bidding problem is (i) stochastic: it takesas input a stochastic model of future prices;

(ii) global: it seemlessly integrates flight, hotel, and entertainment bidding decisions; and (iii) dynamic: it

facilitates simultaneous reasoning about current and future stages of the game.

Next, we describe various heuristic approaches to solving bidding under uncertainty.
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Heuristic Solutions

The expected value methodis a standard way of approximating the solution to a stochastic optimization

problem. First, the given distribution is collapsed into a point estimate (e.g., the mean); then, a solution to

the corresponding deterministic optimization problem is output as an approximate solution to the original

stochastic optimization problem. This approach is inferior to thesample average approximationmethod,

another means of approximating the solution to a stochasticoptimization problem, which proceeds in two

steps, as follows: (i) generate a set of sample scenarios, and (ii) solve an approximation of the problem that

incorporates only the sample scenarios.

Using the theory of large deviations, Ahmed and Shapiro [4] establish the following: asS → ∞, the

probability that an optimal solution to the sample average approximation of a stochastic program with integer

recourse is an optimal solution to the original stochastic optimization problem approaches 1 exponentially

fast. Given hard time and space constraints, however, it is not always possible to sample sufficiently many

scenarios to infer any reasonable guarantees about the quality of a solution to a sample average approximation.

Hence, we propose a modifiedSAA heuristic, in whichSAA is fed some tailor-made “important” scenarios,

and we apply this idea to the bidding problem.

The bids thatSAA places are prices that appear in one of its scenarios. There is no reason forSAA to bid

higher on any good than its highest sampled price, because bidding the highest price is enough to win the

good in all scenarios. (Similarly, there is also no reason for SAA to bid lower on any good than its lowest

sampled price; instead, it suffices to bid zero.) Hence,SAA cannot win a good if the prices of that good in all

of its scenarios are lower than the clearing price. How likely is this possibility?

Each draw from the distribution has an equal chance of being the highest-priced, assuming there are no

ties. The probability that all of the sampled scenario prices are lower than the clearing price is1/(S + 1),

whereS is the number of scenarios. In particular, the probability that anSAA agent with49 scenarios bidding

in TAC Travel has a chance to win all8 hotels (i.e., the probability that the price in at least one of its scenarios

is higher than the clearing price) is only
(

1 − 1
49+1

)8

= 0.988 ≈ 0.85.

To remedy this situation, we designed and implemented a variant ofSAA. TheSAA* heuristic is a close

cousin ofSAA, the only difference arising in their respective scenario sets. WhereasSAA samplesS scenarios,

SAA* samples onlyS − |N | scenarios, where|N | =
∑

g Ng. SAA* creates an additional|N | scenarios as

follows: for each unitk of each goodg ∈ G, it sets the price of thekth unit of goodg to the upper limit of

its range of possible prices and, after conditioning on thisprice setting, it sets the prices of the other goods to

their mean values. TheSAA* bidding heuristic characterizesRoxyBot-06.

What is unique about our agent’s approach is that since 2002 [45], RoxyBot has determined its bids

by optimizing with respect to asetof scenarios. To our knowledge no other agents optimize withrespect

to multiple scenarios simultaneously.ATTAC-01 [98], the top-scoring agent in 2003, considered multiple

scenarios, but computed bids independently for each and then averaged those bids.
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9.4.4 Summary

In this section, we developed a series of bidding problems, and heuristics solutions to those problems, that

capture the essence of bidding in the one-shot and continuously-clearing auctions that characterize TAC. To

some extent at least, our approach to bidding has been validated by the success ofRoxyBot-06 in TAC-06.

Our presentation was deliberately abstract, though, so as to suggest that our problems and their solutions are

applicable well beyond the realm of TAC: e.g., to bidding forinterdependent goods in separate eBay auctions.

It remains to validate our approach in other application domains.

9.5 Price Prediction

Next, we describe howRoxyBot-06 builds its stochastic models of flight, hotel, and event prices. Each model

is a discrete probability distribution, represented by a set of “scenarios.” Each scenario is a vector of “future”

prices—prices at which goods can be bought and sold after the current stage. For flights, the price prediction

model is not stochastic: the future buy price is simpleRoxyBot-06’s prediction of the expected minimum

price during the current stage. For hotels, the future buy prices are predicted by Monte Carlo simulations of

simultaneous ascending auctions to approximate competitive equilibrium prices. There are no current buy

prices for hotels. For entertainment,RoxyBot-06 predicts future buy and sell prices based on historical data.

Details of these price prediction methods are the focus of this section.

9.5.1 Flights

Efforts to deliberate about flight purchasing start with understanding the TAC model of flight price evolution.

TAC Flight Prices’ Stochastic Process

Flight prices follow a biased random walk. They are initialized uniformly in the range[250, 400], and con-

strained to remain in the range[150, 800]. At the start of each TAC game instance, a boundz on the final

perturbation value is selected for each flight. These boundsare not revealed to the agents. What is revealed to

the agents is a sequence of random flight prices. Every ten seconds, TACAir perturbs the price of each flight

by a random value that depends on the hidden parameterz and the current timet as follows: given constants

c, d ∈ R andT > 0, each (intermediate) bound on the perturbation value is a linear function oft:

x(t, z) = c +
t

T
(z − c) (9.10)

The perturbation value at timet is drawn uniformly from one of the following ranges (see Algorithm 1):

• U [−c, x(t, z)], if x(t, z) > 0

• U [−c,+c], if x(t, z) = 0

• U [x(t, z),+c], if x(t, z) < 0
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Observe that the expected perturbation value in each case issimply the average of the corresponding

upper and lower bounds. In particular,

• if x(t, z) > c, then the expected perturbation is positive;

• if x(t, z) ∈ (0, c), then the expected perturbation is negative;

• if x(t, z) ∈ (−c, 0), then the expected perturbation is positive;

• otherwise, ifx(t, z) ∈ {−c, 0, c}, then the expected perturbation is zero.

Moreover, using Equation 9.10, we can compute the expected perturbation value conditioned onz:

• if z ∈ [0, c], thenx(t, z) ∈ [0, c], so prices are expected not to increase;

• if z ∈ [c, c + d], thenx(t, z) ∈ [c, c + d], so prices are expected not to decrease;

• if z ∈ [−c, 0], thenx(t, z) ∈ [−c, c], so prices are expected not to increase whilet ≤ cT
c−z and they are

expected not to decrease whilet ≥ cT
c−z .

Based on the above discussion, we note the following: for TAC’s parameter settings, namelyc = 10,

d = 30, andT = 540, with z uniformly distributed in the range[−c, d], given no further information aboutz,

flight prices are expected to increase (i.e., the expected perturbation is positive). Conditioned onz, however,

flight prices may increaseor decrease (i.e., the expected perturbation can be positive or negative). To facilitate

their flight deliberations, one of the tasks faced by TAC agents is to model the probability distributionPt[z]

associated withz at timet for use in predicting current and future flight prices.

An Application of Bayesian Updating

A model of a probability distribution can be built using Bayesian updating. Although the value of the hidden

parameterz is never revealed to the agents, the agents do observe flight prices that depend on this value

throughout the game. Before making any observations, assuming z is uniformly distributed (as it is in TAC),

it is equally likely to be anywhere in[a, b]: i.e., P [z] = 1
b−a . Given a sequence of observationsy1, . . . , yt,

the probability distributionP [z | y1, . . . , yt] can be updated using Bayes’ rule. Specifically,

P [z | y1, . . . , yt] =
P [y1, . . . , yt | z]P [z]

∫

z′ P [y1, . . . , yt | z′]P [z′] dz′
(9.11)

where

P [y1, . . . , yt | z] =

t∏

i=1

P [yi | y1, . . . , yi−1, z] (9.12)

=

t∏

i=1

P [yi | z] (9.13)

Equation 9.13 follows from the fact that future observations are independent of past observations; observa-

tions depend only on the hidden parameterz.
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Algorithm 1 getRange(t, z)

computex(t, z) {Equation 9.10}
if x(t, z) > 0 then

a = −c; b = ⌈x(t, z)⌉
else ifx(t, z) < 0 then

a = ⌊x(t, z)⌋; b = +c
else

a = −c; b = +c
end if
return [a, b] {range}

Algorithm 2 Flight Prediction(t, yt+1, Pt)

for all z ∈ R do
[a, b] = getRange(t, z)
if yt+1 ∈ [a, b] then

Qt+1[z] =
(

1
b−a

)

Pt[z]

else
Qt+1[z] = 0

end if
end for{update probabilities}
for all z ∈ R do

Pt+1[z] = Qt+1[z]
R

z′ Qt+1[z′] dz′

end for{normalize probabilities}
return Pt+1 {probabilities}

An implementation ofRoxyBot-06’s Bayesian updating procedure is described in Algorithm 2.Letting

P0[z] = P [z] andQt+1[z] = P [yt+1 | z]Pt[z],

Pt+1[z] =
Qt+1[z]

∫

z′ Qt+1[z′] dz′
(9.14)

Note thatPt+1[z] = P [z | y1, . . . , yt+1].

RoxyBot-06’s Flight Prices Prediction Method

Given a probability distributionPt[z], to predict a flight price,RoxyBot could simulate a random walk from

time t + 1, . . . , t′ and select the minimum price (see Algorithm 3). In practice,however, onlyRoxyBot-06’s

hotel and event price predictions are stochastic; its flightprice predictions are point estimates (i.e., constant

across scenarios). For each flight and for each possible value of the hidden parameterz, RoxyBot-06 simulates

an “expected” random walk (see Algorithm 4), selects the minimum price, and then outputs as its prediction

the expectation of these minima, averaging according toPt[z]. Alternative scenario generation procedures

are also possible. In Algorithm 3, an agent could calculate expected perturbations instead of sampling; or, in

Algorithm 4, an agent could sample instead of calculating expected perturbations. Our choice of flight price

prediction method was guided by time constraints.
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Algorithm 3 SampleMinimum Price(t, t′, pt, Pt+1)

min[z] = +∞
samplez ∼ Pt+1[z]
for τ = t + 1, . . . , t′ do

[a, b] = getRange(τ, z)
sample∆ ∼ U [a, b] {perturbation}
pτ = pτ−1 + ∆ {perturb price}
pτ = max(150,min(800, pτ ))
if pτ < min[z] then

min[z] = pτ

end if
end for{random walk}
return min

Algorithm 4 ExpectedMinimum Price(t, t′, pt, Pt+1)

for all z ∈ R do
min[z] = +∞
for τ = t + 1, . . . , t′ do

[a, b] = getRange(τ, z)
∆ = b−a

2 {expected perturbation}
pτ = pτ−1 + ∆ {perturb price}
pτ = max(150,min(800, pτ ))
if pτ < min[z] then

min[z] = pτ

end if
end for

end for
return

∫

z
Pt+1[z]min[z] dz

9.5.2 Hotels

RoxyBot-06’s approach to hotel price prediction is inspired byWalverine’s [25], in which the t̂atonnement

method [107] is used to approximate competitive equilibrium (CE) prices. In a competitive market where

each individual’s effect on prices is negligible, equilibrium prices are prices at which supply equals demand,

assuming all producers are profit-maximizing and all consumers are utility-maximizing.

Formally, let~p denote a vector of prices. If~y(~p) denotes the cumulative supply of all producers, and if

~x(~p) denotes the cumulative demand of all consumers, then~z(~p) = ~x(~p) − ~y(~p) denotes the excess demand

in the market. The tâtonnement process adjusts the price vector at iterationn + 1, given the price vector at

iterationn and a sequence{αn} of adjustment rates:~pn+1 = ~pn + αn~z(~pn).

In the TAC game context, tâtonnement is not guaranteed to converge.Walverine attempts to force con-

vergence by lettingαn → 0. We fix αn = 1
24 and instead force convergence by modifying the adjustment

process to simulatesimultaneous ascending auctions(SimAA) [27]. In SimAAs prices increase as long as

there is excess demand but they can never decrease:~pn+1 = ~pn + αn max{~z(~pn), 0}.

In TAC, cumulative supply is fixed. Hence, the key to computing excess demand is to compute cumulative

demand. Each TAC agent knows the preferences of its own clients, but must estimate the demand of the



126

others.Walverine computes a single hotel price prediction (a point estimate)by considering its own clients’

demands together with those of 56 “expected” clients. Briefly, the utility of an expected client is an average

across travel dates and hotel types augmented with fixed entertainment bonuses that favor longer trips (see

Wellmanet al. [25] for details). In contrast,RoxyBot-06 builds a stochastic model of hotel prices consisting

of S scenarios by considering its own clients’ demands togetherwith S random samples of 56 clients. A

(random or expected) client’s demand is simply the quantityof each good in its optimal package, given

current prices. The cumulative demand is the sum total of allclient’s individual demands.

In Figure 9.1, we present two scatter plots that depict the quality of various hotel price predictions at the

beginning of the TAC 2002 final games. All price predictions are evaluated using two metrics: Euclidean

distance and the “expected value of perfect prediction” (EVPP). Euclidean distance is a measure of the dif-

ference between two vectors, in this case the actual and the predicted prices. The value of perfect prediction

(VPP) for a client is the difference between its surplus (value of its preferred package less price) based on

actual and predicted prices. EVPP is the VPP averaged over the distribution of client preferences.5

On the left, we plot the predictions generated using the CE methods: t̂atonnement and SimAA, both with

α = 1
24 ; expected, random, and exact. The “exact” predictions are computed with knowledge of the actual

clients’ in the games, not just the client distribution; hence, they serve as a lower bound on the performance of

these techniques on this data set. Under both metrics, and for both expected and random, SimAA outperforms

tâtonnement. The right plot juxtaposesRoxyBot-06’s predictions (SimAA random) and the TAC 2002 agents’

predictions.6 Note that SimAA expected at (198,37) performs as well as Walverine at (197,39).

We interpret each prediction generated using randomly sampled clients as a sample scenario, so that a

set of such scenarios represents draws from a probability distribution over CE prices. The corresponding

vector of predicted prices that is evaluated is actually theaverage of multiple (40) such predictions; that is,

we evaluate an estimate of the mean of this probability distribution. The predictions generated using sets of

random clients are not as good as the predictions with expected clients (see Figure 9.1 left), although with

more than 40 sets of random clients, the results might improve. Still, the predictions with random clients

compriseRoxyBot-06’s stochastic model of hotel prices, which is key to its bidding strategy. Moreover, using

random clients helpsRoxyBot-06 make better interim predictions later in the game as we explain next.

The graphs depicted in Figure 9.1 pertain to hotel price predictions made at the beginning of the game,

when all hotel auctions are open. In those CE computations, prices are initialized to 0. As hotel auctions

close,RoxyBot-06 updates the predicted prices of the hotel auctions that remain open. We experimented with

two ways of constructing interim price predictions. The first is to intialize and lower bound the prices in the

hotel markets at their closing (for closed auctions) or current ask (for open auctions) prices while computing

competitive equilibrium prices.7 The second differs in its treatment of closed auctions: we simulate a process

of distributing the goods in the closed auctions to the clients who want them most, and then exclude the closed

markets (i.e., fix prices at∞) from further computations of competitive equilibrium prices.

5See Wellmanet al. [108] for details.
6With the exception of theRoxyBot-06 data point, this plot was produced by theWalverine team [108].
7At first blush, it may seem more sensible tofix these prices at their closing prices. But if some hotel closing price were artificially
low, and if that price could not increase, then the prices of the hotels complementing the hotel in question would be artificially high.
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Figure 9.1: EVPP and Euclidean Distance for the CE price prediction methods (t̂atonnement and SimAA with
α = 1

24 ; expected, random, and exact) and the TAC 2002 agents’ predictions in the 2002 finals (60 games).
The plot on the left shows that SimAA’s predictions are better than t̂atonnement’s and that expected’s are
better than random’s.RoxyBot-06’s method of hotel price prediction (SimAA, Random) is plotted again on
the right. Note the differences in scales between the two plots.
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Figure 9.2: EVPP and Euclidean Distance in TAC 2006 finals (165 games) of the CE price prediction methods
with and without distribution as the game progresses. Distribution improves prediction quality.

Regarding the second method—the distribution method—we determine how to distribute goods by com-

puting competitive equilibrium prices! As explained in Algorithm 5, all the hotels (in both open and closed

auctions) are distributed torandomclients by determining who is willing to pay the competitiveequilibrium

prices for what. It is not clear how to distribute goods to expected clients.

Figure 9.2, which depicts prediction quality over time, shows that the prediction methods enhanced with

distribution are better than the predictions obtained by merely initializing the prices of closed hotel auctions at

their closing prices. Hotels that close early tend to sell for less than hotels that close late; hence, the prediction

quality of any method that makes decent initial predictionsis bound to deteriorate if those predictions remain

relatively constant throughout the game.

Returning to Figure 9.1, SimAA outperforms tâtonnement as a means of hotel price prediction with both

expected and random clients on the TAC 2002 finals data set. Itremains to show that this performance gain
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Algorithm 5 Distribute
1: for all hotel auctionsh do
2: initialize price to 0
3: initialize supply to 16
4: end for
5: compute competitive equilibrium prices{Tâtonnement or SimAA}
6: for all closed hotel auctionsh do
7: distribute units ofh to those who demand them at the computed competitive equilibrium prices
8: distribute any leftover units ofh uniformly at random
9: end for

does not come at the expense of increased computational efforts. Indeed, it does not; see Table 9.2.

Table 9.2 shows the runtimes of the CE prediction methods on TAC 2002 (60 games) and TAC 2006 (165

games) finals data set at minute 0. Here, we see that SimAA is almost five times faster than tâtonnement

with expected clients, and almost ten times faster with random clients. T̂atonnement is not guaranteed to

converge, and in general, it does not. Instead, the tâtonnement procedure usually runs for the maximum

number of iterations (fixed at 10,000, in our implementation).

Moving to minutes 1–7 on the TAC 2006 finals data set, SimAA is more than five times faster with

expected clients and more than ten times faster with random clients. Note that CE prices are bounded below

by current ask prices; over time, those prices tend to increase, leading to faster and faster runtimes. Extending

the sampling methods to incorporate distribution, runtimes double. This factor of two slowdown is acceptable

for SimAA but not for t̂atonnement, since the former runs ten times as fast as the latter.

Exp Tât Exp SimAA Sam T̂at Sam SimAA Dist Tât Dist SimAA
2002, minute 0 2213 507 1345 157 — —
2006, minute 0 2252 508 1105 130 1111 128
2006, average 1–7 2248 347 1138 97 2249 212

Table 9.2: Runtimes for the CE price prediction methods, in milliseconds. Experiments were run on AMD
Athlon(tm) 64 bit 3800+ dual core processors with 2M of RAM. The machines were not dedicated.

The simulation methods discussed in this section—the tâtonnement process and simultaneous ascending

auctions—were employed to predict hotel prices only. (In oursimulations, flight prices are fixed at their

expected minima, and entertainment prices are fixed at 80.) In principle, competitive equilibrium (CE) prices

could serve as predictions in all TAC markets. However, CE prices are unlikely to be good predictors of

flight prices, since flight prices are determined exogenously. With regard to entertainment tickets, CE prices

might have predictive power; however, incorporating entertainment tickets into the tâtonnement and SimAA

calculations would have been expensive. (In our simulations, following Wellmanet al. [108], client utilities

are simply augmented with fixed entertainment bonuses that favor longer trips.) Nonetheless, in future work,

it could be of interest to evaluate the success of these or related methods in predicting CDA clearing prices.

Finally, we note that we refer to our methods of computing excess demand as “client-based” because we

compute the demands of each client on an individual basis. Incontrast, one could employ an “agent-based”

method, whereby the demands of agents, not clients, would becalculated. Determining an agent’s demands
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involves solving so-calledcompletion, a deterministic (prices are known) optimization problem at the heart of

RoxyBot-00’s architecture [46]. As TAC completion is NP-hard, the agent-based method of predicting hotel

prices is too expensive to be included inRoxyBot-06’s inner loop. In designingRoxyBot-06, we reasoned that

an architecture based on a stochastic pricing model generated using the client-based method and randomly

sampled clients would outperform one based on a point estimate pricing model generated using the agent-

based method and some form of expected clients, but we did notverify this conjecture empirically.

9.5.3 Entertainment

During each bid interval,RoxyBot-06 predicts current and future buy and sell prices for tickets to all enter-

tainment events. These price predictions are optimistic: the agent assumes it can buy (or sell) goods at the

least (or most) expensive prices that it expects to see before the end of the game. More specifically, each

current price prediction is the best predicted price duringthe current bid interval.

RoxyBot-06’s estimates of entertainment ticket prices are based on historical data from the past 40 games.

To generate a scenario, a sample game is drawn at random from this collection, and the sequences of enter-

tainment bid, ask, and transaction prices are extracted. Given such a history, for each auctiona, let tradeai

denote the price at which the last trade before timei transacted; this value is initialized to 200 for buying and

0 for selling. In addition, letbidai denote the bid price at timei, and letaskai denote the ask price at timei.

RoxyBot-06 predicts the future buy price in auctiona after timet as follows:

future buyat = min
i=t+1,...,T

min{tradeai, askai} (9.15)

In words, the future buy price at each timei = t + 1, . . . , T is the minimum of the ask price after timei and

the most recent trade price. The future buy price at timet is the minimum across the future buy prices at all

later times. The future sell price after timet is predicted analogously:

future sellat = max
i=t+1,...,T

max{tradeai, bidai} (9.16)

9.6 TAC 2006 Competition Results

To further establish the efficacy ofRoxyBot’s strategy, we include the results of the TAC 2006 tournament.

9.6.1 Summary

Table 9.3 lists the agents entered in TAC-06 and Table 9.4 summarizes the outcome.RoxyBot dominated the

seeding round, which consisted of 960 games. The finals comprised 165 games over three days, with the 80

games on the last day weighted 1.5 times as much as the 85 over the first two days. In spite of its glowing

performance in the preliminary (qualifying and seeding) rounds, on the first day of the finals,RoxyBot fin-

ished third, behindMertacor andWalverine—the top scorers in 2005. As it happens,RoxyBot’s optimization

routine, which was designed for stochastic hotel and entertainment price predictions, was accidentally fed

deterministic predictions (i.e., point price estimates) for entertainment. Moreover, these predictions were

fixed, rather than adapted based on recent game history.
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On days 2 and 3,RoxyBot ran properly, basing its bidding in all auctions on stochastic information.

Moreover, the agent was upgraded after day 1 to bid on flights not just once, but twice, during each minute.

This enabled the agent to delay its bidding somewhat at the end of a game for flights whose prices are

decreasing. No doubt this minor modification enabledRoxyBot to emerge victorious in 2006, edging out

Walverine by a whisker, below the integer precision reported in Table 9.4. The actual margin was 0.22—a

mere 22 parts in 400,000. Adjusting for control variates [94] spreads the top two finishers a bit further.8

Accounting forRoxyBot’s difficulties on day 1 of the finals, the difference between the bidding capabilities

of the first and second place agents is perhaps not as close as it seems.

Agent Affiliation Reference

006 Swedish Inst Comp Sci [7]
kin agent U Macau
L-Agent Carnegie Mellon U [96]
Mertacor Aristotle U Thessaloniki [101, 58]
RoxyBot Brown U [43, 45, 46, 68]
UTTA U Tehran
Walverine U Michigan [25, 111]
WhiteDolphin U Southampton [52, 103]

Table 9.3: TAC-06 participants.

Agent Seeding Finals Adjustment Factor

RoxyBot 4148 4032 –5
Walverine 3992 4032 –17
WhiteDolphin 3901 3936 –2
006 3882 3902 –27
Mertacor 3509 3880 –16
L-Agent 3284 3860 7
kin agent 3897 3725 0
UTTA 1726 2680 –14

Table 9.4: TAC-06 scores, seeding and final rounds, with adjustment factors based on control variates.

9.6.2 Details

Finally, we detail the results of the last day of the TAC-06 finals (80 games). We omit the first two days

because agents can vary across days, but cannot vary within.Presumably, the entries on the last day are the

teams’ preferred versions of the agents. Mean scores, utilities, and costs are plotted in Figure 9.3 and detailed

statistics are tabulated in Table 9.5.

There is no single metric such as low hotel or flight costs thatis responsible forRoxyBot’s success. Rather

its success derives from the right balance of contradictorygoals. In particular,RoxyBot incurs high hotel and

8Kevin Lochner computed these adjustment factors using the method described in Wellmanet al. [110], Chapter 8.
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mid-range flight costs while achieving mid-range trip penalty and high event profit. (An agent suffers trip

penalties to the extent that it assings its clients packagesthat differ from their preferred.)

We compareRoxyBot with two closest rivals:Walverine andWhiteDolphin.

Comparing toWalverine first, Walverine bids lower prices (by 55) on fewer hotels (49 less), yet wins more

(0.8) and wastes less (0.42). It would appear thatWalverine’s hotel bidding strategy outperformsRoxyBot’s,

except thatRoxyBot earns a higher hotel bonus (15 more).RoxyBot also gains an advantage by spending 40

less on flights and earning 24 more in total entertainment profit.

A very different competition takes place betweenRoxyBot andWhiteDolphin. WhiteDolphin bids lower

prices (120 less) on more hotels (by 52) thanRoxyBot. RoxyBot spends much more (220) on hotels than

WhiteDolphin but makes up for it by earning a higher hotel bonus (by 96) and alower trip penalty (by 153).

It seems thatWhiteDolphin’s strategy is to minimize costs even if that means sacrificing utility.

Rox Wal Whi SIC Mer L-A kin UTT
# of Hotel Bids 130 81 182 33 94 58 15 24
Average of Hotel Bids 170 115 50 513 147 88 356 498
# of Hotels Won 15.99 16.79 23.21 13.68 18.44 14.89 15.05 9.39
Hotel Costs 1102 1065 882 1031 902 987 1185 786
# of Unused Hotels 2.24 1.82 9.48 0.49 4.86 1.89 0.00 0.48
Hotel Bonus 613 598 517 617 590 592 601 424
Trip Penalty 296 281 449 340 380 388 145 213
Flight Costs 4615 4655 4592 4729 4834 4525 4867 3199
Event Profits 110 26 6 -6 123 -93 -162 -4
Event Bonus 1470 1530 1529 1498 1369 1399 1619 996
Total Event Profits 1580 1556 1535 1492 1492 1306 1457 992
Average Utility 9787 9847 9597 9775 9579 9604 10075 6607
Average Cost 5608 5693 5468 5765 5628 5605 6213 3989
Average Score 4179 4154 4130 4010 3951 3999 3862 2618

Table 9.5: 2006 Finals, Last day. Tabulated Statistics.
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9.7 Collective Behavior

The hotel price prediction techniques described in Section9.5.2 are designed to compute (or at least ap-

proximate) competitive equilibrium prices without full knowledge of the client population. In this section,

we assume this knowledge and view the output of the tâtonnement and SimAA calculations not as predic-

tions but as ground truth. We compare the actual prices in thefinal games to this ground truth in respective

years since 2002 to determine whether TAC market prices resemble CE prices. What we find is depicted in

Figure 9.4. Because of the nature of our methods, these calculations pertain to hotel prices only.

The results are highly correlated on both metrics (Euclidean distance and EVPP). We observe that the

accuracy of CE price calculations has varied from year to year. 2003 was the year in which TAC Supply

Chain Management (SCM) was introduced. Many participants diverted their attention away from Travel

towards SCM that year, perhaps leading to degraded performance in Travel. Things seem to improve in 2004

and 2005. We cannot explain the setback in 2006, except by noting that performance is highly dependent on

the particular agent pool, and in 2006 there were fewer agents in that pool.
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Figure 9.4: A comparison of the actual (hotel) prices to the output of competitive equilibrium price calcu-
lations in the final games since 2002. The label “exact” means: full knowledge of the client population.

9.8 Conclusion

The foremost aim of trading agent research is to develop a body of techniques for effective design and analysis

of trading agents. Contributions to trading agent design include the invention of trading strategies, together

with models and algorithms for realizing their computationand methods to measure and evaluate the per-

formance of agents characterized by those strategies. Researchers seek both specific solutions to particular

trading problems and general principles to guide the development of trading agents across market scenarios.

This chapter purports to contribute to this research agenda. We described the design and implementation of

RoxyBot-06, an able trading agent as demonstrated by its performance inTAC-06.

Although automated trading in electronic markets has not yet fully taken hold, the trend is well underway.

Through TAC, the trading agent community is demonstrating the potential for autonomous bidders to make
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pivotal trading decisions in a most effective way. Such agents offer the potential to accelerate the automation

of trading more broadly, and thus shape the future of commerce.

9.9 Acknowledgments

This chapter extends Leeet al. [68]. Excerpts of Sections 9.4.1 and 9.4.2 were extracted from Wellmanet

al. [110]. This research was supported by NSF Career Grant #IIS-0133689.

9.10 TAC Bidding Problem: SAA

The problem of bidding in the simultaneous auctions that characterize TAC can be formulated as a two-stage

stochastic program. In this appendix, we present the implementation details of the integer linear program

(ILP) encoded inRoxyBot-06 that approximates an optimal solution to this stochastic program.9

We formulate this ILP assuming current prices are known, andfuture prices are uncertain in the first

stage but revealed in the second stage. Note that whenever prices are known, it suffices for an agent to make

decisions about the quantity of each good to buy, rather thanabout bid amounts, since choosing to bid an

amount that is greater than or equal to the price of a good is equivalent to a decision to buy that good.

Unlike in the main body of the chapter, this ILP formulation of bidding in TAC assumes linear prices.

Table 9.6 lists the price constants and decision variables for each auction type. For hotels, the only decisions

pertain to buy offers; for flights, the agent decides how manytickets to buy now and how many to buy later;

for entertainment events, the agent chooses sell quantities as well as buy quantities.

Hotels Price Variable (bid)
bid now Yas φapq

Flights and Events Price Variable (qty)
buy now Ma µa

buy later Yas υas

Events Price Variable (qty)
sell now Na νa

sell later Zas ζas

Table 9.6: Auction types and associated price constants anddecision variables.

9.10.1 Index Sets

a ∈ A indexes the set of goods, or auctions.

af ∈ Af indexes the set of flight auctions.

9The precise formulation ofRoxyBot-06’s bidding ILP appears in Leeet al. [68]. The formulation here is slightly simplified, but
we expect it would perform comparably in TAC. The key differences are in flight and entertainment bidding.
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ah ∈ Ah indexes the set of hotel auctions.

ae ∈ Ae indexes the set of event auctions.

c ∈ C indexes the set of clients.

p ∈ P indexes the set of prices.

q ∈ Q indexes the set of quantities

(i.e., the units of each good in each auction).

s ∈ S indexes the set of scenarios.

t ∈ T indexes the set of trips.

9.10.2 Constants

Gat indicates the quantity of gooda required to complete tript.

Ma indicates the current buy price ofaf , ae.

Na indicates the current sell price ofae.

Yas indicates the future buy price ofaf , ah, ae in scenarios.

Zas indicates the future sell price ofae in scenarios.

Ha indicates the hypothetical quantity won of hotelah.

Oa indicates the quantity of gooda the agent owns.

Uct indicates clientc’s value for tript.

9.10.3 Decision Variables

Γ = {γcst} is a set of boolean variables indicating whether or not client c is allocated tript in scenario

s.

Φ = {φapq} is a set of boolean variables indicating whether to bid pricep on theqth unit ofah.

M = {µa} is a set of integer variables indicating how many units ofaf , ae to buy now.

N = {νa} is a set of integer variables indicating how many units ofae to sell now.

Y = {υas} is a set of integer variables indicating how many units ofaf , ae to buy later in scenarios.

Z = {ζas} is a set of integer variables indicating how many units ofae to sell later in scenarios.
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9.10.4 Objective Function

max
Γ,Φ,M,N,Y,Z

∑

S










trip value
︷ ︸︸ ︷
∑

C,T

Uctγcts −

flight cost
︷ ︸︸ ︷

∑

Af





current
︷ ︸︸ ︷

Maµa +

future
︷ ︸︸ ︷

Yasυas



−

hotel cost
︷ ︸︸ ︷
∑
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Yasφapq + (9.17)
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9.10.5 Constraints

∑

T

γcst ≤ 1 ∀c ∈ C, s ∈ S (9.18)

allocation
︷ ︸︸ ︷
∑

C,T

γcstGat ≤

own
︷︸︸︷

Oa +

buy
︷ ︸︸ ︷

(µa + υas) ∀a ∈ Af , s ∈ S (9.19)

allocation
︷ ︸︸ ︷
∑

C,T

γcstGat ≤

own
︷︸︸︷

Oa +

buy
︷ ︸︸ ︷
∑

Q,p≥Yas

φapq ∀a ∈ Ah, s ∈ S (9.20)

allocation
︷ ︸︸ ︷
∑

C,T

γcstGat ≤

own
︷︸︸︷

Oa +





buy
︷ ︸︸ ︷

µa + υas



−





sell
︷ ︸︸ ︷

νa + ζas





∀a ∈ Ae, s ∈ S (9.21)
∑

P,Q

φapq ≥ Ha ∀a ∈ Ah (9.22)

∑

P

φapq ≤ 1 ∀a ∈ Ah, q ∈ Q (9.23)

Equation (9.18) limits each client to one trip in each scenario. Equation (9.19) prevents the agent from

allocating flights that it does not own or buy. Equation (9.20) prevents the agent from allocating hotels that

it does not own or buy. Equation (9.21) prevents the agent from allocating event tickets that it does not own

or buy and not sell. Equation (9.22) ensures the agent bids onat least HQW units in each hotel auction.

Equation (9.23) prevents the agent from placing more than one buy offer per unit in each hotel auction.

An agent might also be constrained not to place sell offers onmore units of each good than it owns, and/or

not to place buy (sell) offers for more units of each good thanthe market supplies (demands).

Note that there is no need to explicitly enforce the bid monotonicity constraints in this ILP formulation:

• “Buy offers must be nonincreasing in k, and sell offers nondecreasing.”
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The ILP does not need this constraint because prices are assumed to be linear. In effect, the only

decisions the ILP makes are how many units of each good to bid on. Hence, the bids (10, 15, 20) and

(20, 15, 10) are equivalent.

• “An agent may not offer to sell for less than the price it is willing to buy.”

The ILP would not choose to place both a buy offer and a sell offer on a good if the buy price of

that good exceeds the sell price, because that would be unprofitable.



Chapter 10

Robustness to Imperfect Predictions1

We undertake an experimental study of heuristics designed for the Travel division of the Trad-

ing Agent Competition. Our primary goal is to analyze the performance of the sample average

approximation (SAA) heuristic, which is approximately optimal in the decision-theoretic (DT)

setting, in this game-theoretic (GT) setting. To this end, we conduct experiments in four set-

tings, three DT and one GT. The relevant distinction betweenthe DT and the GT settings is:

in the DT settings, agents’ strategies do not affect the distribution of prices. Because of this

distinction, the DT experiments are easier to analyze than the GT experiments. Moreover, set-

tings with normally distributed prices, and controlled noise, are easier to analyze than those with

competitive equilibrium prices. In the studied domain, analysis of the DT settings with possibly

noisy normally distributed prices informs our analysis of the richer DT and GT settings with

competitive equilibrium prices. In future work, we plan to investigate whether this experimental

methodology—namely, transferring knowledge gained in a DT setting with noisy signals to a

GT setting—can be applied to analyze heuristics for playing other complex games.

10.1 Introduction

In the design of autonomous trading agents that buy and sell goods in electronic markets, a variety of in-

teresting computational questions arise. One of the most fundamental is to determine how to bid on goods

being auctioned off in separate markets when the agent’s valuations for those goods are highly interdependent

(i.e., complementary or substitutable). The Trading AgentCompetition (TAC) Travel division was designed

as a testbed in which to compare and contrast various approaches to this problem [109]. We partake in an

empirical investigation of heuristics designed for bidding in the simultaneous auctions that characterize TAC

in a simplified TAC-like setting.

At a high-level, the design of many successful TAC agents (for example, Walverine [25],RoxyBot (Green-

wald and Boyan 2004 & 2005) andATTac [98]) can be summarized as: Step 1:predict, i.e., build a model

1Published as [47].
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of the auctions’ clearing prices; Step 2:optimize, i.e., solve for an (approximately) optimal set of bids, given

this model. This chapter is devoted to the study of bidding, that is, the optimization piece of this design. We

assume that agents are given price predictions in the form ofa black box from which they can sample a vector

of predicted prices; such samples are calledscenarios. Because finding an optimal solution to the bidding

problem is not generally tractable, our study centers around a series ofheuristicsthat construct bids based

on approximations or simplifications. We subject these heuristics to experimental trials within a simplified

version of the TAC domain that we find more amenable to experimental study than the full-blown TAC Travel

game.

10.2 TAC Travel Game

In this section, we briefly summarize the TAC game. For more details, seehttp://www.sics.se/tac/.

A TAC Travel agent is a simulated travel agent whose task is toorganize itineraries for a group of clients

to travel to and from TACTown. The agent’s objective is to procure “desirable” travel goods as inexpensively

as possible. An agent desires goods (i.e., it earns utility for procuring them) to the extent that they comprise

itineraries that satisfy its clients’ preferences.

Travel goods are sold in simultaneous auctions:

• Flights are sold by the “TAC seller” in dynamic posted-pricing environments. No resale is permitted.

• Hotel reservations are also sold by the “TAC seller,” in multi-unit ascending call markets. Specifically, 16 hotel

reservations are sold in each hotel auction at the 16th highest price. No resale is permitted.

• Agents trade tickets to entertainment events among themselves in continuousdouble auctions.

Flights and hotel reservations are complementary goods: flights do not garner utility without complemen-

tary hotel reservations; nor do hotel reservations garner utility without complementary flights. Tickets to

entertainment events, e.g., the Boston Red Sox and the Boston Symphony Orchestra, are substitutable.

Clients have preferred departure and arrival dates, and a penalty is subtracted from the agent’s utility for

allocating packages that do not match clients’ preferencesexactly. For example, a penalty of 200 (100 per

day) is incurred when a client who wants to depart Monday and arrive on Tuesday is assigned a package with

a Monday departure and a Thursday arrival. Clients also havehotel preferences, for the two type of hotels,

“good” and “bad.” A client’s preference for staying at the good rather than the bad hotel is described by a

hotel bonus, utility the agent accumulates when the client’s assigned package includes the good hotel.

10.3 Bidding Heuristics

Our test suite consists of six marginal-utility-based and two sample average approximation heuristics. We

present a brief description of these heuristics here. Interested readers are referred to [110] for more detailed

explanations.
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10.3.1 Marginal-Utility-Based Heuristics

In a second-price auction for a single good, it is optimal foran agent to simply bid its independent value

on that good [106]. In simultaneous auctions for multiple goods, however, bidding is not so straightforward

because it is unclear how to assign independent values to interdependent goods. Perfectly complementary

goods (e.g., an inflight and outflight for a particular client) are worthless in isolation, and perfectly substi-

tutable goods (e.g., rooms in different hotels for the same client on the same day) provide added value only

in isolation. Still, an agent might be tempted to bid on each good itsmarginalutility (MU), that is, the in-

cremental value of obtaining that good relative to the collection of goods it already owns or can buy. Many

reasonable bidding heuristics (e.g., [45], [46], [98]) incorporate some form of marginal utility bidding.

Definition Given a set of goodsX, a valuation functionv : 2X → R, and bundle pricesq : 2X → R. The

marginal utilityµ(x, q) of goodx ∈ X is defined as:

µ(x) = max
Y ⊆X\{x}

[v(Y ∪ {x}) − q(Y )] − max
Y ⊆X\{x}

[v(Y ) − q(Y )]

Consistent with TAC Travel, we assume additive prices: thatis, in the above equation, the bundle pricing

functionq returns the sum of the predicted prices of the goods inY .

Our heuristics actually sample a set of scenarios, not a single vector of predicted prices. We consider two

classes of marginal utility heuristics based on how they make use of the information in the scenarios.

Bidding Heuristics that Collapse Available Distributional Information

The following heuristics collapse all scenarios into a single vector of predicted prices, namely the average

scenario, and then calculate the marginal utility of each good assuming the other goods can be purchased at

the average prices.

StraightMU bids the marginal utility of each good.

TargetMU bids marginal utilities only on the goods in a target set of goods. The target set is one that an agent

would optimally purchase at the average prices.

TargetMU* is similar toTargetMU, but calculates marginal utilities assuming only goods from the target set

are available. This results in higher bids.

Bidding Heuristics that Exploit Available Distributional Information

The heuristics discussed thus far collapse the distributional information contained in the sample set of sce-

narios down to a point estimate, thereby operating on approximations of the expected clearing prices. The

heuristics described next more fully exploit any availabledistributional information; they seek bids that are

effective across multiple scenarios, not in just the average scenario.
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AverageMU calculates the marginal utilities of all goods, once per scenario, and then bids theaverageMU

of each good in each auction.

BidEvaluator evaluatesK candidate bidding policies on a fixed set ofE sample scenarios. The policy that

earns the highest total score is selected.

BidEvaluator generates its candidates by making successive calls to theTargetMU heuristic, each time

sending it a different scenario to use as its predicted prices.

BidEvaluator* is identical toBidEvaluator, except that its candidate bidding policies are generated by calling

TargetMU* instead ofTargetMU.

10.3.2 Sample Average Approximation

The problem of bidding under uncertainty—how to bid given a distributional model of predicted prices—is

a stochastic optimization problem. The objective is to select bids that maximize the expected value of the

difference between the value of the goods the agent wins and the cost of those goods. Formally,

Stochastic Bidding Problem Given a set of goodsX, a (combinatorial) valuation functionv : 2X → R,

and a distributionf over clearing pricesp ∈ R
X , thestochastic bidding problemis defined as:

max
β∈RX

Ep∼f [v(Win(β, p)) − p̃(Win(β, p))] (10.1)

Here,x ∈ Win(β, p) if and only if b(x) ≥ p(x), andp̃ : 2X → R is theadditiveextension ofp ∈ R
X , that

is, the real-valued function on bundles defined as follows:p̃(Y ) =
∑

x∈Y p(x), for all Y ⊆ X.

Sample average approximation(SAA) is a standard way of approximating the solution to a stochastic

optimization problem, like bidding under uncertainty. Theidea behind SAA is simple: (i) generate a set of

sample scenarios, and (ii) solve an approximation of the problem that incorporates only the sample scenarios.

Technically, the TAC Travel bidding problem, in which the goal is to maximize the difference between the

value of allocating travel packages to clients and the costsof the goods procured to create those packages, is

a stochastic program with integer recourse [68]. Using the theory of large deviations, Ahmed and Shapiro [4]

establish the following: the probability that an optimal solution to the sample average approximation of a

stochastic program with integer recourse is in fact an optimal solution to the original stochastic program

approaches 1 exponentially fast as the number of scenariosS → ∞. Given time and space constraints,

however, it is not always possible to sample sufficiently many scenarios to make any reasonable guarantees

about the quality of a solution to the sample average approximation.

Our default implementation of SAA which we callSAABottom always bids one of the sampled prices.

However, given a set of scenarios, SAA is indifferent between bidding the highest sampled price or any

amount above that price: in any case SAA believes it will win in all scenarios. Consequently, we do not

know exactly how much SAA is willing to pay when it bids the highest sampled price. In the settings with

imperfect price prediction or when SAA is given too few scenarios, it may be desirable to bid above the

highest sampled price to increase the chances of winning. For this reason, we introduce a modified SAA
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heuristic—SAATop—in which bids equal to the highest sampled price are replacedwith the “maximum” bid.

In general, this bid is the most the agent is willing to pay. Inour domain, this maximum is the sum of the

utility bonus (300; see Footnote 3) and, for good hotels, thelargest hotel bonus among the agent’s clients’.

10.4 Experiments in TAC Travel-like Auctions

We consider four experimental settings: normally distributed prices in two decision-theoretic settings, one

with perfect and another with imperfect prediction; and competitive equilibrium (CE) prices in a decision-

theoretic setting with perfect prediction and a game-theoretic setting with typically imperfect prediction.

Our experiments were conducted in a TAC Travel-like setting, in which nearly all the standard rules

apply.2 Most notably, we simplified the dynamics of the game. In TAC, flights and entertainment tickets are

available continuously at time-varying prices, and hotel auctions close one at a time, providing opportunities

for agents to revise their bids on other hotels. In this work,we focus on one-shot auctions. More specifically,

we assume all hotels close after one round of bidding.

To reduce variance, we eliminated entertainment trading and simplified flight trading by fixing flight

prices at zero.3,4

We built a simulator of the TAC server, which can easily be tailored to simulate numerous experimental

designs. Our simulator is available for download athttp://www.sics.se/tac/showagents.php.

Each trial in an experiment (i.e., each simulation run) proceeded in five steps:

1. The agents predict hotel clearing prices in the form ofscenarios- samples from the predicted distribu-

tion of clearing prices.

• In the settings where prices are normally distributed, the scenarios were sampled from given

distributions of predicted prices.

• In the settings characterized by competitive equilibrium prices, scenarios were generated by sim-

ulating simultaneous ascending auctions, as described in Leeet al. [68].

2. The agents construct bids using price information contained in the scenarios and submit them.

3. The simulator determines hotel clearing prices, and bidsthat are equal to or above those clearing prices

are deemed winning bids.

• In the decision-theoreticsettings, the clearing prices were sampled from given distributions of

clearing prices.

2For a detailed description of the TAC Travel rules, visithttp://www.sics.se/tac.
3Since we fixed flight prices at zero (instead of roughly 700 forround trip tickets), we adjusted the utility bonus for constructing a
valid travel package down from 1000 to 300. That way, our simulation scores fall in the same range as real game scores.

4Initially, we ran experiments with flight prices fixed at 350, which is the value close to the average flight price in the TAC Travel
game. However the resulting one-shot setting was not interesting as flight tickets represented a very high sunk cost and the dominant
hotel bidding strategy was to bid very high on the hotels thatwould complement the flights in completing travel packages.
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Experimental Design
Normally-Distributed Prices Perfect Prediction DT
Normally-Distributed Prices Imperfect Prediction DT
CE Prices Perfect Prediction DT
CE Prices Imperfect Prediction GT

Table 10.1: Price predictions were either normally distributed or competitive equilibrium prices. Moreover,
they were sometimes perfect and sometimes imperfect. Threeof the four experimental setups were decision-
theoretic (DT); only the fourth was game-theoretic (GT).

• In thegame-theoreticsetting, each hotels’ clearing price was set to the 16th highest bid on that

hotel.

4. Agents pay clearing prices for the hotels they win. They use the hotels and free flight tickets to create

packages for their clients, based on which they earn the corresponding utilities.

5. Each agent’s final score is the difference between its utility and its cost.

The first two steps in the above sequence correspond to the prediction and optimization steps typical of

autonomous bidding agents. To carry out step 2, the agents employ heuristics from a test suite that includes

the eight bidding heuristics detailed in [110], and summarized above.

Regarding price prediction in step 1, hotel price predictions were perfect in our first and third experimental

setups and imperfect in our second and fourth. In the first two, hotel prices were predicted to be normally

distributed; in the second two, hotel prices were predictedto be competitive equilibrium prices. Our first three

experimental setups were decision-theoretic; the fourth was game-theoretic. In the second setup, we simply

tweaked the normal distribution of predicted prices to generate a similar, but distinct, normal distribution of

clearing prices. In the fourth setup, the game-theoretic setting, clearing prices were dictated by the outcome

of 16th price auctions. Our experimental design is summarized in Table 10.1. All setups, with all settings of

the parameters (µ, σ, andλ), were run for 1000 trials.

10.4.1 Heuristic Parameter Settings

The parameter settings we chose for the heuristics are shownin Table 10.2. Breaking down a TAC agent’s

work into two key steps—price prediction and optimization—the column labeled SG lists the scenario gen-

eration (i.e., CE price prediction) times; the column labeled BC lists the bid construction (i.e., optimization)

times. The rightmost column lists total runtimes. The goal in choosing these parameter settings was to

roughly equalize total runtimes across agents in TAC games.

All experiments were run on AMD Athlon(tm) 64 bit 3800+ dual core processors with 2GB of RAM. All

times are reported in seconds, averaged over 1000 games. Themachines were not dedicated, which explains

why generating 50 scenarios could take anywhere from 8.7 to 9.4 seconds, on average. Presumably, all the

heuristics (but most notably,AverageMU, the variants ofBidEvaluator, and theSAA heuristics) could benefit

from higher settings of their parameters.
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Agent E S K SG BC Total
TMU – 50 – 9.4 1.0 10.4
TMU* – 50 – 9.0 1.1 10.1
BE 15 – 25 7.0 5.3 12.3
BE* 15 – 25 7.0 4.7 11.7
AMU – 15 – 2.3 10.2 12.5
SMU – 50 – 8.7 1.5 10.2
SAABottom – 50 – 8.8 1.7 10.5
SAATop – 50 – 9.0 1.6 10.6

Table 10.2: Parameter Settings.E is the number of evaluations,S is the number of scenarios, andK is the
number of candidate bidding policies.

We optimized the heuristics that bid only on the goods in a target set to bid∞ on all flights in that set;

they do not bother to calculate the marginal utilities of their desired flights.5 This helps explain why the bid

construction phase withinTargetMU andTargetMU* is so fast.StraightMU, and henceAverageMU, are also

optimized to stop computing marginal utilities once a good’s marginal utility hits zero.

10.4.2 Multiunit Marginal Utility

TAC Travel auctions are multi-unit auctions. For bidding inmulti-unit auctions, we extend the definition of

marginal utility, originally defined for a single copy of each good, to handle multiple copies of the same good.

The marginal utility of the first copy of a good is calculated assuming that no other copies of the good can be

had; the marginal utility of the second copy of a good is calculated assuming that the first copy is on hand but

that no other copies can be had; and so on.

We assume the set of goodsX containsJ goods, withKj copies of each good1 ≤ j ≤ J .

Definition Given a set of goodsX, a valuation functionv : 2X → R, and a pricing functionq : 2X → R.

Themarginal utilityµ(xjk,X, v, q) of thekth copy of goodj is given by:

max
Y ⊆X\{xj1,...,xjKj

}
[v(Y ∪ {xj1, . . . , xjk}) − q(Y )] −

max
Y ⊆X\{xj1,...,xjKj

}
[v(Y ∪ {xj1, . . . , xj,k−1}) − q(Y )]

In words, the marginal utility of thekth copy of goodj is simply the difference between the value of an

optimal set of goods to buy, assumingxj1, . . . , xjk cost 0 andxj,k+1, . . . , xjN cost∞, and the value of an

optimal set of goods to buy, assumingxj1, . . . , xj,k−1 cost 0 andxjk, . . . , xjN cost∞.

Our agent implementations of the marginal-utility-based agents employ this definition.

5Note that we ran many more experiments than those reported here.In particular, flight prices were not always zero (e.g., see
Footnote 4). Indeed, in many cases it was sensible for the various heuristics to make informed decisions about how to bid on flights.
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10.5 Decision-Theoretic Experiments with Perfect DistributionalPre-

diction

Our first experimental setup is decision-theoretic, with prices determined exogenously. Each agent is en-

dowed with perfect distributional information, so that it constructs its bids based on samples drawn from the

true price distribution. Under these conditions, it is known that the SAA-based heuristics bid optimally in

the limit asS → ∞ [4]. The purpose of conducting experiments in this setting was twofold: (i) to evalu-

ate the performance of the SAA-based heuristics with only finitely many scenarios; and (ii) to evaluate the

performance of the MU-based heuristics relative to that of the SAA-based heuristics. We find that both the

SAA-based heuristics and certain variants of the MU-based heuristics (primarily,TargetMU* andBidEvalua-

tor*) perform well assuming low variance, but that the SAA-basedheuristics andAverageMU outperform all

the other heuristics assuming high variance.
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Figure 10.1: Mean Scores. Decision-theoretic setting withperfect distributional prediction.

10.5.1 Setup

Hotel prices were drawn from normal distributions with means6 µ̄ = (150, 150, 150, 150, 250, 250, 250, 250)

constant across experiments and standard deviationsσ ∈ {0, 20, 40, 60, 80, 100} varying across experiments.

10.5.2 Results

Figure 10.1 depicts the mean scores earned by each agent in each experiment: i.e., for each setting ofσ.

The SAA-based agents perform better than most of the agents as variance increases. They gain an advan-

tage by submitting low bids on more goods than necessary in anattempt to win only the goods that are cheap.

We refer to this strategy ashedging. We see that the SAA agents employ hedging because the numberof bids

6In this, and all, hotel price vectors, the first four numbers refer to the price of the bad hotel on days 1 through 4, respectively, and
the second four numbers refer to the price of the good hotel on days 1 through 4, respectively.
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they place increases, their average bids decrease, and the number of hotels they win remains constant as the

variance increases. The number of low-priced hotels increases with the variance making hedging especially

effective when variance is high.

Recall that target bidders (TargetMU, TargetMU*, BidEvaluator, andBidEvaluator*) bid only on goods in

their target set, i.e. they do not hedge. Consequently, failing to win one of the requisite hotels results in not

being able to complete a package (most packages are for one-night stays as extending the stay for an extra day

is likely to be more expensive than incurring the penalty fordeviating from client’s preferences).TargetMU

andBidEvaluator win fewer and fewer hotels as the variance increases, and hence complete fewer and fewer

packages. At the same time the average cost of hotels they windecreases. The agents’ scores have a slight

upward trend as the benefit from lower cost outweighs the lossfrom completing fewer packages.

BidEvaluator bids on more hotels thanTargetMU when variance is 100. Recall thatBidEvaluator chooses

the best ofK bidding policies. Bidding policies that bid on more hotels score higher because they hedge,

implicitly. For example, a policy that bids to reserve two nights for a client may earn a higher score than

a policy that bids to reserve one night as the reservation fortwo nights can be used to create two separate

one-night packages if some of the other bids fail.

TargetMU* andBidEvaluator*, the main rivals of the SAA-based agents, do not perform wellin this setting.

Just likeTargetMU andBidEvaluator, TargetMU* andBidEvaluator* bid only on target goods. When variance is

low (σ = 20), bidding high on target good is a good strategy as evidencedby TargetMU*’s andBidEvaluator*’s

good performance. As variance increases the agents fail to win some of the target goods. In fact when

variance is 100,TargetMU* submits 5.8 bids but wins only 4.8 whileBidEvaluator* submits 7.4 bids and wins

only 5.2. The average cost of hotels thatTargetMU* andBidEvaluator* do win is 50% higher than the prices

the SAA-based agents pay per hotel.

Interestingly,AverageMU’s strategy happens to be very close to hedging when varianceis high.StraightMU

submits a lot of bids too but unlikeAverageMU does not perform well.StraightMU’s bids are higher than

AverageMU’s resulting in more purchased hotels and higher average hotel cost. The increase in cost that

StraightMU incurs compared toAverageMU is not compensated by the increase in utility that extra hotels

bring.

In conclusion, the SAA-based agents andAverageMU with their hedging strategy outperform the other

agents when variance is high.

10.6 Decision-Theoretic Experiments with Imperfect Distributional Pre-

diction

In our second decision-theoretic experimental setup, the agents construct their bids based on samples drawn

from a normal distribution that resembles, but is distinct from, the true distribution. Our intent here is to

evaluate the agents’ behavior in a controlled setting with imperfect predictions, in order to inform our analysis

of their behavior in the game-theoretic setting, where predictions are again imperfect. We find thatSAATop

performs worse thanTargetMU*, andBidEvaluator* at low variance, but outperforms most of the other agents

at high variance.
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10.6.1 Setup

In these experiments, thepredictedprice distributions were normal with mean valuesµ̄ = (150, 150, 150, 150,

250, 250, 250, 250), whereas theclearingprice distributions were normal with mean valuesµ̄+λ. That is, the

mean of each predicted distribution differed byλ from the true mean. For example, forλ = −40, predicted

prices were sampled from normal distributions withµ̄ = (150, 150, 150, 150, 250, 250, 250, 250), and clearing

prices were sampled from normal distributions withµ̄ = (110, 110, 110, 110, 210, 210, 210, 210). Hence,

negative values ofλ implied “overprediction.” Similarly, positive values ofλ implied “underprediction.”

The λ parameter varied as follows:λ ∈ {−40,−30,−20,−10, 0, 10, 20, 30, 40}. We chose as standard

deviations of the distributions a low setting (σ = 20) and a high setting (σ = 80).

In the low (and similarly in the high) deviation experimentsthe strategies of the agents did not change

with λ because the agent received the same predictions for all values ofλ. Experiments in this setting evaluate

the strategies from the perfect prediction setting withσ = 20 andσ = 80 under different distributions of

clearing prices as controlled by the values ofλ.

10.6.2 Results

Low Variance: σ = 20 The results assuming low variance are shown in Figure 10.2(a).

Recall from the perfect prediction experiments that the strategy of bidding high on the goods from a target

set is as good as hedging when variance is low. In particular,TargetMU* andBidEvaluator* perform as well

as the SAA-based agents. We will see that hedging is not a goodstrategy in the low-variance setting with

imperfect prediction while bidding high on the goods in a target set works fairly well.

In an attempt to hedge, the SAA-based agents submit twice as many bids asTargetMU, TargetMU*, BidE-

valuator, andBidEvaluator*. The strategy of the SAA-based agents is to bid low hoping to win approximately

half the bids. Because predictions are not perfect, the SAA-based agents win too many hotels when prices

are lower than expected and too few hotels when prices are higher than expected. Not surprisingly,SAATop,

which bids higher than its counterpart, performs worse thanSAABottom when prices are lower than expected

and better thanSAABottom when the opposite it true.

When there is a high degree of overprediction and variance is low, (e.g., whenλ = −40 andσ = 20),

clearing prices are very likely to be below predicted prices. SinceTargetMU always bids at least the predicted

price, it is likely to win all the hotels it expects to win in this setting, and hence performs well. Consequently,

TargetMU*, BidEvaluator, andBidEvaluator* all perform well. In contrast, when prices are often lower than

expected,AverageMU andStraightMU win too many goods and thus incur high unnecessary costs.

As λ increases from−40 to −10, AverageMU and StraightMU win fewer unnecessary hotels, which

improves their scores. But onceλ reaches 0, they fail to win enough hotels, and their utilities decrease asλ

increases to40. TargetMU andBidEvaluator encounter the same difficulty.

TargetMU* andBidEvaluator* bid higher thanTargetMU andBidEvaluator; hence, underprediction affects

the former pair less than the latter pair.

To summarize, in the low-variance settingTargetMU*’s andBidEvaluator*’s strategy of bidding high on

a target set of goods is more robust to imperfect predictionsthan the strategy of the SAA-based agents that
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involves some hedging.

High Variance: σ = 80 The results assuming high variance are shown in Figure 10.2(b).

As we observed in the experiments with perfect prediction and σ = 80, hedging allowed the SAA-based

agents to dominate. We are going to see that hedging is effective in the high-variance setting even when

predictions are not perfect.

The SAA-based agents submit over four times as many bids asTargetMU, TargetMU*, BidEvaluator, and

BidEvaluator*. In contrast to the setting with low variance, high overprediction (λ = −40) does not cause the

SAA-based agents to overspend on hotels. In the high-variance setting the SAA-based agents’ bids are 40%

lower than in the low-variance setting (σ = 20) and only one-third of the bids are winning bids.

Similarly, the SAA-based agents perform much better in the high underprediction (λ = 40) setting when

variance is high than when variance is low. In the high-variance setting with underprediction the SAA-based

agents win at least as many hotels as the high biddingTargetMU* andBidEvaluator* agents. Although the

SAA-based agents bid half the price thatTargetMU* andBidEvaluator* bid, a much higher number of bids

that the SAA-based agents submit combined with high variance results in a similar number of winning bids.

Performance of the other agents is similar to their performance in the setting with perfect prediction.

TargetMU, TargetMU*, BidEvaluator, andBidEvaluator* do not hedge and perform poorly in under and over

prediction settings. Target bidders often fail to win some of the target hotels even in the overprediction setting.

AverageMU submits a lot of low bids resulting in a well-hedged strategyand the scores that are as high as

SAA’s for some values ofλ. As before,StraightMU wins too many hotels.

In contrast to the setting with low variance and imperfect predictions, the SAA-based agents’ hedging

strategy works well when there is high variance.
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Figure 10.2: Mean Scores. Imperfect prediction.
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10.7 Experiments with Competitive Equilibrium Prices

In contrast with our first two experimental settings, in which the hotel clearing prices and their corresponding

predictions are exogenously determined and hence independent of any game specifics, in our second two

experimental settings, both hotel clearing prices and predictions are determined endogenously (i.e., based

on features of each game instance). Specifically, followingWalverine [25], hotel clearing prices and their

corresponding predictions are taken to be approximatecompetitive equilibrium(CE) prices. CE prices are

prices at which supply equals demand when all market participants act as price-taking profit maximizers [73].

CE prices need not exist, and likely do not in many of the gamesstudied here. Still, we approximate CE prices

as follows: in a market inhabited by its own eight clients andeight randomly sampled clients per competitor,

each agent generates a scenario by simulating simultaneousascending auctions (i.e., increasing prices by

some small increment until supply exceeds demand; see Leeet al. [68] for details); the resulting prices form

a scenario.

10.7.1 Setup

In this context, where hotel price predictions are (roughly) competitive equilibrium prices, we designed two

sets of experiments: one decision-theoretic and one game-theoretic. In the former, hotel clearing prices are

also the outcome of a simulation of simultaneous ascending auctions, but depend on the actual clients in each

game, not some random sampling like the agents’ predictions. (Our simulator is more informed than the

individual agents.) In the latter, hotel clearing prices are determined by the bids the agents submit. As in TAC

Travel, the clearing price is the 16th highest bid (or zero, if fewer than 16 bids are submitted). Note that hotel

clearing prices and their respective predictions are not independent of one another in these experiments.

In these experiments games are played with a random number ofagents drawn from a binomial distri-

bution withn = 32 andp = 0.5, with the requisite number of agents sampled uniformly withreplacement

from the set of eight possible agent types. The agents first sample the number of competitors from the bino-

mial distribution, and then generate scenarios assuming the sampled number of competitors, resampling that

number to generate each new scenario.

10.7.2 Decision-Theoretic Experiments

Marginal frequency distributions of CE prices in these experiments have means (109, 126, 126, 107, 212,

227, 227, 210) and standard deviations (47, 37, 37, 46, 50, 41, 41, 49). Standard deviation in this setting is

close to 40 making this setting similar to the one with perfect prediction andσ = 40. The mean hotel prices

are approximately 20% lower in this CE setting but we do not expect the difference in mean hotel prices to

have a strong effect on the ranking of the agents and attribute the differences in relative results to the different

structure of prices: unlike the setting with normally distributed prices, CE prices are not independent.

SAATop, SAABottom, TargetMU*, andBidEvaluator* are among the best agents in this CE setting (see

Figure 10.3). However,StraightMU and especiallyAverageMU perform poorly.AverageMU andStraightMU

submit more bids and win more hotels than the other agents, but cannot create as many packages as the top-

scoring agents. This is because (i) CE prices of substitutable goods are similar, and (ii) marginal utilities of



149

substitutable goods are similar. As a result,AverageMU andStraightMU bid almost the same amount on all

substitutable goods and either win or lose all of them.

SAA-based agents employ some hedging but do not perform significantly better than the non-hedging

heuristicsTargetMU* andBidEvaluator*.
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Figure 10.3: Mean scores and confidence intervals. Decision-theoretic setting with CE price prediction.

10.7.3 Game-Theoretic Experiments

The predicted prices are the same as in the decision-theoretic experiments with CE prices and 32 agents:

means (109, 126, 126, 107, 212, 227, 227, 210) and standard deviations (47, 37, 37, 46, 50, 41, 41, 49).

Marginal frequency distributions of clearing prices have means (91, 98, 100, 91, 198, 186, 187, 197) and

standard deviations (41, 33, 32, 40, 50, 56, 54, 50). L1-normof the difference between mean price vectors

is 197. Predicted prices are slightly higher (by about 20) than the clearing prices. This is similar to the

decision-theoretic setting with overprediction (λ = −20) and medium deviation (between 20 and 80).

Indeed, we find that the results in this setting (see Figure 10.4) are similar to the results in the decision-

theoretic setting with imperfect prediction and high variance: λ = −20 andσ = 80 (see the ranking of

agents forλ = −20 in Figure 10.2(b)). The ranking of non-SAA agents is almost the same in both settings.

A notable exception isAverageMU, which performs much worse in the game-theoretic setting for the reasons

described above.SAATop andSAABottom are the best agents in this setting, withSAABottom performing

slightly better.

10.8 Summary and Discussion of Experimental Results

In our experiments, we evaluated the performance of variousbidding heuristics in simultaneous auctions.

Based on our findings, we summarize the performance of the heuristics analyzed as follows:

• SAATop andSAABottom perform well in all settings except for the setting with imperfect prediction

and low variance.SAATop andSAABottom are especially effective in high-variance settings because
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Figure 10.4: Mean scores and confidence intervals. Game-theoretic setting with CE price prediction.

they are able to take advantage of hedging opportunities.

• TargetMU andBidEvaluator are competitive only in the settings with low variance and high overpredic-

tion. BidEvaluator outperformsTargetMU in high-variance settings.

• TargetMU* andBidEvaluator* perform well in the settings with low variance.

• AverageMU performs well in the settings with independent prices.

• StraightMU performs worse than the other heuristics.

We can also make the following observations about the various bidding behaviors:

• SAABottom, SAATop, andAMU place low bids on many goods, intending to win whatever sellsat cheap

prices. These heuristics incur high penalties for not satisfying their clients’ precise preferences.

• TargetMU, TargetMU*, BidEvaluator, andBidEvaluator* place higher bids but on fewer goods, namely

those for which their clients have clear preferences. Theseheuristics incur lower penalties, but risk

alienating some clients, by not allocating them any travel packages at all.7

The performance ofSAA is known to approach optimality as the number of scenarios approaches∞

in decision-theoretic settings. We investigated the viability of two SAA heuristics with only finitely-many

scenarios in both decision-theoretic and game-theoretic settings. Our first and third experimental settings

(with normally distributed and competitive equilibrium prices, assuming perfect price prediction) established

the viability of these heuristics in decision-theoretic settings with only finitely-many scenarios. Our fourth

experimental setting established the viability of these heuristics (again, with only finitely-many scenarios, but

in addition) in a rich game-theoretic setting.

7No penalty is incurred when a client is not allocated any package at all. (Of course, no utility is awarded either.)
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10.9 Related Work

The test suite considered here is far from exhaustive. In this section, we mention several heuristics that were

not included in our study—some TAC-specific; some more general—and the reasons for their exclusion.

The creators of theATTac agent [98] propose usingAverageMU for TAC hotel bidding.ATTac also em-

ploys distributional information about hotel prices to determine the benefit of postponing flight purchases

until hotel prices are known; this additional functionality, while certainly of interest, is not applicable to the

one-shot auction setting studied here.

WhiteBear’s [104] TAC hotel bids are computed by taking a weighted average of the current price and the

marginal utility of each hotel. The particular weights, which were fine-tuned based on historical competition

data, varied with time. In a one-shot setting,WhiteBear’s strategy essentially reduces toTargetMU: it is too

risky to bid anything lower.

SouthamptonTAC [53] andMertacor [101] focus on hotel price prediction, and do not thoroughlyanalyze

bidding.SouthamptonTAC uses fuzzy reasoning to predict how hotel prices change during the game.

Unlike the heuristics studied in this chapter,Walverine’s [25] bidding strategy incorporates some game-

theoretic reasoning. Specifically,Walverine analytically calculates the distribution of marginal utilities of

the other agents’ clients and bids a best-response to this distribution. The authors implicitly assume that the

other agents bid marginal utilities (i.e., act decision-theoretically) and only their agent bids a best-response

(i.e., acts game-theoretically). We learned from the studyreported in this paper thatSAA can be a successful

bidding heuristic in certain markets. FollowingWalverine’s line of thought, we can imagine bidding a best-

response to a distribution ofSAA bids. However, if this bidding strategy were successful, wewould have to

assume that other agents would act game-theoretically as well; that is, they would also play a best-response

to a distribution ofSAA bids. We may then seek a fixed point of this process. This line of inquiry could be

fascinating, but any approach based on this insight ofWalverine’s warrants a detailed study of its own.

Aside from TAC Travel there is a rich literature on bidding inother settings. We reference a few papers

here, highlighting some of the settings that have been studied. We are not aware of any papers that address the

problem of bidding in multiple one-shot auctions for both complementary and substitutable goods. Gerdinget

al. ([38]) describes a strategy for bidding in simultaneous one-shot second-price auctions selling perfect

substitutes. Byde, Priest, & Jennings ([20]) consider the decision-theoretic problem of bidding in multiple

auctions with overlapping closing times. Their model treats all goods as indistinguishable (i.e., winning any

n goods results in utilityv(n)). Krishna & Rosenthal ([65]) characterize a symmetric equilibrium for the case

of one-shot simultaneous auctions with indistinguishablecomplementary goods (i.e.v(n) ≥ nv(1)).

10.10 Conclusion

The primary purpose of this work was to show that using as muchdistributional information as possible is an

effective approach to bidding in TAC Travel-like one-shot simultaneous auctions. Most TAC Travel agents

used point price predictions or employed little distributional information about prices in constructing their

bids. Some of the difficulties with using distributional price predictions include the inaccuracy of and the
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high computational cost of optimizing with respect to distributional predictions. We showed experimentally

that theSAA heuristic, which uses more distributional information than the other heuristics in our test suite,

is one of the best heuristics in the GT setting.

The underlying research question motivating this line of inquiry was: how can we facilitate the search for

heuristics that perform well against a variety of competingagents in complex games? Analyzing the perfor-

mance of an individual agent in a game-theoretic setting is complicated because each agent’s performance is

affected by the strategies of the others, and can vary dramatically with the mix of participants. Others tack-

ling this problem in the TAC Travel domain have employed moredirect game-theoretic analysis techniques

based on equilibrium computations (e.g., Vetsikaset al. [105] and Jordan, Kiekintveld, & Wellman [56]).

In contrast, we first used systematic decision-theoretic analysis to help us understand some of the intrinsic

properties of our bidding heuristics, before attempting any game-theoretic analysis. We found that certain

properties of the heuristics that may have been hard to identify in game-theoretic settings, such as how they

perform in conditions of over- vs. under-prediction, carried over from our DT to our GT settings.

In summary, the methodology advocated in this chapter for analyzing game-theoretic heuristics is this:

first, evaluate the heuristic in DT settings with perfect andimperfect predictions; and second, measure the

accuracy of the agent’s predictions in GT experiments and use the corresponding DT analysis to inform the

analysis of the GT results. It remains to test this methodology in other complex games, such as TAC SCM [5].
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10.12 Appendix

We include game statistics collected from our experiments with CE prices to illustrate the type of data we

used in our analyses. Statistics for other settings and further data can be found in Lee ([69]).
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Agent SAAT SAAB TMU TMU* BE BE* AMU SMU
Score 863 859 742 847 799 850 488 499
Utility 1935 1838 1420 1811 1619 1830 1805 1902
Cost 1071 979 677 964 819 980 1316 1402
Penalty 383 348 251 309 237 331 229 234
# of Clients without a Package 1.60 2.01 3.40 2.20 2.89 2.09 2.48 2.28
# of Hotel Bids 11.0 10.7 6.3 6.3 5.8 6.8 42.2 35.5
Average Hotel Bid 270 187 187 292 233 280 106 125
Total Hotel Bonus 400 389 292 383 324 390 378 422
# of Hotels Won 6.7 6.2 4.6 5.8 5.1 5.9 9.3 9.6
# of Unused Hotels 0.0 0.0 0.0 0.0 0.0 0.0 1.2 1.3
Average Hotel Cost 159.6 159.0 147.4 166.5 160.5 166.0 140.9 145.6

Decision-theoretic setting

Agent SAAT SAAB TMU TMU* BE BE* AMU SMU
Score 981 999 899 954 938 948 652 617
Utility 2057 2007 1708 1885 1796 1904 2386 2397
Cost 1075 1007 808 931 857 955 1734 1779
Penalty 437 418 287 345 272 375 338 358
# of Clients without a Package 1.13 1.33 2.53 1.90 2.34 1.75 0.64 0.60
# of Hotel Bids 10.8 10.7 6.3 6.3 5.9 6.8 42.1 35.5
Average Hotel Bid 274 188 187 292 234 281 106 125
Total Hotel Bonus 435 426 354 400 371 404 518 536
# of Hotels Won 7.6 7.1 5.5 6.1 5.7 6.3 12.5 12.5
# of Unused Hotels 0.0 0.0 0.0 0.0 0.0 0.0 1.9 1.8
Average Hotel Cost 142.4 142.4 147.8 152.6 151.5 152.8 138.3 142.8

Game-theoretic setting

Table 10.3: Game statistics for experiments with CE prices
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