
Abstract of “Teaching Old Dogs New Tricks: Incremental Multimap Regression for Interactive Robot

Learning from Demonstration” by Daniel H Grollman, Ph.D., Brown University, May 2010.

We consider autonomous robots as having associated control policies that determine their actions in

response to perceptions of the environment. Often, these controllers are explicitly transferred from a

human via programmatic description or physical instantiation. Alternatively, Robot Learning from

Demonstration (RLfD) can enable a robot to learn a policy from observing only demonstrations of

the task itself. We focus on interactive, teleoperative teaching, where the user manually controls the

robot and provides demonstrations while receiving learner feedback. With regression, the collected

perception-actuation pairs are used to directly estimate the underlying policy mapping.

This dissertation contributes an RLfD methodology for interactive, mixed-initiative learning of

unknown tasks. The goal of the technique is to enable users to implicitly instantiate autonomous

robot controllers that perform desired tasks as well as the demonstrator, as measured by task-specific

metrics. With standard regression techniques, we show that such “on-par” learning is restricted

to policies typified by a many-to-one mapping (a unimap) from perception to actuation. Thus,

controllers representable as multi-state Finite State Machines (FSMs) and that exhibit a one-to-

many mapping (a multimap) cannot be learnt. To be able to do so we must address the three

issues of model selection (how many subtasks or FSM states), policy learning (for each subtask),

and transitioning (between subtasks). Previous work in RLfD has assumed knowledge of the task

decomposition and learned the subtask policies or the transitions between them in isolation.

We instead address both model selection and policy learning simultaneously. Our presented

technique uses an infinite mixture of experts and treats the multimap data from an FSM controller

as being generated from overlapping unimaps. The algorithm automatically determines the number

of unimap experts (model selection) and learns a unimap for each one (policy learning). On data

from both synthetic and robot soccer multimaps we show that the discovered subtasks can be

used (switched between) to reperform the original task. While not at the same level of skill as

the demonstrator, the resulting approximations represent significant improvement over ones for the

same tasks learned with unimap regression.
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Chapter 1

Introduction

In ten years Rossum’s Universal Robots will produce so much corn, so much cloth, so

much everything, that things will be practically without price. There will be no poverty.

All work will be done by living machines. Everbody will be free from worry and liberated

from the degradation of labor. Everbody will live only to perfect himself.

Karel Čapek, R.U.R, 1921, page 15

We take as a goal of robotics the extension of our computing capabilities into the physical

world. That is, as modern computers allow non-specialist users to automate the manipulation and

management of digital data, robotics aims to enable those same users to exert similar control over

their physical environment. Consider, for example, recent video and image editing software, which

enable novice users to modify their data in ways that, previously, only experts could. We likewise

seek, in this dissertation, to aid these users in controlling their environment, through robots, in ways

that currently only skilled roboticists can.

Currently, decades of work in artificial intelligence and robotics has lead to high-end consumer

(a) Packbot (b) Robonaut (c) R2D2 (d) Olivaw

Figure 1.1: A sampling of robots both real (a,b) and fictional (c,d).
Copyrights: iRobot, NASA, LucasFilms, BantamBooks.

1
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and research robots such as those in Figures 1.1a and 1.1b. However, these robots tend to be

domain specific, exhibit limited autonomy, and be difficult to adapt to new applications. In other

words, while there exist robots that perform complicated and useful tasks, they often perform only

in a particular environment, and/or possibly require excessive human supervision or special training

to operate. These shortcomings can be traced to issues of robot behavior, as opposed to robot

embodiment. The very fact that robots can perform these tasks (under supervision) argues for

the sufficiency of their forms. What is lacking must then lie in how that form is used, in the

perceptual, actuational, and decision making systems that map from raw information extracted

from the environment to robot-effected changes. Terming this aspect the robot’s control system, we

argue that while robots may be physically capable of performing many desired tasks, the autonomous

control systems necessary for executing them in varying conditions are difficult to develop, and often

lacking. We therefore seek improved techniques for instantiating autonomous robot control policies.

More generally, we may be moving towards so-called “universal” robots: Multi-purpose, robust,

adaptable systems that interact with humans in an intuitive manner and perform a wide variety of

tasks. Examples of such robots abound in fiction, such as those seen in Figures 1.1c and 1.1d. These

robots are able to assist humans in a multitude of settings, receiving input from speech and gestures

just as a human would, and acting safely alongside us. They further exhibit decision making and

problem solving, often determining the correct sequence of actions to bring about a desired result.

In addition to such autonomy, over their (long) lifetimes universal robots exhibit adaptability to

new situations and tasks, perhaps by learning new skills or discovering additional uses for old ones.

However, while autonomous control policies themselves are required, it is not so that they must

exhibit learning and adaptation. It is conceivable that all the behaviors and autonomy required by

the robot over its lifetime can be designed (hardwired or preprogrammed) into the robot, and never

require updating or modification. These fixed behaviors would then determine the robot’s every

move, in response to environmental stimuli. They may also enable robots to adapt to changes in

their physical structure, due to damage or willful modification. This approach to robot control can

be seen as analogous to innate behaviors or instincts in biology. For some lifeforms, these born-in

abilities are all that is necessary for a full life, similar to a single-purpose, preprogrammed robot.

For other species, such as ourselves, and for robots that will have to deal with a wide variety of

unknown situations, the ability to develop new behaviors may be advantageous.

Even if not necessary for the tasks themselves, learning may greatly simplify the challenge of

developing autonomous control policies for robots. We take this view here, and point out two ways

in which it may occur. Firstly, by using learning from demonstration, the field of robot control policy

instantiation may become accessible to users other than traditional programmers. More varied types

of users may lead to new approaches to difficult problems and result in higher quality solutions than

those derived by scientists [64]. Secondly, interactive learning, where the user corrects improper

behavior and the robot request more demonstrations as needed, may enable the development of

controllers that address the particular situations that arise, and perform well enough in most cases.

These controllers could then be extended to add support for rarer edge cases when and if they occur.



3

We thus contribute a framework for performing interactive robot learning from demonstration,

or tutelage, as referred to herein. The framework is designed to be run over the entire lifetime of

the robot, blending autonomous behavior with the learning of new tasks. Within this framework we

further contribute a new learning algorithm for multivalued regression to avoid requiring that users

pre-segment their desired task into distinct subtasks. Performing such segmentation may require

analysis beyond that of the end user, either due to a lack of the necessary skills, or the complexity of

the task. Our algorithm instead automatically determines an appropriate number of subtasks and

learns individual policies for them. We cast this process as learning the individual machine states

of a finite state machine controller, where previous approaches have taken these states as given.

In the rest of this chapter, we discuss some of the challenges facing robot design, both of the

physical form and the control system. The issues of human-robot policy transfer and multimap

policies are introduced, and our approaches sketched out. We conclude with a summary of our

contributions and an outline of this dissertation.

1.1 Dissertation Scope

When designing a robot, there are many issues to consider and challenges that must be overcome,

such as the robot’s physical form, computational architecture, and control policy. This dissertation

only addresses one of them, that of Human-Robot Policy Transfer (HRPT), the transitioning

of a control policy from a human user’s mind onto a robot. Our approach is to use a combination

of interactive learning from demonstration and multimap regression. Interactive learning

from demonstration is a technique where the robot learns the task as demonstration takes place and

provides feedback on the learned policy to the user. That is, the user can teach a task, observe robot

performance of it, and provide additional, corrective demonstrations at interactive rates. A tutelage

paradigm may allow for the generation of more targeted demonstration data, where portions of the

task that are harder to learn are demonstrated more often than those that are learnt faster.

We use multimap regression to address the issue of perceptual aliasing (PA) in the demon-

stration data, where the current perceived state does not map to a unique correct action. PA can

arise when portions of the state, required for the task at hand, are unobservable, or hidden. This

hidden state may be due to inconsistent demonstrations, insufficient perception, or a change in task

objective. A change in objective could be associated with a switch to a new subtask or reward func-

tion. Rather than combining the multiple observed outputs into one, we instead learn a one-to-many

mapping directly in perception-actuation space.

To focus on the decision making aspects of robot control responsible for goal-directed behavior,

this dissertation takes as given a complete robot, both physical and computational systems. With

a known physical embodiment, sensors and perceptual capabilities, effectors and actuation control

systems, we are interested in how the control policy can be transitioned from a human user onto the

robot such that the robot performs the desired task in the manner expected. We focus on robots that

are able to perform a variety of tasks that are demonstrable by humans, and thus do not consider
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tasks that that humans themselves cannot do. While this focus may limit the applicability of our

proposed techniques, future development may expand our contributions to the learning of tasks that

humans themselves cannot perform well. Further, we note that many common desired tasks are

human demonstrable, it is just that humans would rather not perform them themselves.

1.1.1 Beyond Consideration

As one of our goals is to develop a system that can be used to teach robots to perform previously

unknown tasks, we strive to avoid incorporating task-specific knowledge. However, we do make the

assumption that we have a robot that can physically perform tasks as desired by the user and on

which we can instantiate desired control policies. An issue that we then do not address here is that

of robot embodiment. This topic relates to the precise shape of the robot and the materials it is

made of, and we particularly make no claims as to what these properties of the robot should be.

Research in related fields such as materials science, physics, and chemistry has resulted in an

increase in the number of options available to robot designers. Specifically, there is now a wider

variety of robots in terms of size, shape, sensors and effectors than there was before. While once

“trash-can” robots with three or four wheels and sonar rings were state of the art, we now have

robots that can climb walls [108] and utilize trinocular vision [120]. The increase in available em-

bodiment options has led to a corresponding increase in the possible tasks that robots can perform.

Additionally, research in psychology has lead to a better understanding of how humans perceive

robots, and changed their outward appearance and behavior. Faces and other affective indicators

are common [20], and studies have indicated how robot behaviors can be adjusted to suit individual

personalities [136]. Thus how the robot performs a task is also a concern rife with possibilities.

However, no matter what the physical structure of the robot, the task it performs, and how it

should be performed, the robot must be supplied with some method of control. That is, there must

be some “cognitive” procedures that generate the control signals for the effectors based on obser-

vations or sensory signals. The mapping between the observations and control may be arbitrarily

complicated, and the control system may make use of information in addition to the instantaneous

sensory readings. Designing the controller can itself be a challenging task, and there are many differ-

ent paradigms that may be applicable. At a low level, there are a plethora of possible computational

architectures that can run on a robot, and more are being developed [76]. As with physical form, the

choice of computing architecture and controller paradigm may make it easier for a robot to perform

certain tasks over others, and novel desired tasks may require the development of new techniques.

Often, the robot’s task and the environment in which it will be performed will inform the em-

bodiment, and a robot’s physicality is sometimes designed with certain tasks in mind. For instance,

a home care robot for the elderly will likely look and feel much different from an interplanetary

explorer robot. The former may be socially expressive, humanoid, and physically compliant, while

the latter needs none of those properties and may instead be boxy and shielded against radiation.

These are only two of the possible desired robot tasks, which may go beyond the stereotypical “Dirty,

Dangerous and Dull” and change with time as perceptions of robots alter [137].
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The interaction of a robot with a user can be broadly considered under the umbrella of usability,

another topic which we do not directly address. In particular, as robots interact more with humans,

intuitive interfaces and socially-correct interaction may become increasingly important. In order

to guage the public’s perception of robotic systems, we require user studies that have naive users

interacting with and evaluating new designs in robots and interfaces. While such a user study is

outside of the scope of this dissertation, we note that a desire for a more intuitive HRPT interface

does guide our work, in our focus on learning from demonstration.

In terms of learning control policies themelves, we focus on interpolation between demonstrations

to related situations, rather than extrapolation to completely novel scenarios. In order to do so, we

depend on having demonstration data that covers the state and action space related to the task.

Gathering the data itself is not a main focus of this dissertation, but we will discuss a distributed

internet-based approach in Section 3.5.1. Inspired by “crowdsourcing” and “human computation,”

we aim to eventually collect the necessary massive datasets from a distributed userbase [6].

1.2 Human-Robot Policy Transfer

We roughly categorize HRPT techniques into 3 types, illustrated in Figure 1.2: teleoperation, pro-

cedural specification (which we will refer to as coding1), and learning, all of which are valid means

of instantiating control policies for desired tasks onto robots. In any approach, a policy is taken to

be a mapping from perceived state of the world to robot actions, and we assume that a human user

has an appropriate control policy for the task and seeks to transition it onto the robot. We say that

the policy itself is latent in the user’s mind, and the user requires some means to computationally
1All approaches may require some sort of explicit coding, to instantiate the learning system or teleoperative
interface. What we refer to as coding here is that on the part of the end user, not the robot designer/developer.

(a) Teleoperation (b) Coding (c) Learning

Figure 1.2: Three methods for Human-Robot Policy Transfer. Teleoperation requires the user’s
continuous attention and Coding requires mastery of a secondary skill set. Learning may combine
the ease of teleoperation with the autonomy of coding while avoiding these disadvantages.
Copyrights: NASA, University of Iowa, University of Massachusetts.
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express it. The different techniques for HRPT can be seen as leveraging different information from

the user, and each have their their own strengths and weaknesses as discussed below:

1. Teleoperation (Figure 1.2a) - A human directly controls the robot at all times by manually

specifying actions that cause the robot perform the task.

2. Coding (Figure 1.2b) - A human explicitly writes a computer program or otherwise specifies

some technique to automatically map robot perception to actuation.

3. Learning (Figure 1.2c) - The robot’s control policy is implicitly derived from experience, guided

in part by the human user.

1.2.1 Teleoperation

In teleoperation, a human is directly supervising the robot’s decision making at all times. While

there are many issues facing interface design and control mapping [117], the basic concept is that

the robot’s state (perhaps as extracted from sensor information) is presented to a human user, who

then provides the control signals for the robot’s actuators. This approach to HRPT is often the most

manageable to set up and operate, as there are almost no secondary skills such as programming that

must be learnt before such a system can be used. Once the user learns the teleoperative interface,

they are able to control the robot to perform the task. Often, users are already familiar with

teleoperative control from experience with remote controlled toys or video games [86]. However,

more complicated interfaces are possible and may require more time to master [91].

Using teleoperation, it is often easy for the user to adjust the robot’s behavior, as feedback is

immediate. By directly observing the effects of their control decisions, the user can quickly make

adjustments. This property is often desirable in research in human-robot interaction, where the

human’s response is the major focus of study. So called “Wizard of Oz studies” enable researchers to

test out robot behaviors without having to explicitly program them. However, a major disadvantage

to teleoperation is that it requires that the user be present at all times when the robot is in operation.

For long periods of activity, exhaustion is an issue. Further, while operating the robot, the user must

gain and maintain situation awareness of the robot’s state and environment. Becoming immersed in

the robot’s situation can often lead to losing cognizance of the user’s own environment, which can

in turn lead to unintended, and perhaps undesirable outcomes [28].

In terms of the amount of knowledge that must be explicitly obtained from the user, teleoperation

is the most minimal of the three approaches to HRPT. Instead of directly defining the control policy,

users instead implicitly specify it by providing the appropriate control signals to perform the task.

Humans may thus use teleoperation for HRPT without having to analyze the task itself.

1.2.2 Coding

At the other end of the spectrum, in multiple senses, are coding techniques. The first difference

between the two is that coding approaches attempt to make the robot behave autonomously, or
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without the constant human supervision required in teleoperation. In this scenario, the robot is

designed to operate by themselves, allowing the human user to attend to other tasks. This freedom

is paid for, however, by the high set-up costs associated with this type of policy transfer. Instead of

using a teleoperative interface, autonomous behavior through coding requires that the policy must

be instantiated in some robot executable/computable form. Often these policies take the form of

a program, or computer code, but alternative forms such as hardwired circuits are possible. For

the case of a program, writing good control code can be an arduous procedure, involving multiple

rounds of testing and debugging. Adjusting the behavior to fit new circumstances may then involve

rewriting code, which can incur significant downtime.

A further difference between teleoperation and coding is the amount of time that needs to be

invested in learning the policy specification interface in the first place. While teleoperative devices

are somewhat mainstream, and arguably intuitive, the same cannot be said of coding environments.

Current techniques such as visual [39] or verbal [115] programming may alleviate this issue somewhat,

but cannot remove it entirely. Achieving proficiency in coding in general, and a specific language

and robot architecture in particular, can take years. Currently, only a subset of the population

(computer scientists and hobbyists) have made this investment.

Lastly, coding requires that the user think about their latent control policy in an analytical,

mathematical manner, in further contrast with teleoperation. Again, only a small subset of the

general population has the skills necessary for this analysis, limiting the utility of this approach

to HRPT. However, despite these drawbacks, coding is still arguably the preferred method of the

three. Major contributing factors include the autonomous execution of behaviors and the robustness

of well-designed policies. Looking forward, as robots and their policies become more complicated,

performing the analysis required to write suitable controllers may become more difficult and alternate

methods of HRPT may be more desirable.

1.2.3 Learning

Learning techniques span the distance between these two extremes, as illustrated in Figure 1.3,

with various learning techniques making different tradeoffs between explicit policy information and

initial supervision. With a learning architecture, a user can interact with a robot and teach it to

eventually perform an (unknown) task autonomously. This interaction phase may be the analytical

specification of goals and observation of eventual performance, or constant attention and control,

as in teleoperation. However, once the task has been learned, the user can attend elsewhere as in

the coding scenario. Note, there is still the set-up cost of programming the learning system, but

this is incurred by the robot manufacturer, not the end user. Further, it is possible to enable a

user to teach tasks in manners that do not require the user to master a large set of secondary skills,

thus relieving them of all explicit coding responsibility. For instance, tasks may be taught simply

by performing them, or demonstrating [14], while the robot observes. Alternatively, the user may

reward [60] the robot when it behaves desirably.

Reward-based learning, or reinforcement learning (RL) [123], is a popular learning paradigm,
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Figure 1.3: An illustration of the different approaches to HRPT. Teleoperation requires constant
user interaction, but no explicit definition of the policy. Coding is very much the opposite, allowing
for autonomous behavior, but requiring both skills and analysis. Learning techniques can span
the difference, mixing different levels of explicit information and initial supervision, and eventually
resulting in autonomous behavior.

where the robot attempts to determine a policy that is optimal with respect to rewards and punish-

ments. An example in the case of navigation would be a robot that is rewarded when it reaches the

goal, but punished for each step it takes. The robot is then incentivized to reach the goal as quickly

as possible. In this scenario, users must supply the rewards and punishments. They can either

do this directly, by observing the robot and administering the appropriate signals, or indirectly, by

determining a mapping from the robot’s state to rewards and punishments. However, specifying an

appropriate reward function may be non-trivial and require the same sort of analysis that writing

the complete policy would entail. Conversely, administering rewards directly may require the kind

of focused attention that teleoperation does.

Learning from demonstration seeks to leverage more of the information obtainable from the

user, by asking them not for scalar rewards, but for indications of what the appropriate action is

to perform at a given time. However, this approach to HRPT has as a drawback that only tasks

demonstrable by the user can be learned. In contrast, reinforcement learning can enable robots to

learn tasks that are not directly performable by humans. Hybrid combinations of the two techniques

may leverage the advantages of both, while overcoming their limitations.

1.2.4 Comparison

We do not claim that, in general, one of these approaches to HRPT is better than the others. Of the

three, however, we note that work in learning is relatively less mature. Coding techniques, specifically

programming, have several decades of computing behind them, and teleoperation interfaces are

standard procedure for may robot installations.

Which of the techniques is ultimately used for a given application depends on a number of

factors, including the tasks being performed, the robot being used, and the user in question. We

can view general users as following the “path of least resistance,” or doing the least amount of
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work necessary to get an acceptably acting robot. This view leads us to consider the return on

investment (ROI) as a measure of HRPT, which measures the ratio of robot performance to user

time: ROI(π) = V (π)/T (π). Informally, we will consider an abstract, unitless ROI, where a value of

1 represents “equality” in return and investment. In terms of performing some task, this equality

point corresponds to the human user doing the task themselves.

Using ROI, we can sketch out an argument as to how improved robot learning techniques can lead

to broader adoption and development of autonomous robots. With ROI it is important to see that it

is not just the accuracy of the robot’s control policy that matters, but also the amount of time it takes

to develop it. Let us, for argument’s sake, assume that for any learned policy (πL) there is a coded

policy (πC) that outperforms it with regard to some measure of value, or ∃πC : V (πC) > V (πL),∀πL.

We can further suppose that the time it takes to code πC for a skilled coder is less than the amount

of time it takes to learn πL: Tcode(πC) < Tlearn(πL). The choice then appears clear, coding is always

preferable to learning, as in terms of ROI, V (πC)/T (πC) > V (πL)/T (πL).

However, the above case only holds for users who know how to code. For others, the time it takes

to develop πC would also have to include the amount of time it takes to learn to code in the first

place. For some users, the resulting ROI may be too low, V (πC)/(Tlearn(code)+Tcode(πC)) < 1, and

they would instead prefer to perform the task themselves (possibly using a robot via teleoperation).

These users might, instead, choose to use learning to implement an autonomous robot control policy,

if learning resulted in control policies whose value was high enough to make V (πL)/Tlearn(πL) > 1.

Currently, average users whose ROI for learning is less than 1 are limited in what their robots

can do, relying on teleoperation or autonomous controllers developed by others. They are further

unable to modify the autonomous policies in ways not thought of by the original designers. Partic-

ularly, while built-in flexibility may allow for some adaptation, the coders may not have sufficiently

anticipated the user’s desired changes. As only a subset of the population has the skills necessary for

coding, the onus for instantiating and editing autonomous robot control policies rests on them, cre-

ating a bottleneck. As education norms change, it may be that more and more users have the needed

secondary skills and this bottleneck may disappear. Still, we argue that learning is an alternative

that could emerge as the paradigm of choice.

Additionally, if this bottleneck is (partially) to blame for the current lack of multi-purpose

autonomous robots, enabling more people to design and develop robot control policies may help spur

growth in the field. Thus, we see this work as attempting to open up robotics to a wider audience.

In this endeavor, we take inspiration from the synergy between computer graphics research and the

graphic arts. There, computer scientists have provided the tools to perform 3D rendering, texture

mapping, and the like, and a broad spectrum of content developers (companies, students, researchers

in other fields, etc) use these tools to create high-end content. Similarly, we believe that, given the

ability to perform HRPT, new developers will come forth and the field will flourish.
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1.3 Learning from Demonstration

We investigate Learning from Demonstration (LfD) for HRPT, where a robot learns a task from an

expert performer [61]. During the user’s demonstration of the task, the robot collects state-action

pairs and infers the underlying control policy, or mapping from states to actions. As mentioned,

one benefit of LfD for HRPT is that that no further training for the user is necessary beyond that

necessary to perform the task itself; if the user can perform the behavior, they can attempt to teach

a robot to do the same. Whether or not they are able to depends on many issues, some of which are

discussed below. We also note that LfD as described here is not meant to be a universal solution for

instantiating autonomous control policies. For certain robots, tasks, and users, other options, such

as explicit coding or statement of objectives, may be easier to perform and lead to better policies.

LfD is another choice, that in some cases may be a useful alternative. Our research seeks to make

it applicable in more cases.

1.3.1 Correspondences

Many of the issues that must be dealt with when using LfD relate to establishing correspondences

between the demonstrator and learner. Some are purely physical, such as knowing which part of the

robot (the gripper) corresponds to which part of the demonstrator (a hand). Other correspondences

can be behavioral, associating observed poses and motions with available motion primitives. Actually

recognizing the appropriate parts and motions of the demonstrator is an issue in its own right as

well [69]. Common approaches outfit the demonstrator with sensors to reduce ambiguity, but may

hinder free performance of tasks, although such systems are improving [151]. Generally, the physical

and behavioral correspondences can be given a priori, or learned through experience. However, if

they are not sufficient, it is possible that the demonstrator can perform tasks that the robot cannot.

Additionally, there are perceptual correspondences that must exist. Primarily, it must be the

case that the learner is capable of extracting from the environment the information necessary to

perform the task. For example, if the task is temperature dependent, the learner must have means

of sensing temperature. Additionally, if the learner and demonstrator have differing viewpoints,

ambiguities can result. Perspective matching [24, 144] may help resolve them, but differences in

physical location and observable properties of the world may result in the demonstrator knowing

information that is necessary for control, but not available to the learner.

We seek to avoid correspondence issues by using a teleoperative interface, where a user controls

the robot to perform the desired task whilst only observing a representation of the robot’s perceptual

space. Such a setup aims to ensure that the task is robot performable (in that the robot itself

performs the task) and robot decidable (in that the information present from the perceptual processes

of the robot are sufficient). In the nomenclature of [10], both our record and embodiment mappings

are the identity mapping, in that we assume no further processing needs to be done on the data

to make it suitable for learning. Using this sort of scenario effectively combines the accessibility of

teleoperative interfaces with the autonomous behavior of explicitly programmed robots. That is,
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teleoperation is all that is needed to develop autonomous control policies. While it is true that this

setup may require some training of the user before they can demonstrate tasks, many potential users

are already familiar with our interfaces from current consumer products. In addition, our learning

approach does not rely on the teleoperative interface, so as systems are developed that address the

correspondence issues discussed above, they can be incorporated into our framework.

1.3.2 Learning Approaches

Having sidestepped issues of correspondence, we focus on the learning algorithm itself. Given ap-

propriate data, we need to specify how the control policy is actually estimated. While there are

many possible methods, we choose to attempt to learn the robot control policy using Direct Pol-

icy Approximation (DPA) techniques [118]. Taking the policy as a mapping between perception

and action spaces, we seek to form an approximation of it directly from the data.

An alternate approach would be to apply reinforcement learning and use the demonstrations

to place constraints on an underlying latent reward signal that the user is assumed to attempt to

maximize. Sometimes called Inverse Reinforcement Learning (IRL), there are several techniques

that can be used to find a policy that maximizes this discovered reward in the case where the reward

is linear with respect to observable features [95]. An advantage to using RL techniques is that

by modeling the reward function directly, robots can learn to outperform their demonstrators, in

terms of that reward. Ideally, the learned reward function captures the desired task, and the task

performance itself is also improved.

Within DPA, one approach is to take as known a parametric model of the task, and estimate the

parameters that best fit a user’s demonstration. Model approximations may be dealt with by learning

additional higher-level task-specific parameters [13]. However, when learning unknown tasks models

are, by definition, unavailable. Further, unknown tasks may have unknown or unlimited parameter

spaces. We therefore instead use nonparametric non-linear approximation techniques, in an attempt

to place fewer restrictions on the form of policies that can be learnt from demonstration. Specifically,

they need not be linear in the perceptual features, or conform to a known parametric model.

1.3.3 Data Collection

We chose an incremental approach to the collection of training data, noting that it is often difficult

to determine, in advance, what data will be sufficient for learning. For a given task, it may be

that portions of the task are harder to learn than others, and thus require more data to learn, in

that multiple demonstrations, each slightly different, may be required for sufficient generalization

over perception-action space. This difficulty may arise due to the particular combination of task,

platform, and learning, and be impossible to predict without a thorough understanding of all three.

In a traditional batch data collection scenario, all data is gathered before learning. However,

without the full understanding of the complete system, we must rely upon user intuition as to

which parts of the task require more data. In addition to the danger that the resultant dataset
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is lacking necessary information, it could also contain extraneous points as well. This additional

data is wasteful twice over, as the user must first spend time generating it, and then wait while the

learning system processes it before the robot is usable.

To generate only sufficient and necessary data, we could instead build up the training dataset

incrementally, evaluating the learned policy repeatedly along the way. The idea is that by observing

the learned performance, the user can target additional data on the parts of the policy that are not

yet learned, while not demonstrating the parts that are. The training paradigm then becomes a

series of “demonstrate, train, test” cycles, where the user gathers data, then the learner processes,

and the user uses an evaluation of the (updated) policy to guide their next demonstration. Such an

approach could result in smaller overall datasets that are targeted with respect to the desired task

and lead to reduced learning times.

In the extreme, a learner could update their learned policy after each datapoint is generated. If

the policy update technique operated as fast as the data generation system, learning would occur

in realtime, and the learner would be ready to use as soon as demonstration ended. The resulting

dataset would be targeted in the sense of incremental generation, and also eliminate the wait asso-

ciated with processing. The time it takes to develop a fully autonomous policy using this approach

may thus be less than in both the batch and incremental frameworks. We call this method of data

generation interactive training, or tutelage.

For tutelage to take place, inference, or the policy update stage, must be as fast as or faster

than data generation. Therefore, we initially focus on incremental learning techniques that build up

learned policies by considering each data point in turn. Given a current policy estimate π̂t, we want

an approach that updates it using only the next datapoint xt+1 to produce a new policy estimate

π̂t+1. We could also use batch learning and learn the complete policy anew after each datapoint is

generated, if the full processing is fast enough. As computational hardware develops and improves,

we expect that more processing will be possible while retaining realtime interaction.

Tutelage Concerns

As mentioned, we use a teleoperative interface to directly control the robot to perform a task and

avoid correspondence issues. Providing more demonstration data during tutelage then involves

taking over physical control of the robot. Interacting with the learned autonomy in this manner can

be seen as a form of sliding autonomy [40], where the degree of autonomy of the robot is controlled

by the user. In particular, during demonstration the autonomy of the robot is shut off entirely, as

the user makes all of the actuation decisions. An alternative would be to allow mixed autonomy,

where the learned system’s outputs still effect the robot’s behavior in some fashion.

Another concern is that simple observation of the robot’s behavior may not include enough

information to guide the user in creating more demonstration data. Specifically, the user may be

aided by feedback as to what the robot has learned [25]. By revealing the internal state of the

learner, for instance, a teacher can more accurately understand what errors are being made [38].

Alternatively, the learner can report a confidence score, indicating how sure it is that it has learned
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Figure 1.4: An illustration of mixed-initiative control. While control of the physical robot is shared
between the user and learning system, only one has command at a given time. Both parties have the
ability to take or give control to the other, as they deem necessary. If both attempt to take control
at the same time, an arbitratory process decides who gets it. Likewise, if neither wants control, a
default controller may take over.

the policy correctly, for a particular state, or overall. Such confidence measures can be used to

prompt the user for more demonstration, in a form of active learning [43].

This dissertation provides a framework for robot tutelage that incorporates Mixed-Initiative

control (MIC) for performing aspects of both sliding autonomy and active learning [3]. Illustrated

in Figure 1.4, MIC enables both the user and the learned autonomy to take and give control of the

physical robot based on their confidence in their policy. When the autonomous system’s confidence

is low, it gives control to the user (active learning). Conversely, the user can take control away

from the autonomous system (sliding autonomy) to provide corrective demonstration. Likewise, the

autonomous system can take control, and the user can give control when desired. If both the user

and the autonomy want control of the robot, arbitration between the control signals is necessary.

Arbitration can be as simple as a “higher wins” multiplexer, or as complicated as control fusion [97].

1.3.4 Multimap Policies

The decision making control policies themselves can take many forms. Viewed as a mapping π(ŝ)→ a

from perceived state ŝ to action a, we concern ourselves with the two possibilities shown in Figure

1.5. In a univalued mapping (unimap), each perception leads to a single actuation that should be

performed, although multiple perceptions can lead to the same actuation. A multivalued mapping

(multimap), in contrast, allows for there to be multiple correct actuations associated with a single

perception. Again, multiple perceptions can map to the same (sets of) actuations. Additionally, in

both situations, there may be actuations that are not associated with any perception.
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(a) Unimap (b) Multimap

Figure 1.5: The two forms of mappings from precepts {1 2 3 4} to actions {A B C D E} that we
are concerned with for control policies. The only difference in the diagrams is the line from 3 to C
in the multimap case, resulting in the highlighted multimap scenario. Correspondingly, multimaps
allow multiple actions to be mapped to by a single perception, while unimaps allow for only one. In
both, some actions {B} may not be mapped to at all.

Actually learning the mapping from collected data D = {ŝi,ai}, i ∈ 1 : N is an example of

regression, or learning the relationship (π) between independent (ŝ) and dependent (a) variables.

However, as discussed above, we do not assume a known parametric model for π, nor do we assume

a linear relationship between ŝ and a. In this case, both parametric and linear regression techniques

are inapplicable, and we instead consider nonlinear, nonparametric approaches. A common approach

is to model the observed data as corrupted by noise, perhaps Gaussian, as in

a = π(ŝ) +N (0, σ2)

Other noise models are possible, and may be appropriate for different settings. Putting this model

in distributional terms, we can define the likelihood of an action being associated with a given

perception as

a∗ ∼ P (a|ŝ) = N (π(ŝ), σ2) (1.1)

Performed actions, a∗, are drawn from this distribution by the demonstrator or learned controller.

To estimate π with this model, a Gaussian distribution is fit to the observed actions for a given

perception. Computationally, they are averaged together to estimate the mean of the correct policy

output distribution; we ignore here the calculation of σ2. This approach to policy learning, as most

other standard regression techniques, makes the assumption that there is one correct output for a

given input. In other words, it performs unimap regression, and uncovers a unimap policy. To

see this assumption, consider a multimap policy under which π(ŝ′)→ [a1 or a2]. The above model,

when queried with ŝ′ will return from N (a1+a+2
2 , σ2), assuming that both observed outputs are

noise-corrupted versions of the true target.

The unimap assumption is equivalent to assuming that the policy is Markovian, or that the

current state estimate contains all the information necessary to determine the correct action to

perform. However, in many control policies the Markovian assumption is false, due to hidden state.

By hidden state we mean state information about the world that is necessary for choosing the
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appropriate action, but is not present in ŝ. The hidden state itself can be physical, and not detectable

by the robot’s sensors, or mental, that is, latent in the demonstrator. Due to the resulting lack of

knowledge, two perceived states may appear the same, but correspond to different true states. If

the true states require different actions, the resulting mapping is a multimap.

In a multimap, the underlying distribution of actions given a perception is multimodal. If there

is no noise, there is an impulse at each possible output. Compare this with the unimap case, which

has a single impulse at the correct output. When corrupted by Gaussian noise, the unimap’s single

impulse becomes a Gaussian distribution, while the multimap scenario results in instead a mixture

of Gaussians, one for each possible output. Note that the noise model has not changed, it is still a

single Gaussian, which becomes multimodal when convolved with a multimap policy. The resulting

model is thus:

a∗ ∼ P (a|ŝ) =
1
Z

K∑
k=1

N (πk(ŝ), σ2) (1.2)

where πk(ŝ) are the K possible actions for this perception and Z is an appropriate scaling factor.

For DPA, we must then fit a multimodal distribution to the observed data, and one issue that must

be addressed is how to determine K.

The above described multimap scenario is exactly that of perceptual aliasing [152], where

perceptually similar states require different actions. One approach to dealing with multimaps is

to redefine the state space so that the Markov property holds, and thus unimap regression can be

applied. This redefinition can often be accomplished by considering a history of previous perceptions

in addition to the current one [16]. However, there is then the question of how much history to

consider. In addition, each additional history step increases the dimensionality of the perception

space, which can then lead to both data sparsity and data storage problems.

Alternatively, we can operate with the multimap itself, and estimate K directly. For example, in

RL, Partially Observable Markov Decision Processes (POMDPs) deal with hidden state explicitly by

modeling the connection between true state and perceived state via an observation mapping [148].

The agent then uses observations to update a belief of the true state, and learns a policy from beliefs

to actions. To determine K, algorithms such as U-Tree [88] discover perceptually aliased states and

expand the belief space.

A different approach is to break the policy itself into subpolicies or subtasks, each of which is

Markovian. Again, unimap regression can then be applied at the subtask level, and the subtasks

ordered or combined to accomplish the overall task. In a distributional view, each of the subtasks

would be one of the πk. Estimating K can be performed by any technique that performs model

selection in a multimodal distribution [65].

In addition to hierarchical tasks, multimap policies are also related to the issue of feature selec-

tion. Specifically, the existence of a multimap indicates that necessary features are missing. Thus,

their presence could be used to guide feature selection systems. If a multimap occurs, new features

must be added to render the underlying policy un-aliased. Conversely, if the removal of a feature

does not result in a multimap policy, then the feature is not needed for control.
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Returning to our approach, recall that we assumed that the perceptual process of the robot

provides enough information to decide the desired task. In fact, our teleoperative interface seeks

to ensure this assumption. The existence of multimap policies then would indicate that this is not

the case as by definition necessary information is missing. This information must then reside in

the user’s mind, possibly due to advanced perceptual processing, the use of memory, or additional

task-specific knowledge. It is the purpose of multimap regression to uncover not necessarily what the

information is, but how it affects the observed outputs. That is, we do not seek to learn a statement

such as “The demonstrator has a latent variable named V that takes on the values v1...vn,” but

rather one such as “The demonstrator has a latent variable, and for some of its values we observe

the action a1 and for others we observe a2 associated with the perception ŝ”.

Finite State Machines

We chose to view the policy as composed of subtasks and model it as a Finite State Machine (FSM),

where the overall task is composed of one or more subtasks, each of which can be composed of more

subtasks, etc. Without loss of generality, we consider here only FSMs whose subtasks are Markovian,

as any hierarchical FSM can be “flattened” to a single level. Learning a full FSM from demonstation

can be broken into three steps, as depicted in Figure 1.6a:

1. Learn the number of subtasks. (model selection)

2. Learn each subtask’s policy. (policy learning)

3. Learn to transition between subtasks. (transition learning or action selection)

An optional additional step is to improve the policy past that of the demonstrator, which can be

performed at both the subtask and total policy level.

Each of these steps corresponds to a portion of using the model in Equation 1.2, as annotated

below. Step 1 is the estimation of K, Step 2 is the learning of the individual πk, and Step 3

indicates which of the K possible actions should be returned. As written, this equation simply

samples stochastically from the full multimodal distribution.

Techniques already exist for performing some of these steps, given certain portions of the full

FSM. For example, our discussion above on unimap regression highlights one approach to Step 2

[58]. Similarly, other techniques can be used to learn the individual subtask policies [95], but they
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(a) Full FSM learning (b) Transition learning (c) Policy learning (d) Multimap Regression

Figure 1.6: (a) The three steps in learning an FSM: Learn the subtasks (boxes), their policies (let-
ters), and the transitions between them (lines). Dashed lines and question marks indicate unknown
quantities. Previous work has learned transitions given policies (b), or policies given transitions (c).
We propose to perform both model selection and policy learning with multimap regression(d).

all require that the data already be separated out by expert. Alternatively, given the subtasks, the

transitions between them can be learned by establishing pre and post conditions for the execution of

each one [96] (Figure 1.6b). Or, by assuming a known task decomposition it is possible to allocate

data and learn the subtask policies themselves [130] (Figure 1.6c).

Approaches to Step 1 are rarer, and such an approach is one of the primary contributions of

this dissertation. Specifically, we approach both Steps 1 and 2 directly (Figure 1.6d), by treating

the policy as a multimap and using an infinite mixture of experts to automatically determine the

number of subtasks, assign data to them, and learn their policies. Techniques for Step 3 could then

use these learned subtasks and infer the required transitions for complete FSM learning.

1.4 Dissertation Overview

We claim that a current significant challenge on the path to autonomous, multi-purpose robots is

that of HRPT, transforming control policies latent in users’ minds into forms that can be computed

by robots. Traditionally, HRPT for autonomous policies is done by explicitly coding the policy, but

robot learning, and LfD in particular, may represent an approach that enables more users to develop

satisfactory control policies in less time. A long term goal of this work is to enable non-programmers

to transfer policies at levels comparable with those transferred via coding. For example, imagine a

user purchasing a team of robots, demonstrating how to play soccer in one form or another, and

having the robots be able to play competitively against a hand-coded team using the same strategy.

Our first hypothesis is thus:

Hypothesis 1: Assuming a platform capable of performing a particular task, robot

tutelage using standard regression is a viable method for HRPT for that task, and

can result in policies on par with their coded counterparts in terms of action error

and task-specific metrics.
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(a) Human demonstration (b) Learning (c) Autonomous execution (d) Further tutelage

Figure 1.7: Use of Dogged Learning. The user first demonstrates the behavior (a) while real-time
learning approximates the underlying policy (b). Upon observing autonomous execution of the
estimated controller along with feedback from the learning system (c), the user can chose to provide
additional tutelage (d).

To test this hypothesis, we have developed the Dogged Learning (DL) framework, the use of

which is depicted in Figure 1.7. Robot sensor-action data is gathered as a human teleoperatively

controls it to perform a desired task. Real-time learning updates the robot’s learned autonomy as

the demonstration takes place and reports a confidence rating. The user can, at any time, stop

demonstrating and the robot’s autonomy will take over and perform the task as learnt. Further

demonstration can be given as desired by the user, and even asked for by the robot.

Using standard sparse incremental regression techniques (Locally Weighted Projection Regression

[149] and Sparse Online Gaussian Processes [42]), we train a Sony AIBO on a variety of soccer related

tasks, including the goal scoring and goalie behaviors shown in Figures 1.8 and 1.9. The goalie

behavior is successfully approximated, as are portions of the goal scorer. However, the complete

scoring behavior is not learned, due to issues of perceptual aliasing, but an alternate formulation

that avoids perceptual aliasing is. From these experiments we conclude:

(a) Seek (b) Trap (c) Aim (d) Kick

Figure 1.8: A finite-state-machine control policy for robot soccer goal scoring, learned herein. A
multimap scenario occurs in (c), when the robot cannot detect the ball’s location. It is then unsure
if it should seek the ball (a), or kick to score (d).
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(a) Search (b) Lock (c) Block (d) Clear

Figure 1.9: The goalie behavior. Not a multimap, thus it is learnable using standard regression.

Conclusion 1: For unimap controllers without perceptual aliasing, standard re-

gression can infer control policies from interactive learning from demonstration that

perform comparably to their demonstrator. However, the same techniques are unable

to learn multimap policies.

To more generally address the issue of hidden state in demonstrated control policies, we use

multimap regression. Casting policies as FSMs, our approach addresses both the issue of model

selection and policy learning simultaneously. That is, we assume that the data is generated by a

collection of lower-level subtasks, each of which is Markovian, that are switched between to perform

the overall task. Looking again at Figure 1.8, this policy cannot be learnt with unimap regression,

as knowledge of which subtask to perform is not perceived by the robot. We aim to estimate both

the number of these subtasks and their individual control policies from unsegmented data, and thus

hypothesize:

Hypothesis 2: From unsegmented demonstrated multimap data, an infinite mix-

ture of experts approach can automatically infer a number of subtasks, and their

individual policies, that can then be used to reperform the demonstrated task at a

level unobtainable with standard unimap regression.

We developed the ROGER (Realtime Overlapping Gaussian Expert Regression) model, which

consists of an infinite mixture of experts, where each expert is a hypothesized subtask. Inputs for

each expert are assumed to come from a Gaussian in input space, and outputs are generated from

sparse Gaussian process regressors. The number of experts that contribute to the model (K in the

above notation) is determined by the Chinese Restaurant Process, an incremental procedure for

producing sequences of numbers, where common ones become more likely, but there is always the

possibility of producing a new number (or expert) [140].

When applying ROGER to the multimap goal-scorer of above, we discover a number of experts
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and their policies that when switched between appropriately have been shown to perform the overall

task. In our current system the learned controller is not as good as the demonstrator, but these

residual errors may be due to simplifying assumptions made in both our model and implementation.

Future development may improve results, and we thus conclude:

Conclusion 2: Multimap data from an FSM robot controller can be automatically

partitioned into subtasks using incremental multimap regression. The resulting sub-

tasks can be used to replicate the controller at a level beyond that of one learned

with standard regression.

As an example of the limitations of the current system, we only currently consider Gaussian

distributions in input space, and require that all experts share the same parameters. Further, we

point out that ROGER only addresses two of the three steps to learning complete FSMs. In our

experiments we used a coded switcher to select the appropriate expert for execution when performing

the task. To improve its usefulness, ROGER will need to be combined with an approach to learning

the transitions between experts themselves.

1.4.1 Contributions

In pursuing this research and answering these hypothesis, we make two major contributions to the

field of robot learning:

1. Dogged Learning (DL): An architecture for interactive, mixed-initiative robot

lifelong learning from demonstration for unknown tasks.

2. Realtime Overlapping Gaussian Expert Regression (ROGER): An incremental

multimap regression algorithm suitable for robot tutelage.

The Dogged Learning architecture incorporates ideas of interactive learning, mixed initiative

control, feedback, transparency and confidence for RLfD. Further, it has been designed to be ag-

nostic, allowing different possibilities to be instantiated for the platform, demonstration interface,

learning algorithm, and even arbitration scheme. The complete system and our developed modules

are available for general academic use.

Using DL, we can perform direct comparisons between different possibilities by switching one

module and holding the others constant. For example, we have been able to directly compare

different learning algorithms for use on the same platform and task. While we only tested statistical

regression techniques, the methodology itself is abstract and can be used with other forms of learning.
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ROGER has been developed to address a need for learning multimaps. From our initial exper-

iments, we concluded that perceptual aliasing causes multimaps, and the resulting control policies

cannot be learned with standard unimap regression. Available techniques for learning tasks com-

posed of subtasks rely on some prior knowledge of the task structure, such as subtask policies or

transition locations. By learning multimaps directly, we seek to enable the learning of FSM-style con-

trollers without the need for this information. ROGER is designed to be used in the DL framework,

and thus is incremental and sparse.

Again, our long-term goal is to enable non-programmers to instantiate robot control policies at

the same level of expertise as programmers. While the work presented here is a step on that path,

this goal has still not been attained as our approach is not a method for complete FSM learning,

as in Figure 1.6a. However, as we can now provide the subtasks and their policies, it is possible

that techniques for doing transition learning, as in Figure 1.6b, can be combined with our approach

to achieve full FSM learning. Additionally, our current work assumes that the demonstrator is a

source of correct (even optimal) data, from which our system generalizes to new situations. However,

demonstrators, and human demonstrators in particular, are not perfect, and often make errors, or

suboptimal decisions. Extending our methodology to incorporate both positive and negative rein-

forcement may allow learners to leverage higher goal-directed information, and learn to outperform

the demonstrator themself, or learn policies not performable by the demonstrator at all.

1.4.2 Outline

This chapter introduced the dissertation and situated the work with respect to the greater robotics

community. Chapter 2 expands on some of the related work in Robotics, Machine Learning and

Human-Robot Interaction. Chapter 3 describes our first contribution, Dogged Learning, and pro-

vides implementation details. Chapter 4 describes our second contribution, ROGER, and reviews

related approaches to regression. We present our experiments in Chapter 5, demonstrating that

tutelage and regression can be used to teach unknown tasks to robots without explicit coding. How-

ever, certain FSM control policies are not learnable with unimap regression, so we use multimap

regression to infer a number of subtasks and their policies from unsegmented data, which can then

be leveraged to perform the original task. In Chapter 6 we discuss the advantages and limitations

of our current system, lay out directions for future work, and conclude.



Chapter 2

Background

Computers today exceed human intelligence in a broad variety of intelligent yet nar-

row domains such as playing chess, diagnosing certain medical conditions, buying and

selling stocks, and guiding cruise missiles. Yet human intelligence overall remains far

more supple and flexible.

Ray Kurzweil, The Age of Spiritual Machines, 1999, page 2

We argue that one method for achieving greater flexibility in what tasks robots perform, how

they do them, and more generally how control policies are instantiated, is to improve robot learning

from demonstration. In our pursuit of better RLfD techniques, we heavily overlap with research

in the fields of machine learning and human-robot interaction, which address, respectively, how a

control policy is inferred from data, and how the data itself is gathered from humans. In this chapter

we survey related previous work from these two areas and also from the area of robotics, specifically

different techniques for representing and instantiating control policies.

2.1 Robot Platform

A robot’s interaction with the world can be framed as control loop, as in Figure 2.1, where informa-

tion flows from the environment, through sensors and perceptual processing, to the robot’s decision

making capabilities. Once an action to perform has be determined (in some fashion), it is transmitted

back into the environment, via actuational processes and the effectors themselves. Within this loop,

our primary concern is with decision making, how information extracted from the physical world is

mapped by the robot into actions. We call this mapping the robot’s control policy, π, but before we

discuss the various forms and abstractions that can be used to define policies, it may be useful to

examine the possible computational architectures in which they may be embedded. To some extent,

these choices are less important than those of the robot’s embodiment, discussed in Section 1.1.1

and displayed on the left of Figure 2.1, as suitably designed interfaces should enable any policy to

operate the embodiment through any architecture. However, in practice, different architectures lend

22
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Figure 2.1: The basic robot control loop. Sensors and effectors, part of the robot’s physical em-
bodiment, interact directly with the environment. Decision making, embedded in a computational
architecture, performs task-specific control. Perception and actuation, which may be either com-
putational or embodied, transform data to and from the space of decision making, while reflexes
bypass decision making all together. If perception and actuation do not exist, decision making occurs
directly in the raw sensor and effector spaces.

themselves more easily to some policies than others, and the choices for embodiment, architecture,

and decision making can all be interrelated.

We focus now on the computational portion of the robot, on the right of Figure 2.1. At the

lowest level of the architecture, where it interfaces with the embodiment, is the actual computing

hardware. Limiting ourselves only to modern electronic, digital computers, there are multiple options

that have been used for robot “brains,” such as standard consumer machines, custom-built boxes,

or single-board computers. Each of these choices has associated with it additional options, such

as the address-size (32 or 64, for example), memory size, ports, etc. If no consumer system is

appropriate, perhaps due to required interfaces or desired capabilities being lacking, custom-made

systems, designed from the chips up, may be used as well.

On top of the hardware runs the robot’s operating system (OS). By this we mean not only the

OS that runs the hardware, but also the “environment” in which the control program runs, if it

is separate. Again, options abound, and choosing one can limit the capabilities of the robot, or

the pool of developers. Standard OSes may be appropriate as is, although for robotics realtime or

custom variants such as QNX1 or Robobuntu [84] may be necessary. There have also been some

extensions developed specifically to ease the creation of robot control policies that can then be used

on multiple robots, such as Microsoft Robotics Developers Studio2 and ROS [109]. The latter is an

open source effort, designed to enable researchers to develop reusable modules. Alternatively, some

robots, such as our Sony AIBO, have proprietary systems3, which require special development tools.
1http://qnx.com

2http://msdn.microsoft.com/en-us/robotics/default.aspx

3The AIBO’s is OPEN-R: http://www.aibo.com/openr
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The data flow through the lower levels can put limits on the framework that is used to define

control policies. For example, some robot systems may be push-driven, where changes in sensors

are sent directly to the control system. The robot controller would then have to have a set of

appropriate interrupt handlers, and possibly a main computation loop that incorporates information

from multiple readings. An alternative is to have a pull-based architecture, where sensor readings

are not generated until the control system requests it. The control system then has to explicitly

poll the sensors to get inputs. The output side of the equation can be similarly split, with effectors

requiring updates and interrupting to obtain them, or only reacting to sent commands. Hybrid

approaches can blend these two extremes, where perhaps some portions of the robot are interrupt

driven, and others not.

For this work, we have designed Dogged Learning to abstract away the robot’s embodiment and

computational architecture, and focus on the control policy itself. However, it is within the chosen

robot platform that the control policy must exist, building on top of all the previous design decisions.

The plethora of choices that have to be made up to this point can contribute to the difficulty in

replicating results in robotics research, and reusing previously developed systems. Particularly, in

our area of research, individual learning systems are often tied closely to their robot’s physical

embodiment, computational architecture, and possibly the specific tasks it performs as well. It then

becomes troublesome to reproduce results that were obtained on different systems, or even transfer

approaches to new robots. Careful use of abstraction and the adoption of standards could alleviate

this problem somewhat.

2.1.1 Perception and Actuation

In addition to the raw sensors and actuators of the robot, our control loop in Figure 2.1 allows for

perception and actuation processes that are independent of decision making. These processes are

responsible for transforming data from the low-level representation of the underlying hardware to a

higher-level representation suitable for decision making. Examples include vision systems that turn

raw camera pixels into objects or faces, or Proportional-Derivative-Integral controllers that turn

desired positions into motor torques. Note, that these processes can be instantiated either as part

of the embodiment (in hardware) or computation (software).

Theoretically, it is possible to make policy decisions based only on the raw data, without further

processing, as all the necessary information is, by definition, present. Practically, however, perception

and actuation processes are used to simplify controller development. Bear in mind that using

these processes can unintentionally bias decision making, by making some control policies easier to

instantiate than others. Perception acts as a feature selection system, removing some data from

consideration while highlighting others when making command decisions. Likewise, actuation can

be seen as providing motor primitives, making some actions easy to perform while forbidding others.

While any connection between perception and actuation is technically a form of behavior, or

decision making, we distinguish between those that are built into the robot, and those under the

control of the (learned) autonomy. Those built in can be seen as connecting perception directly to
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actuation, bypassing the decision making component of the system entirely. These couplings are

therefore similar to reflexes, in that the control policy cannot effect them, although it can leverage

them in its activities. Inverted pendulum robots, for example, often have built in balancing reflexes,

which navigation utilizes by shifting the center of mass of the robot, instead of directly driving

the wheels [78]. The reflexes themselves can be implemented computationally, as separate running

processes or subroutines, or in the embodiment itself, with circuits and physical connections.

2.2 Decision Making

Conceptually, the act of controlling a robot can be divided into three stages: Sense, when new

information from the environment is detected; Think, when computation is performed; and Act,

when signals are sent to the actuators. The actual order and manner in which these stages take

place defines the form of the robot’s control policy, or the robot control architecture that is used to

implement it. We distinguish this from the model of the control policy, which is how the decision

making process itself is conceived. While we consider the two aspects in isolation, the choice of one

can effect the choice of the other.

2.2.1 Policy Form

We discuss four main forms of architectures for robot control policies, as shown in Figure 2.2. When

choosing one to use, a major concern is the amount of time between when something is sensed and

appropriate action is taken. Generally, as more time is spent processing, more in-depth ramifications

of possible actions can be considered. However, increased delay means that the environment may

have changed in the meantime, rendering the processing moot.

Deliberative Controllers

Policies that search over possible outcomes are termed deliberative policies, referring to the fact that

the robot considers many possible actions and deliberates on which is best. Shown in Figure 2.2a,

policies of this form collect data from the world, process it all, and then generate actions to perform.

These approaches are typified by long computational times, and thus may be inappropriate for highly

dynamic situations. Because decisions are made by considering all of the possibilities and using all

available data, deliberative systems are sometimes said to be examples of “top-down” control.

Planning is one form of deliberative control, where the robot precomputes an entire sequence

of actuations to achieve its goal [77]. To do so, a robot may build a precise model of the world,

in the form of a map [142], which it can then use for both for navigation and localization, as in

SLAM (Simultaneous Localization and Mapping) [120]. The main advantage of deliberative policies

is that they can consider long term effects of actions, and formulate control that will optimize desired

features such as travel time or energy use. That is, they can often “think their way out of” difficult

situations. Consider navigation, where loops and hazards in the environment may make getting to
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(a) Deliberative (b) Reactive

(c) Behavior Based (d) Hybrid

Figure 2.2: Various forms that a robot control policy can take. Deliberative policies (a) can de-
termine global strategies, but may not be able to deal with highly dynamic situations. Reactive
controllers (b) make the opposite tradeoffs, responding rapidly but with minimal processing. Shown
is a subsumption controller, where higher-level reactions subsume on lower level ones. In a behavior
based architecture (c), the final policy emerges from the combination of multiple behaviors. Hybrid
controllers (d) use deliberation to select reaction.

a goal location difficult. A deliberative system is able to avoid these trouble spots by planning a

global path. Being able to determine it, however, requires accurate models (both of the world and

the noise in it), and sufficient processing time.

Reactive Controllers

At the other end of the computation time spectrum are reactive controllers, which attempt to

minimize the “think” portion of the cycle. In this dissertation, we seek to learn reactive policies,

where the estimated state of the world is translated directly into robot action, without planning

or deliberation. Such policies can be viewed as direct couplings between perceptual variables and

actions, where what is immediately observed directly and completely determines the action taken

[74]. As computation time is minimized, reactive controllers are more suitable for highly dynamic

situations, when the environment changes rapidly. However, as they do not consider the global

situation, they can get stuck in sub-optimal behavior. In the navigation task above, a reactive

controller, returning to the same location via a loop in the environment, will perform the same

action as it did before, and may get stuck infinitely looping.

Reactive controllers are very similar to the reflexes discussed above, as both directly connect

sensing to acting. We therefore again distinguish between capabilities that are built into the robot,

and those that are being actively developed for performing some task. The line between the two

is ambiguous, and can be drawn in different places by different researchers, or even by the same

researcher in different cases. For instance, our robots have LEDs that indicate the status of various

parts of the robot (battery level, wireless reception, etc). These behaviors were not built into the
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robot, so we had to develop them ourselves. However, as they are not relevant to the tasks we

are concerned with learning and are not accessible to the controllers, we consider them reflexes. If,

instead, they were part of the behavior that we were trying to teach, and the control system had

access to the LEDs, we would consider them part of decision making.

As one reactive controller represents a direct coupling from preception to actuation, a collection

of reactive controllers represents a set of possible reflexes. To choose between them, they could be

arranged hierarchically, as in Figure 2.2b. The result is a subsumption architecture, where higher-

level reactions subsume on lower-level ones, modifying their inputs to generate desired outputs [26].

As the overall policy is then built out of a collection of individual reactors, each of which relies on

those below it, subsumption architectures are often said to be designed “bottom-up.”

Behavior Based Controllers

Another way of looking at a collection of individual controllers is to treat each as an individual

behavior. Acting at the same time, the overall policy itself then emerges from their interaction [11].

Again, a method for choosing the actual action taken from among the proposals from all behaviors

must be included, as in Figure 2.2c. Two possibilities are arbitration, where one behavior is given

control, and fusion, where the multiple outputs are merged to create a new one. Note, that the

subsumption architecture described above is one particular choice of behavior output combination.

Because the overall robot behavior is broken into multiple, parallelly active, components, behavior

based forms of control policies are well suited to distributed systems. Each behavior could be in a

separate thread of computation, possibly on a different processor, and would receive inputs from the

sensors it requires, and send outputs to the combiner. The entire robot controller would then result

from the asynchronous communication between components.

Hybrid Controllers

In a behavior based architecture, it is possible for the various behaviors to operate on different

timescales. In the extreme, one behavior could be a deliberative planner, while another in the same

robot can be reactive reflex. The result would then be a hybrid controller, which attempts to combine

deliberation and reaction to get the advantages of both without their disadvantages. Another type

of hybrid controller is a Three-Layer Architecture (3LA) [51] where a sequencing component uses

the plan from deliberation to chose reactive controllers to execute, as shown in Figure 2.2d.

The resulting controller can be the best of both worlds. The active reactive component handles

the rapid dynamics of the environment, while the deliberative component plans the overall behavior.

Such a setup has been used in autonomous vehicle navigation [121], where the reactive controller

handles low-level issues like staying on the road and avoiding unforeseen obstacles, while the planner

sets the overall trajectory to reach the goal location. Separately, the two components may not be

able to accomplish the task efficiently, or at all. For example, the reactive controller alone might

get stuck in cul-de-sacs and be unable to navigate around them, while the deliberative component

would be unable to adjust to a deer darting across the road.
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2.2.2 Policy Model

Separate from the instantiation of the controller is the computational model used to describe it.

As an example of the distinction between the two, consider a controller for a mobile manipulation

task. The same controller can be implemented in multiple ways, in, for instance, a subsumption,

three-layer, or behavior based fashion. If the world is sufficiently static, a deliberative architecture

could be used as well. However, all the different possible implementations would behave the same

and can furthermore all be described, abstractly, using the same model, such as a decision tree.

Models are then in some sense equivalent, and the choice of the particular one used for a given

controller can be made to ease analysis or implementation, or highlight certain aspects of the control

policy. We will examine two models here: Markov chains which directly map states of the world

to actions, and finite state machines, which break the overall task into subtasks. In our discussion

of how the issue of multimap control policies manifests itself in each, we will take Ŝ to be the set

of states that our robot can detect, and A to be the actions it can perform. The evolution of the

world is given by P = P (ŝt+1|at, ŝt, ..., a0, ŝ0), the probability of the robot observing ŝt+1 given

its complete history of perceptions and actions. The corresponding robot control policy is then

π = P (at+1|ŝt+1, at, ŝt, ..., a0, ŝ0), the distribution over actions to perform. For generality we have

described the probabilistic case where full history matters, but other models, such as one with a

completely deterministic P and π, could be used as well.

Markov Chain

A Markov Chain (MC) simplifies our above model by making the Markov assumption, that all nec-

essary information about the world is contained in the current state. This assumption is equivalent

to saying that history is not relevant, or that P = P (ŝt+1|at, ŝt) and π = P (at|ŝt). A policy then

only considers the current state when choosing an action, and for discrete state and action spaces

can be stored as a table, of size |Ŝ| × |A|, assuming that enough memory is available. If memory

is insufficient to store π, or if states and/or actions are continuous, other representations such as

approximate functions may be necessary [133].

Often, Markov chain controllers are the result of learning in a Markov Decision Process (MDP),

where in addition to the states, actions, and transition function, there is also a reward mapping

that associates scalar rewards with every state of the world, or state-action pair. Learning the final

control policy involves finding the policy that maximizes reward, and is thus an example of reward-

based learning as will be discussed in Section 2.3.1. In keeping with the literature, we will discuss

variations in MC controllers in terms of the MDP variants from which they derive.

The basic MDP and MC models as described deals with noise in the performance of an action by

having a distribution over the next state of the world. That is, if the robot executes a walk forward

action, the chance that it might actually move sideways, or not at all, is reflected in P . Likewise,

noise in the perception that leads it to decide to walk is handled by having a probabilistic policy.

For a given state, the possibility that the robot is actually in another state and should perform a

different action is captured in π. This distribution also deals with situations where, in a given state,
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the action that should be performed is uncertain. These cases are examples of perceptual aliasing.

Another approach to uncertainty in sensors, and one that directly considers that states may

be perceptually aliased, is that of Partially Observable MDPs (POMDPs) [71]. This abstraction

considers that there may be differences between what the robot perceives, ŝt, and the true state

of the world, st. This difference is modeled with an observation function that maps perceptions to

distributions (or beliefs) over true states, O(ŝ)→ b = P (s). Decisions are then made with respect to

b, instead of ŝ. To do so, the transition function P must be over true states as well, so the system can

propagate its belief forward. When two true states require different actions, but are both perceived

the same, the observed mapping between perception and action would be a multimap.

Consider a robot in a room with a box, where a human enters and places an object in the

box, and once the human leaves the robot needs to perform some action depending on the box’s

contents. In the MDP model, the robot cannot perceive the contents of the box, and a MC policy

from perception to actuation would have to have the same distribution no matter what the contents.

Even though the robot watched the box being filled, once the box was closed the robot would not

be able to determine an appropriate action. Using a POMDP, however, the robot could maintain a

belief about what was in the box, and act accordingly. Another way of saying this is that the robot

explicitly tracks the hidden state, corresponding to what is in the box. To do so, it needs to know

that this information exists, and that it is relevant to the task. A similar effect could be achieved

by expanding the robot’s perception space to include previous observations, without knowing which

parts will be important. Instead of making the first order Markov assumption, this approach makes

an N -order Markov assumption, where N is the amount of history that should be considered. An

issue that then must be addressed is choosing N .

Another technique that can be used to deal with multimaps is to allow actions to be extended

in time [46]. One approach, termed semi-Markov, provides a set of options (O), in addition to the

primitive actions (A) [135]. Originally designed to allow for the simplification of high-level control,

each option has associated with it its own policy, which takes over control of the robot when that

option is active. For example, a “go to red” option would take control of the robot once activated,

and guide it towards red objects, while a “run from red” option would do the opposite. Both options

could be valid for the same perceptions, but give different outputs. Thus, the control policy for a

given state, st, may be different depending on if an option was selected in the past and is still active.

Again, consider our robot and the box. With a semiMC policy, the robot would activate different

options when it saw the box being filled. These options would be time-extended, and continue to

generate appropriate actions for the robot until they terminated. Thus, when the human left the

room, a content-appropriate action would be performed.

While MCs are closely related to reactive controllers, in that they intrinsically frame the robot

control problem as a direct connection between what the robot perceives and how it acts, semiMCs

can be seen as a move to a hierarchical model. Particularly, the overall policy is now broken into

subsections, or options, which may be mutually applicable in some states. The complete controller

may then lend itself more to being implemented in a behavior based fashion, where each behavior
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is an option and the combiner chooses which should be active.

Finite State Machines

Another hierarchical way of thinking about robot controllers is to model them as Finite State

Machines (FSMs). An FSM can be viewed as a set of K subtasks, with a separate policy for each

one. On top of these policies is a transition matrix that specifies when the active subtask changes.

When a particular subtask (k) is active, its policy (πk) determines the robot’s activity, until the

system transitions to a new subtask [106].

Consider our robot soccer goal-scorer in Figure 1.8, it is an FSM with 4 subtasks: Seek, Trap,

Aim, and Kick. The seek subtask, for example, has a policy that drives the robot to locate and

approach the ball. Once the robot is close enough to the ball, the system transitions into the trap

subtask. Additionally, multiple subtasks’ policies may have different actions associated with the

same perception. For the two mentioned subtasks, this situation occurs when the ball is in the area

in which it can be trapped. The seek controller, if active, would attempt to control the robot to

position it better with respect to the ball, while the trap controller would move the head to initiate

the trap motion. This situation is then a multimap in the overall policy.

In this respect, FSMs at this level are similar to semiMCs. The FSM’s subtasks are analogous to

the semiMC’s options, and the top-level MC would define the appropriate transition matrix, deter-

mining when each subtask should be active. Both abstractions similarly deal with perceptual aliasing

in the present by having different policies, chosen in the past, controlling the robot. However, both

approaches raise questions about how the subpolicies are derived. That is, how are the semiMC’s

options or the FSM’s subtasks chosen? Additionally, how many are there? A difference between

the two models is that in a semiMC, the options are thought of as being primitives, on which the

control policy, the MC, is built. In an FSM, the subtasks are part of the policy itself. These two

possible interpretations parallel to the two ways in which direct perceptual-actuation couplings can

be viewed: as part of the architecture (semiMC options), or part of the policy (FSM subtasks).

Taking the parallel between FSMs and MCs further, if each of the underlying world states has its

own subtask (K = |S|), then the FSM becomes an MC. Essentially, each subtask’s policy’s output

is the output from the associated MC’s policy (πs = π(s)). The FSM transition matrix would then

be equivalent to the transition matrix of the underlying state space, P.

2.2.3 Mapping

The approaches discussed so far represent various methods of instantiating and designing a robot

control policy, and it is often the case that the same policy can be described and developed in multiple

ways. At a higher level, when viewing the control policy from the outside, the exact specifics of how

the computation gets done are somewhat irrelevant. Put bluntly, when observing only the behavior

of the robot, the techniques used to control it may be indistinguishable. No matter what style of

processing goes into determining what is done, all that is observed is that in situation ŝ, the robot

performs action a.
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Taking this view, we argue that at its most abstract, a robot’s control policy is just a mapping,

from perceptual inputs to actuation outputs. Applying this concept to HRPT, what we are seeking

is then a method transferring this overall mapping, π, specifying what the robot should do in each

state of the world that it can detect, from a human. The exact form and model used to describe the

resulting policy on the robot may thus be different from the one used by the user.

2.3 Learning Control Policies

Rather than designing and instantiating a control policy by hand, we are instead interested in

learning the policy from collected data. We here consider two possible methods for generating the

data used. One, reward-based learning or learning from guidance, is to associate a reward, or cost,

with each of the robot’s decisions. Learing is then focused on determining a policy that maximizes

reward or minimizes cost. In the following, we will only consider maximizing reward, as all of

the approaches are analogously defined for minimizing cost. An alternate approach is learning from

demonstration, where examples of the task policy itself are collected, perhaps as trajectories through

the robot’s perception and action space. In this case, learning attempts to estimate (either explicitly

or implicitly) what the goal of the task is, and perform appropriately in novel situations.

Recall that both types of learning are learning a policy that maps perceptual features to actions.

An issue that must be considered is then that of feature selection, or choosing which features to learn

on [146, 62]. This issue is also related to that of hidden state, in that if the appropriate features are

not selected, necessary state may be hidden from the robot. The combination of features and learning

algorithm can significantly ease or complicate learning. In general, with sufficient perception and

actuation processes, simple learning algorithms such as linear or nearest-neighbor regression may

suffice [122]. However, the needed high-level features and motion primitives (such as object identities

and appendage trajectories) may be too closely tied a particular behavior, preventing the robot from

learning other tasks. In contrast, lower-level features and actions such color histograms and generic

grasps may allow for more varied tasks to be learnt, but often have more complicated (e.g. nonlinear)

relationships to the control outputs.

2.3.1 Reward Based Learning

In traditional reinforcement learning, data takes the form of scalar rewards coupled to each state

of the robot, or perhaps state-action pairs. During training, the robot experiences different states

and receives the associated reward. The goal of learning is then to develop a policy that maximizes

the total (discounted) reward [45]. Given a reward function (R(ŝ)→ r), we can state the value of a

policy π as

V π = E

[
N∑
i

γiR(ŝn)

]
where γ is a discount factor and the N ŝ are obtained by following π. The π with the highest value

is the optimal policy, and can be used to control the robot.
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One of the arguments for reward-based learning is that the reward function may be a more

compact representation of the robot’s policy than the actual mapping itself. As such, it may be

easier to specify for a human user. While this fact may be true for states that are clear goals (like

checkmate in a game of chess), other states (particular board positions) are not as easily assigned

scalar values. Doing so is related to the credit assignment problem [21], where it is not clear which

decisions in the past are directly responsible for the current situation.

Assuming that a reward function is given, one approach to learning is value iteration, where the

value function is maximized iteratively, via the Bellman update equations (or temporal difference

learning). Techniques for value iteration exist in both discrete [125] and continuous [107] domains.

If the full value function cannot be stored (as, for example, a discrete table), approaches exist

to approximate it using, for example, proto-functions [83] or a Radial Basis network [134]. An

alternative model is to consider the Q-function, which maps states and actions to expected reward

(Q(S × A) → r), instead of considering the policy as a whole. The optimal policy can then be

derived by choosing the action with the highest expected reward at each state. The Q function itself

can be learned in continuous spaces as well [90].

Rather than learning one of these secondary functions [133], the policy itself can be learnt directly.

Generally termed policy iteration techniques, these approaches formulate a complete policy, test it,

and then change the policies parameters to improve behavior, as determined by accumulated reward.

One technique is to use genetic algorithms [139], where simulated evolutionary processes “mate”

and “mutate” good policies in the hopes of achieving better ones. If the policy’s value function is

derivable, gradient ascent is another choice [130].

While function approximation techniques allow RL to be applied to the continuous domain,

as the state and action spaces of the robot continue to grow, these approaches themselves become

intractable. Hierarchical RL represents an attempt to deal with these growing spaces by decomposing

the overall task into smaller, more easily learnable ones [15]. Doing so directly parallels the shift

from MDPs to semiMDPs, where a top-level MDP can have as actions complete policies in lower-

level ones. Often, the decomposition of the overall task into subtasks is given, and the same learning

techniques are applied at all levels [101].

An issue that arises in RL is that of exploration versus exploitation [85]. That is, once an agent

has a good policy, it must decide whether to exploit this policy for good performance, or explore

alternate actions in the hopes of finding an even better policy. Basic ε-greedy approaches take a

fixed percentage of random actions, to always explore other possibilities [56]. However, this choice

can lead to degraded overall performance, since the final learned policy needs to account for the

possible catastrophic effects of these random actions. Alternatively, simulated annealing decreases

the percentage of exploratory actions over time, but ends at a policy that has none. Additionally, as

the state and action spaces grow, the probability of finding high-reward areas by random exploration

decreases. This problem is one of the aspects of the curse of dimensionality.
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2.3.2 Demonstration Based Learning

In contrast to learning from collected rewards, control policies can instead be learnt from demonstra-

tions of the control policy itself. In this approach, data takes the form of matched (ŝ,a) tuples, with

the added assumption that a represents an appropriate action to perform when ŝ is perceived. This

assumption serves to bootstrap the exploration problem discussed above, as the robot is directly

provided with examples from desired (high-reward) regions of the state-action space.

Inverse Reinforcement Learning (IRL) techniques perform learning from demonstration by first

transforming the problem into a reward-based learning one. They use the data to infer an underlying

reward function that is latently guiding the demonstrator, and proceed as above [111]. One benefit

of this approach is that differences between users can be framed as differences in how they reward the

various features of the space. By learning a user-specific reward function, different demonstration

styles can be mimicked. However, estimating the reward function itself is a regression problem, but

the actual target values are hidden. To constrain the search, R is often taken to be linear with

respect to the state, leading to issues of feature selection. Further, the state variables themselves

define a control basis, where each variable has a behavior that attempts to maximize it, thus further

limiting the space of performable actions. Alternate, nonparametric, techniques may be able to learn

more general reward functions, although we know of no work in this area.

Rather than first inferring a reward function and then attempting to maximize reward, we can

approximate the policy, as a mapping, directly. That is, we can view the policy as π(ŝ) → a and

attempt to derive an approximation π̂ straight from the data. Such approaches are termed Direct

Policy Approximation (DPA) or Direct Policy Learing (DPL) [118].

Similar to RL, if the form of the policy is known, parametric regression can be used to fit the

parameters [13]. In this case the goal is to minimize the difference between what is predicted by

the approximator and what is commanded by the demonstrator, instead of maximizing an external

reward function. In this respect, LfD approaches can be seen as having an intrinsic reward function

that rewards behaving like the demonstrator.

If the form of the policy is not known, nonparametric algorithms can expand the parameter space

as needed [66]. However, as above, as the state and action spaces grow and the policies become more

intricate, a hierarchical decomposition of the task can prove useful, especially if there is hidden state.

This switch is akin to changing from a single reactive controller to a behavior based one, where the

subtasks are portions of the overall task or lower-level behaviors. For instance, the lower level policies

can be basic navigation and manipulation capabilities, and a higher-level policy is responsible for

modulating or sequencing them. By “gating” data to the different policies, each can be learned in

isolation, as is done with neural networks in [138]. Similar to hierarchical reinforcement learning,

the decomposition is taken as known.

This approach can also be viewed as an FSM, where the lower-level policies are the subtasks. If

they are given, learning a complete policy directly from demonstration can be done by learning the

appropriate sequence of subtasks to perform. To do so, each subtask can monitor its activity during

demonstration and learn pre- and post-conditions for transitioning to others [96]. Alternatively, it
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may be necessary to fuse the policies from multiple subtasks, again according to their applicability

[97]. By further tracking the applicability of each subtask during autonomous execution, [99] learns

a rough topological map of the environment, similar in spirit to [59]. These maps can then be used

to address hidden state by incorporating a planner, moving more towards a 3LA.

We can also view a hierarchical decomposition of a task into subtasks as a mixture of experts

model [68], where each subtask is an expert in its domain, and the full policy is formed by mixing,

or gating, their outputs. If the domains of the experts overlap, a multimap control policy results,

as hidden state is required to choose the appropriate expert. The approaches described above take

the experts as known, and learn the mixing parameters. If, however, the subtask decomposition

is not known, it must be estimated from the data. This estimation gets at the heart of multimap

regression, where the presence of a multimap scenario must be differentiated from noise. Rather

than taking the number of subtasks as fixed, and learning their domains of expertise, we can instead

consider a possibly infinite number of components and learn the number of active ones from data

[113]. In Markov Chain terms, this approach is an infinite hidden Markov model [18]. We combine

this approach with individual subtask policy learning to address both model selection and policy

learning at the same time [112], given only demonstration data.

2.3.3 Regression

Our specific approach to learning from demonstration with direct policy approximation is a form of

regression. Regression, generally, is the estimation of a mapping f(x) = y from known input-output

pairs {xi, yi}, i ∈ 1 : N , where x is termed the independent, and y the dependent variable. For us,

x is the state of the world, and y is the robot’s action.

Usually, x and y are continuous variables, as classification techniques may be more appropriate if

they are discrete. In regression, techniques can be divided into two groups: Parametric approaches,

which take as given the form of the target mapping, and nonparametric ones, which do not.

A common parametric technique is to fit a known polynomial form to the data, such that y =

a0 + a1x + a2x
2 + a3x

3 + ... + adx
d up to the order of the desired polynomial, d. If d = 1, linear

regression is achieved. The fit can often be performed by Least Squares regression, or minimizing

the squared error between predicted and known outputs. This method is equivalent to assuming

that the observed data comes from the model

yi = f(x) +N (0, σ2)

where observed outputs are distributed in a Gaussian fashion around the true target.

Nonparametric approaches, on the other hand, do not take as known the form of the mapping.

That is not to say they do not have parameters, instead nonparametric methods can be thought of

as those where the data itself are the parameters, or the parameterization grows with the data. One

example would be if the degree of the polynomial model above were to grow with the data, such

that d = N . Nonparametric models can thus grow in complexity with the data, but also run the

risk of overfitting.
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Given that our data is continuous and the mapping is of unknown form, we consider nonpara-

metric regression. Of course, as the parameterization can grow with the data, an algorithm may

require unlimited data storage. We must then focus on approaches that explicitly limit the growth

of the parameterization, or sparse nonparametric regressors, that do not require all previous data

to make a prediction. Even within this subset of techniques, there are many possible methods for

learning π̂ in an interactive, scalable, robust approach.

We initially considered Locally Weighted Projection Regression (LWPR) [149], which has been

previously used for robot learning. LWPR is a local approximator, in that it fits the overall mapping

by dividing the input space into multiple, overlapping regions called receptive fields (RF). Each RF

performs a local projection and linear regression on the data in that region, and predictions from

multiple RFs can be combined to form the total system’s output. LWPR is sparse in that only the

sufficient statistics for the RFs need to be kept, so that once a datapoint has been incorporated, it

can be discarded. Incorporation of new data (inference) is incremental, through the use of partial

least squares regression in each RF, and an incremental update to the area of the RFs themselves.

LWPR has the added benefit of explicitly considering that there may be unnecessary dimensions in

the data, and seeks to project them out.

Other possible nonparametric regression algorithms that have been used for learning robot control

include K-Nearest Neighbors [128], Neural Nets [138], and Gaussian Mixture Regression [30]. Herein

we will use the global approximator Sparse Online Gaussian Processes (SOGP) [41]. It is a form of

kernel regression, where each datapoint has influence over an area of space near it, ensuring that

data close by in input space have similar outputs.

Separate from the issue of parametric versus nonparametric regression is that of unimap versus

multimap regression. All of the approaches discussed above are unimap regressors, where it is

assumed that there is one correct output for a given input, which is observed in a noise-corrupted

form. We can achieve multimap regression by considering multiple overlapping unimaps, which is

again a mixture of experts model [68]. Also again, both parametric and nonparametric approaches

to multimaps exist. That is, the number of possible outputs for a given input can be taken as known

a priori, or also inferred from the data.

In order to be as general as possible, we apply nonparametric multimap regression, where the

number of possible outputs, form of the individual unimaps, and the unimaps themselves are all

estimated from the data. A drawback of being nonparametric in this way is that more data is

required to perform the additional estimation. Further, as overfitting is a very serious concern, data

is needed not only for training the model, but additional data is needed for testing. As we are

learning from human demonstation, these data must come from the demonstrators.

2.4 Human-Based Data Collection

As our work involves the teaching of robots tasks by human demonstrators, it necessarily incorporates

several aspects of Human-Robot Interaction (HRI). Specifically, from the field of HRI we draw
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techniques to obtain the needed data from human controllers. In doing so, our human-robot interface

must balance two competing goals. First, we wish the transferred policy to perform as well as

possible. Secondly, we wish to make the interaction usable for the human, meaning that performing

HRPT should minimize excessive training, cognitive load, or time. In general, however, the more

time spent on HRPT, the better the resulting policy will perform. Balancing these two goals depends

on finding a point where policy correctness and user ease are in equilibrium.

Both policy correctness and user ease can be calculated in multiple fashions, quantitatively and

qualitatively. What we are truly interested in is the tradeoff between the two, sometimes called

Return on Investment. ROI can be thought of as the ratio of policy correctness to user effort, with

appropriate units. As an example, a robot controller that performed at 90% of optimal after 9 hours

of user time would have a lower ROI than a controller that performed at 80% optimality after only

4 hours of user time, if the hours spent were equivalent. By switching to LfD from explicit coding,

we seek to increase the ROI for non-programmers performing HRPT, although the exact policies

instantiated may not be as good.

While we are interested in LfD, specifically from human teleoperative control, this same tradeoff

must be considered in RL. For example, the reinforcement signals themselves may be ambiguous

[155], and getting more specific ones may require a more involved interface, leading to increased user

cognition. Specifically, humans may not give reinforcement only when good behavior is observed,

but also when it is anticipated [141], leading to the two types having to be disambiguated. Further,

collecting sufficient reinforcement data for learning may require large amounts of interaction [72].

2.4.1 Control Interface

When teleoperating a robot, a human user provides control signals that drive the robot to perform

the intended task. At the simplest, the user may control every actuator individually, but the interface

may also allow for higher-level control. For instance, the user may have access to provided or learned

reflexes, as discussed in Section 2.2. Alternatively, the subtasks or action options as in Section 2.2.1

may be known, and the user needs only select one to be active, or indicate parameters such as

waypoints for them. Or, given sufficiently high-level autonomous subtasks, the user may only have

to indicate transitions between them [40, 63]. In this limited case, a user’s attention could be split

between multiple robots [4], but it is still the human’s responsibility to set each robot’s behavior in

a manner consistent with the task at hand.

No matter what the level of control, the user must have access to portions of the robot’s state,

or sensory experience, as part of the interface. This information is necessary to enable the user to

make any decisions at all. However, the way this information is presented is very important, as it

impacts the user’s ability to control the robot [91]. In fact, presenting the same information to the

user in different ways can often effect task performance [98]. Consider two representations of speech

data, one as an image of the waveform on the screen, and another as rendered through a speaker.

While both contain the same information, untrained users may require more time to extract that

information from the graphical representation. Poor design of displays and controls, which require



37

more cognitive effort on the part of the user to use, has been linked to severe errors in the past [100].

Complementary to the display of robot perception is the extraction of control signals from the user

via some sort of control device. Graphical user interfaces (GUIs) are one such approach, where the

user points and clicks, and possibly types, to give commands to the robot. Research in assistive and

rehabilitative robotics has lead to a wide variety of interfaces that may be used for users of different

skills and cognitive capabilities [145]. Future control interfaces may automatically adapt themselves

for display on different devices, for different users’ needs [50]. Alternatively, brain-machine interfaces,

may enable users to control robots without any physical movement at all [147].

As all interaction between the robot and the human is mediated by the teleoperative interface,

the two need not be co-located [104]. Indeed, the display of perception and gathering of actuation

data may be distributed over multiple locations, and possible multiple users [54]. Using a distributed

data gathering framework over the internet may be one way to simplify data collection for teaching

robots from demonstration. That is, users who would not usually have access to a robot could

generate data from afar, leading to larger and more varied data sets.

2.4.2 Transparency

While providing appropriate actions for extracted perception data, users can improve the quality of

their teaching by leveraging information about the learning process itself. Called transparency, the

availability of this knowledge can enable users to understand which portions of the task have been

successfully learned, and which have not. Users can then focus their teaching efforts appropriately

[141]. In the context of training a robot by demonstration, transparency can be as simple as just

observing the robot’s behavior, and targeting more demonstrations where it is incorrect.

A training scenario thus usually becomes a series of train-test phases. The expert first demon-

strates the task or portion thereof, the robot performs learning, and then the robot uses the learned

policy to act. The user then observes the robot’s behavior, and when appropriate (after the task is

finished or an error occurs), generates a new demonstration. This cycle is repeated as necessary.

Often, however, just observing the failure case of the robot is not enough, as the reasons for the

failure are not clear. Multiple repeat demonstrations may then be necessary, until the user generates

data that addresses the underlying error. In this situation, more specific feedback from the robot can

help shape the demonstrations that the human provides [102]. One form this feedback can take is a

measure of confidence, of how reliable the system believes its learned autonomy to be in the current

situation. Using this information, the user can select future demonstrations specifically to target

low confidence areas. Note, that confidence does not necessarily mirror poor task performance, as

the robot could do the wrong action confidently, or the correct action with low confidence. Thus,

confidence and task error are complementary information channels. Confidence can further be used

to enable the learning system to be active, or ask for more demonstration from the user, when

confidence is low.

We have so far discussed feedback from the robot to the user, with the aim of enabling the user to

generate better demonstration data. There is also the opposite direction of information flow, where
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the user gives feedback to the learning system to enable it to make better use of the data it has.

One method is to enable the user to provide high-level feedback, or critiques, to the robot instead of

more demonstrations [7]. That is, after observing robot behavior, the user indicates which portions

of the task were performed well with the current policy, and which portions should be improved.

Learning can then focus on the appropriate areas.

A similar technique allows users to modify the data after they generate it [8]. That is, the learned

system is given advice, such as “go faster here,” and the underlying data from which the policy is

learned is changed to reflect that fact. This method is especially applicable in domains where the

robot is potentially a better performer of the task than the human demonstrator. In this respect,

feedback from humans to robots is similar to reinforcement learning.

One last way in which bidirectional feedback between human teachers and robot learners can be

leveraged is in situations of scaffolding [116]. In scaffolding, a learner is initially trained on an easier

version or portion of the goal task, and then incrementally introduced to the desired overall behavior,

with a goal of decreasing the total learning time with respect to learning the complete behavior all

at once. Feedback from the robot can help the user determine an appropriate scaffolding order, as

portions that are hard to learn could be simplified and taught separately. Similarly, feedback to the

robot could be used to indicate where previously learned, scaffolded subportions could be applied.

2.4.3 Tutelage

As introduced in Section 1.3.3, robot tutelage arises when learning is suitably fast and interleaved

with evaluation in an interactive teaching paradigm [67]. Feedback in both directions can also be

incorporated. The main draw of tutelage is that it may free the demonstrator from the need to

produce multiple demonstrations of the entire task ahead of time, as only the areas of the policy

that are learned poorly would need to be redemonstrated. A hierarchical approach is also possible,

where after the overall task is learned, individual low-level modifications are introduced [75].

Outside of robotics, tutelage has been used to adapt other learned systems to users in real time.

For example, [132] describes an email program that will automatically generate folders and sort

mail for a user. If a user is unhappy with the resulting organization, they provide counterexamples

(demonstrations) of how they would prefer it, and the learned system is retrained. Because the

system is retrained after each example, often only a few demonstrations are needed from the user.

More generally, programming by demonstration is a paradigm that has been used in attempts to

simplify routine tasks for general computer users. By keeping a trace of a user’s activities, repetitive

tasks can be extracted and formed into macros. The version space algebra is one approach, that

forms macros in the background as users behave normally, and offers to complete common tasks

when they are detected [80]. If the completion is incorrect, the user can override it, and the learned

macro is edited with the new information.
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Mixed-Initiative Control

As our demonstrations come from teleoperation, we must deal with the potential for conflicting

commands from the learned autonomy and demonstrator. Particularly, if both sources are generating

control outputs, we must determine the actual actions performed by the physical robot. Our solution

uses confidence measures to arbitrate between the two, enabling mixed-initiative control, where the

controller with less confidence gives control to, or has control taken away by, the other.

This approach is not the only way in which a user and autonomous system can interact. Rather

than giving control of the robot fully to one or the other, they could share it. Adjustable Autonomy

[40] is one such approach, where the user can decide to take over partial control of the robot, making

it less autonomous. They can then guide the robot to perform a particular aspect of the task, with

which it may have had trouble, while the autonomy continues to run other portions of the overall

behavior. Take as an example the robot task of walking in a circle while tracking a ball. Our MIC

approach requires that both walking and tracking be demonstrated simultaneously. An adjustable

approach might let autonomy control the legs while the demonstrator used the head, or vice versa.

With MIC, we are also concerned with the user suddenly being thrust into control of the robot,

if the autonomy has low confidence. At issue is that the user may not be paying attention, or have

their attention focused elsewhere, or on another task. They then may lack situation awareness [28]

of the robot and its environment. By the time they acquire it and are able to provide appropriate

control, the environment may have changed, so that instruction is no longer needed.

Along the same lines, by having control of the robot thrust upon them, whatever the user was

attending to before that may suffer. Further, if this situation arises often, the system may be

perceived as bothersome or overly interrupting [93]. Approaches that monitor a user’s activities and

determine appropriate times to request their attention may alleviate this issue, enabling robots to

weigh the potential gain in policy performance against any annoyance that may befall the user.

2.5 Robot Learning

We are not the first to perform interactive robot learing from demonstration, nor are we the first

to attempt to learn to play robot soccer. The Brainstormers [114], for example, used hierarchical

reinforcement learning to learn a simulation Robocup team. Individual robot subtasks (which were

given) were learned as MDPs, and the overall team policy was treated as a multi-agent MDP

over these subtasks. A central value function, approximated by a neural net and representing the

likelihood of scoring a goal in the current state, drives learning. Due to the RL framework, random

policies are initially needed to explore the state and action space of the team to discover goals. Later

work transitioned a learned policy for intercepting the ball from simulation onto a real robot [92].

More similar to our approach is [128], which uses memory-based learning of a continuous function

to determine when a simulated robot should kick or pass. The policy itself is learned by storing

memory of previous attempts, and using nearest-neighbor lookup to determine the action in novel

states. The continuous function learned is the probability of scoring as a function of defender



40

location, the actions chosen are discrete, either pass or shoot.

We used a similar nearest-neighbor procedure in our 2006 DemonstraDogs team [81], but applied

to real robots and learning continuous state to continuous action mappings. In that system we

collected data representative of correct behavior in batch, and achieved sparsity (and thus realtime

prediction) by selecting an appropriately sized random subset for storage. During play, a robot’s

current perception was matched with a KD-Tree to the nearest perception in memory, and the

corresponding action performed. The DemonstraDogs team lost all of their games, in part because

all the robots would walk off the field and end up penalized. Despite this behavior, at times the

team showed a “glimmer” of intelligence, reacting the the ball.

2.5.1 Inverse Reinforcement Learning

Closer to our desired goal of intelligently learning unknown tasks from human user demonstration,

recent work in Inverse Reinforcement Learning has successfully been used to learn to fly an aerobatic

helicopter [1], drive in parking lots [2], and traverse uneven terrain with quadrupeds [75]. While

the approach itself is thus proven to be applicable to multiple domains, a major limitation is that

the features for each domain must be hand selected. In particular, as their system learns a reward

function that is linear in a set of features, the features must therefore be appropriately high-level.

Examples include a “measure of distance between a driving trajectory and the lane” in the parking

lot task and “several features capturing the roughness and terrain slope at several different spatial

scales around the robot’s feet” in the quadruped task. IRL can also be performed with lower-level

features, such as position and orientation in the helicopter task. Still, however, the control policy

is linear in these features, leading to concerns about the space of possible policies covered by the

resulting control basis.

The main difference between this work and our own is that we consider approximating the policy

directly, instead of inferring an underlying reward function. By using RL, they leverage the claim

that the reward function is often a more compact representation of the policy. Further, their use

of RL allows them to learn to outperform the human user. However, their representation relies on

high-level, task-specific features, of which they only consider linear combinations. We instead utilize

nonlinear approximators, which may enable the same tasks to be learnt from lower-level features.

Additionally, we explicitly address the issue of hidden state and perceptual aliasing without a known

task decomposition, although work such as [87] and [70] may enable IRL to do the same by building

the state space incrementally. Lastly, we desire to operate in an entirely interactive framework, while

their system requires batch data collection.

2.5.2 Confidence Based Autonomy

The Confidence Based Autonomy (CBA) algorithm utilizes a notion of confidence to perform mixed-

initiative robot learning from demonstration [36]. There they use a set of Gaussian Mixture Models

(GMMs), one per discrete action, to divide the state space of the robot into regions where the different
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actions are appropriate. The GMMs are updated incrementally, as data arrives, using the Akaike

Information Criterion to discover the number of mixture components in each one. This criterion is a

form of penalized log likelihood, where overfitting (by having more mixture components) is weighed

against the gains in likelihood of the model. They have successfully shown multiple robots learning

a collaborative task using this framework [35].

Confidence comes into play as the robot observes new data. If the current model confidently

predicts the appropriate action, it is executed autonomously. Otherwise, the robot pauses and

requests a new demonstration from the user. This behavior is similar to our default behavior, which

intervenes when learner confidence is low to trigger active learning. CBA also allows for corrective

demonstration, as we do, allowing the user to provide new data as desired. By utilizing different

confidence thresholds in different areas of the state space, their technique can adapt to different

distributions of data [34]. Similar to our work, they are interested in perceptual aliasing, and use

confidence to detect areas of ambiguity, where multiple actions are possible, and the demonstrator is

inconsistent. They then hypothesize a new option class that incorporates the multiple actions [33].

While this work is similar to ours in several respects (the use of confidence, tutelage and address-

ing perceptual aliasing), the major difference is that CBA operates in a classification domain. That

is, a finite set of actions exists, and the perceptual space of the robot is divided into classification

regions, where the label on a region indicates what action to perform. In contrast, we operate in a

continuous action space, and thus use regression to approximate the mapping. Further, we approach

ambiguity differently. CBA considers creating a new class that represents the union of two or more

actions, and then selects an action uniformly from them at execution. We, by performing multimap

regression, instead represent each action separately, and draw from the distribution over actions

when needed. Lastly, our approaches to model selection differ. CBA divides the state space using

a set of GMMs, where each action (the number of which is known a priori) has its own GMM with

the number of components chosen with AIC. We also use a GMM to divide the state space, but

consider only one with an infinite number of components.

2.5.3 Gaussian Mixture Regression

Also utilizing GMMs to perform incremental robot learning from demonstration is [29]. They,

however, utilize Gaussian Mixture Regression (GMR), which is more similar to our approach then

the classification-based CBA. They further explicitly consider dimensionality by projecting the data

into a latent, lower-dimensional space (which includes time) using principal component analysis

(PCA). In the reduced space they fit a GMM model to the data, using the Bayesian Information

Criterion (BIC) to determine the number of components. Similar to the AIC, the BIC is a penalized

log likelihood which discourages overfitting. As time is included in the state, executing an action

corresponds to predicting the robot’s pose at a given time in the action execution. To accomplish this,

all demonstrations of a task are resampled to take the same amount of time. Using motion capture

and kinesthetic teaching, this technique has been used to learn a series of free space movements.

For object-oriented movements, the method is extended to consider task as well as joint space
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[30]. In addition to the robot’s motors, features of the environment related to the task, such as the

relative locations of particular objects, are included in the state space. By fitting a GMM to multiple

demonstrations of the same task, the important features at each time in the task are detected by

considering the variance of the demonstrator at that time.

This work departs from those above, and ours, in explicitly considering time. While we learn

a reactive policy, mapping from the current state to a desired action, they learn a time-extended

motion, which is a mapping from time in the task to a desired location in joint/task space. To do

so they need to map all demonstrations of a task into the same length of time. Their approach is

incremental in the sense that new demonstrations of the entire task can be incorporated to refine

task performance. However, our approach is incremental in that the task itself can be demonstrated

incrementally, or a portion at a time. For multi-state tasks, this ability may be advantageous.

2.6 Summary

An autonomous robot requires many parts. The physical embodiment, sensors, effectors, computa-

tional architecture and perceptual and actuation processes are all parts of the substrate on which

the control policy operates. We take all of them as given and focus on the process whereby a human

instantiates the robot’s behavior. The control policy itself can be formulated and implemented in

multiple fashions, but at its most abstract we view it as a mapping from robot perception to ac-

tion. Using learning, we estimate policy mappings from demonstration data collected interactively

through tutelage. We further employ mixed initiative control to share command of the physical

robot between the learner and teleoperative demonstrator in support of the tutelage framework.
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Dogged Learning

Robot systems are now installed, debugged, and updated by trained specialists, who

measure and prepare the workspace and tailor job- and site-specific control programs.

Few jobs are large and static enough to warrant such time-consuming and expensive

preparations. If mobile robots for delivery, cleaning, and inspection could be unpacked

anywhere and simply trained by leading them once through their task, they would find

thousands of times as many buyers.

Hans Moravec, Robot, 1999, page 92

Towards the goal of enabling non-specialists to more easily instantiate autonomous robot control

policies, we present here our architecture for interactive robot lifelong learning of unknown tasks from

demonstration with mixed initiative control [57]. Shown in overview in Figure 3.1 and algorithmi-

cally in Algorithm 3.1, our architecture is designed to work with different demonstrators, platforms

(robots), learners and arbitration schemes. This flexibility has allowed us to directly compare the

performace of different learning algorithms, and rapidly apply them to new robots. Further, as the

approach allows for the interleaving of autonomous activity with training, it is appropriate to be

Figure 3.1: The Dogged Learning architecture. The platform interacts directly with the environment
and extracts perceptions (ŝ), an estimate of the true state of the world. Decision making generates
an actuation (a) by arbitrating between the demonstrator’s policy (π), the learned approximation
thereof (π), or a default controller, based on their confidences (ς).

43
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Algorithm 3.1 The Dogged Learning Procedure
loop

Receive perception (ŝ) from platform
Display perception to user {Feedback}
Receive estimated action (aL) and confidence (ςL) from learner (π̂)
Get commanded action (aD) and confidence (ςD)from demonstrator (π) {Control}
if aD is NULL then {No input from demonstrator}
ςD ← 0

Arbitrate using confidences (ςL, ςD) and select action (a) and confidence (ς)
if ς < τ , the default limit then

Get a from default controller
ς ← τ

if a 6= aL then
Update learner with (ŝ,a)

Send a to platform
Display results of arbitration to user {Secondary Feedback}

run over the entire lifetime of the robot, to enable lifelong learning [143]. As after a task has been

learned satisfactorily, the user simply stops teaching and the learned autonomy takes over, there is

always the potential for the user to resume teaching and modify the robot’s behavior in new ways.

Conceptually, DL defines the way in which the tutelage process arises from the interaction be-

tween four entities: the environment, the platform, the autonomous decision making and the demon-

strator, paralleling the robot control loop in Figure 2.1. The demonstrator is new, and serves as

the source of the latent control policy that trains the robot’s autonomy. Information flows from the

environment through the platform, where it is processed and then presented to decision making.

Decision making generates a response, possibly calling upon the demonstrator to do so, which is

passed back through the platform, processed, and emitted into the environment, where it causes

changes that continue the cycle.

The architecture itself is not tied to any particular system, and can be implemented in many

different ways. As we focus on real, physical robots, our environment of choice is the real world,

and thus no computational effort is needed to instantiate it. We now discuss the other constituent

entities in more detail, and then describe our experiences with various implementations.

3.1 Platform

The platform represents a robot, or more generally an agent, embedded in the environment. We

abstract away the low-level details of platforms, such as physical structure and computational ar-

chitecture, and take as given fixed preception and actuation capabilities. That is, we assume the

platform is able to extract an estimate of the world’s state from its sensors and turn desired actions

into effector activity. Specifically, given a world state s and sensors that extract information z = g(s)

from it, the platform is responsible for producing ŝ = g′(z) containing, ideally, all the information

necessary for the task at hand. Note that sensing and perception are not assumed to be inverse
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actions, so that ŝ = g′(g(s)) 6= s. It is this difference between what the true state of the world is and

what is extracted from the robot’s sensors, perhaps due to noise or insufficient sensing, that gives

rise to the form of perceptual aliasing with which we are concerned.

After a proper action response (a) has been selected by decision making, the platform is then

responsible for turning it into control signals u = h(a). The actuators themselves then cause the

environment to change to s∗ = τ(u). Like with sensing, noise can result in a difference between

the action commanded and the resultant change. Further, physical limitations of the platform can

render portions of the environment unchangeable. For instance, a short robot may not be able to

reach a high shelf. In Figure 3.1, perception and actuation are shown dashed, to indicate that they

are not required. Indeed, the perceptual and actuation mappings may be identities, and learning

can take place directly on sensor data and actuator control signals, as discussed in Section 2.2.

The dimensionality of ŝ and a are platform dependent, and can in principle vary over time. For

example, a vision system could extract the coordinates of all visible faces, so the resulting perception

vector would have to be different lengths depending on how many faces were detected. We simplify

somewhat and assume fixed dimensionality for a given platform, although future development may

allow for variable sized-vectors. Current systems can approximate variable lengths by assuming

a maximum number and returning a null value as necessary. However, care must be taken when

defining the null value, so that it cannot be confused with a valid one.

Further, we assume that dimensions are unordered yet non-exchangeable. Unordered refers to

the property that there is no information in the order in which the perceptions and actuations are

stored; the dimensions can be randomly permuted to no ill effect. Alternatively, the ordering could

indicate information such as relative importance. Non-exchangability means that no two dimensions

are equivalent, and thus dimensions cannot be swapped. Practically, these assumptions mean that

we take the order of the dimensions to be fixed, but do not use the ordering when making decisions.

For generality, we allow both discrete1 and continuous values for perception and actuation di-

mensions. However, to simplify learning somewhat, we require scaling parameters, representative of

the maximum and minimum values for each dimension. As all dimensions are tied to some physical

process with finite limits (in the robot itself), these values are often easy to obtain.

It is important that in the DL architecture, platforms are defined not by their physical char-

acteristics, but by their perception and actuation spaces. This fact means that the same physical

robot with different perceptual or actuation capabilities is treated as a different platform. On the

other hand, if two different robots have identical spaces, they are in effect the same. We could, for

instance, provide a legged humanoid and a wheeled trash-can robot with identical object detection

and location control systems. Then, as their perception and actuation spaces match, policies learnt

on one could be directly used on the other.
1Either multi-valued or binary one-of-n encoding.
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3.2 Demonstrator

The platform subsystem of Dogged Learning encapsulates all interaction with the actual robot, and

through it the environment. Similarly, the demonstrator subsystem is responsible for interacting

with the expert, or latent control policy. Recall that we aim for our robots to learn from human

demonstration of a desired task, but choose to not address the issue of mapping observed human

poses and behaviors onto a robot’s capabilities. Thus, instead of allowing a human to free-form

demonstrate in the world, we require them to physically guide the robot though the task. Users

usually perform this guidance using teleoperation, although we have also experimented with kines-

thetically guiding the robot as well.

Likewise, we seek to avoid issues of perspective matching by only providing the user with the

state information extracted by the robot’s perception routines. By requiring that the human be

able to perform the task in this fashion we ensure that the task is, in principle, decidable using only

the information present in the robot’s perception and performable using only the robot’s actuation.

However, we as of yet know of no way to limit the user’s use of higher cognitive functions, such as

memory. The use of these abilities gives rise to hidden state, information not available to the robot.

The presentation of the perceptions and extraction of actuations to and from the user are dependent

both upon the platform and the interaction devices used. A platform developer must therefore,

in addition to developing the platform module described above, also develop a user interface. We

separate the UI into two components, that of Feedback (presenting the perception data to the user)

and that of Control (getting actuation data from the user).

3.2.1 Feedback

The primary purpose of feedback is to limit the user’s knowledge of the robot’s state to that known to

the robot itself. Even then, displaying the information in a manner that the user can rapidly interpret

and respond to is a non-trivial problem. As described in Section 2.4.1, the same information can be

presented in multiple fashions, effecting the ease with which the user determines their response.

Generally, all of our platforms use a computer screen for feedback, although we have experimented

with other modalities such as audio and tactile vibration. As we are not UI designers, we attempt

to follow best practices [86], but our resulting displays are by no means the best possible. While

the resulting perception displays may be robot dependent, often similar techniques, such as general

layout of the display and certain imagery, can be used for multiple platforms. Further, as the data

is represented abstractly, there is the possibility that the same display can be used for all platforms,

assuming no platform-specific information is in the display. An example of a general feedback display

is a text stream, where all perceptions are displayed as space-deliminated floating point numbers.

While general, this particular display is often hard for humans to utilize for robot control.
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Secondary Feedback

To enable users to make use of information from the decision making component itself, we allow for

a secondary feedback channel. One item of interest may be the result of arbitration, described in

Section 3.3.3, which indicates which proposed actuation, or combination thereof, is actually being

sent to the platform. Additional information from the learner, such as its confidence, could also be

used to guide demonstration.

While algorithm-specific information could be passed, we instead use the secondary feedback

channel to convey the general notion of confidence in the learned policy. Such a measure, indicating

roughly how well the learner has learned the correct action for the current perception, is available

for many learning algorithms. The demonstrator can then focus demonstration on areas of low

confidence, and allow autonomous activity when it is high.

As with the primary feedback, multiple modalities are possible for providing this secondary

information to the user. As it is often used to evaluate robot performance of the task, we have

chosen to present it on the robot itself, so the user can see it while observing task performance. For

users that are distally located, it may be more appropriate to display this information on the screen

along with the perception data.

3.2.2 Control

The opposite of displaying perception to the user is getting task-appropriate actuation from them.

Again, a variety of interfaces and modalities can be used. Providing multiple control interfaces may

give potential users options, allowing them to chose the one they are most comfortable with. As with

feedback, the platform developer must define the mapping from control interface to robot actuation.

A major concern when designing the control interface is how to map a user’s actions onto a poten-

tially higher degree-of-freedom actuation space. Similar to how different perceptual representations

can make information easier or harder to access for a user, different actuation mappings can make

particular actions easier or harder to perform. For example, using a 2 degree of freedom mouse to

control the 3 dimensional location of the robot’s head necessarily leaves one degree under-controlled.

One option would be to use an adaptive teleoperation interface, where the level of control changes

with the task [126].

Another possibility is kinesthetic control, where the robot itself is manipulated. By doing so,

each degree of freedom of the robot is directly accessible to the user. However, as the user now

interacts with the robot itself, it is often difficult to limit their perception to the displayed feedback.

Alternatively, we could use a duplicate robot, allowing the user to manipulate it to control the robot

engaged in the actual task. In both situations, the coordination necessary to provide correct control

for all of the joints in real time is often lacking. There is, however, the possibility of having multiple

users, each controlling a portion of the robot, and collectively providing demonstration data.
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Alternate Demonstrators

As both perceptual feedback and actuation control interfaces may limit the user’s ability to demon-

strate tasks, their proper design and implementation may be research areas in their own rights.

Further, their use is only for human demonstrators, who require alternate methods of accessing the

data. For demonstrators that are more computational in nature, it may be possible to utilize the

perception and actuation data structures directly.

Conceptually, such a demonstrator could be a learning system that has already learned the desired

task, and is now teaching it to another system. An alternative would be a hand-coded controller

(HCC), written by a programmer. However, the use of such a controller raises a question: “If we

have code that drives the robot to perform the task, why not just use that, instead of teaching?”

The first reason to do so, and the reason we use them here, is for testing and development.

Coded controllers, like simulators, allow for more control over unintended noise, and perhaps for

faster-than-real-time data generation. An HCC, hooked up to a simulated robot through the DL

architecture could be used to test the scalability of the system to learning from data that would take

months to collect from human demonstrators. Further, HCCs can be designed to provide consistent

actions for given perceptions, which many humans cannot do. Additionally, for tasks that require

hidden state, a HCC can be written that explicitly provides this information, which may not be

immediately accessible to a human demonstrator.

A second reason may be to enable adaptation of the policy itself. Writing an HCC that handles all

possible situations may be difficult, as all rare edge cases must be considered. An alternative would

be to write a simple controller that handles the most common cases, and then use that controller

to train an adaptable learned system. Support for the edge cases could then be added via tutelage,

as they arise. Similarly, if learning is able to improve the policy beyond that of the demonstrator,

easily-written, but suboptimal, controllers could be used to bootstrap the process.

In both cases, the tutelage framework can be utilized with HCCs by allowing human users to

toggle them on and off. That is, while the user does not control the content of the instruction, they

control its presence, shutting it off to evaluate the learned autonomy. Such a combined Human-

Gated Controller (HGC) keeps the human in the loop, and may also provide a method of probing

the utility of the interactive teaching style itself.

3.3 Decision Making

The decision making component is the last part of the dogged learning architecture. It mediates

the interaction between the platform and the demonstrator, and encapsulates the actual learning.

If the demonstrator instead connected directly to the platform, or if learning did not take place, we

would have a regular teleoperated robot.

As it is a mediator, the decision making component itself only requires knowledge of the di-

mensionality of the perception and actuation spaces of the platform. That is, no other knowledge

as to which platform is being used, what the perceptions and actuations correspond to, or if the
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platform is real or virtual, is needed. Decision making only views abstract perceptions coming in,

and abstract actuations going out. It is for the demonstrator (and eventually the learner) to imbue

them with meaning by showing the correct way in which they should relate to each other.

Abstractly, decision making itself can be viewed, as is the demonstrator, as taking in platform-

generated perceptions and outputting actions appropriate for the task being performed. The differ-

ence is that from the decision making component we can obtain actions that are derived from the

demonstrator, the learned autonomy, a default controller, or some combination of the three. We

have already described the demonstrator in Section 3.2, now we discuss the other two sources of

actuation outputs and the connections between them.

3.3.1 Learner

The learning portion of decision making is responsible for actually utilizing the demonstrator’s gener-

ated preception-actuation pairs to form an approximation of their latent control policy. In addition,

it must use that approximation to control the robot when the demonstrator is not demonstrating.

The learner must then operate in two modes, which we call inference and prediction.

In inference mode, the inputs to the learner are the same ŝ that were displayed to the demon-

strator, and the a that the demonstrator returned. Internally, the learner updates its approximation

of the policy, and generates no output. We have focused on incremental, sparse learning, where the

new policy (πt) is derived from the previous one (πt−1) and the data (ŝ,a) is discarded after the

update. However, there is nothing in the concept of the learner that precludes other approaches.

That is, the learner could be a batch learner, store all of the data it is shown, and recompute the

policy from scratch each time.

The main reason to favor sparse incremental approaches over batch ones is that they are often

faster and interruptible, and due to the tutelage paradigm, the learner is expected to be able to take

control of the platform at any time. Control involves performing prediction, where the learner is

given only ŝ, and must generate an appropriate action. In the DL procedure in Algorithm 3.1, we

interweave both prediction and inference. Given a perception, first prediction is called, to generate a

possible output while we wait for the demonstrator to react. If the demonstrator provides a suitable

action, it is used instead and the learner performs inference to update its policy.

Similar in spirit to our platform abstraction, the learning component of the DL architecture

thus abstracts over the internals of various possible learning algorithms. Sparse, incremental, batch,

parametric, nonparametric, Bayesian, or heuristic, all approaches can be used, as long as they im-

plement inference and prediction. In this respect, DL can be used to perform empirical comparisons

between different learning algorithms, similar to [32].

3.3.2 Default Controller

One of the optional components of the DL architecture is a default controller in the decision making

subsystem. The idea is that it is a controller that is always active and will control the platform
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in situations when both the learner and demonstrator are unwilling or unable. One such situation

arises right after the system is started, before the demonstrator has demonstrated anything, and the

learner is untrained. Another possibility is that the learner has learned poorly and is attempting to

control the robot in an unsafe manner. The default controller thus can be seen as instantiating self-

protective behavior, as it prevents an untrained (or ill-trained) learner from damaging the platform.

The default controller can also be thought of as providing prior information about desired robot

behavior. That is, in the absence of demonstration to the contrary, the default controller provides an

appropriate action for every perception. If the learner is allowed to learn from the default controller,

data generated in this fashion will bias the learned autonomy.

The default behavior itself can range from being a simple constant controller, that always does

the same thing, to a fully developed control policy. Further, it may be platform specific, as different

values may be appropriate for different platforms. The main difference between the default controller

and general HCCs is that the default controller contains no task-specific information. It, instead,

provides control signals for when there is no task to perform. Possible default controllers include

random exploration (if reinforcement learning is possible), continuing to do the same thing, or

stopping all activity and awaiting instruction. We chose to do the last one, and use a default

controller that always returns zeros for all actuation values, for all platforms.

3.3.3 Arbitration

Since the demonstrator, default controller, and learner may all be attempting to control the same

physical platform, some form of determining the actual actuation (a) used is needed. In our work,

we arbitrate between the possibilities using the concept of confidence. That is, not only do the

controllers produce outputs for query inputs, but we require them to have an associated measure

of how sure they are that this is the correct action to perform. Confidence is a general notion, and

there are various ways in which it can be derived. For a statistical learning algorithm, it could be a

measure of variance in the predicted output. Alternatively, a measure of how well the state-action

space is explored around the area of interest may be used. For a human, a more intuitive definition

suffices, and we ask for a number between 0% (unsure) and 100% (completely sure). For comparison

between the three controllers, we map all confidences to the human scale.

Actual arbitration itself can take many forms as well. We could, for example, normalize the

confidences to sum to 1 and draw a controller probabilistically from the resulting distribution.

Instead, we use a winner-take-all strategy, where the most confident controller gains control of the

platform. In a general sense, this scheme allows for a confident learner to take control away from an

less confident demonstrator, or a highly confident default controller (perhaps because of impending

robot damage) to usurp them both.

We further simplify arbitration by using fixed confidences for the demonstrator and default

controller. Specifically, the demonstrator is taken to be 100% confident if an action is generated,

and 0% confident if not. By doing so we ease control somewhat, as the user does not need to provide

the confidence directly. For the default controller, we use a constant τ , in our experiments τ = 10%.
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Confidence Demonstrator Present (100%) Demonstrator Absent (0%)

Learner > τ Demonstrator controls Learner controls
Learner < τ Demonstrator controls Default / Demonstration requested

Table 3.1: Our arbitration matrix. The user, if providing control output, has command.

While this setting may allow a confident learned autonomy, or irresponsible demonstrator, to control

the robot to cause itself harm, we have not found this to be the case.

Our resulting arbitration matrix is shown in Table 3.1. The results of arbitration, the selected

action to be performed, is then passed on to the platform for execution and the learner for instruction.

Note that in the absence of a demonstrator, the learner will receive signals from, and learn to mimic,

the default controller, leading to the bias discussed earlier. To avoid feedback, where the learner’s

confidence grows without bound, we prevent the learning subsystem from learning from itself. If the

arbitrator chooses the learner’s output for enaction, the policy update does not take place.

3.4 Analysis

We have not rigorously analyzed Dogged Learning, as formal user studies are outside the scope of this

dissertation. However, during its development our DL system has interacted with various users in

multiple venues, such as scholastic projects, conference and symposia demonstrations, and research

collaborations. Further, we have carried out several “proof-of-concept” experiments that, while

not extensive, point out some fashions in which DL may be employed. We present here anecdotal

evidence from these experiences, noting that platform developers, UI designers, machine learning

researchers, human demonstrators, and other users interact with the system in different fashions.

During the work associated with this dissertation, we have implemented the DL architecture

several times, in various fashions, the evolution of which is summarized in Table 3.2. Initially, our

system was tied to one robot and particular tasks. Over time, as the research developed, the code

was refactored to enable the easy inclusion of new platforms and controllers. More recently, we have

added support for distributed interaction, where the demonstrator and learner need not be in the

same physical location.

Currently, the development of our system focuses on making it easier to apply it to new robots

and learning algorithms, so that it can be used to perform comparative studies. To that end we are

moving towards a framework where each portion of the architecture (platform, control, feedback,

# Name Description

1 Prototype A set of distinct programs that communicated over pipes in synchrony
2 Dogged Learning A monolithic, multithreaded program
3 RGame A server/client model for collecting data over the internet
4 Unnamed A distributed system with cross-platform asynchronous communication

Table 3.2: Dogged Learning Instantiations
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(a) AIBO (b) SMURV (c) Harvey

Figure 3.2: Instantiated robot platforms, the Sony AIBO, Brown SMURV and Harvard Harvey.
AIBO image copyright Sony Corporation.

learning) can be developed and run separately. One concern we have is with maintaining synchrony

of the robot’s perception and human’s demonstration. In order to learn, we must correctly associate

a commanded actuation with the perception that caused the human to perform it. However, if the

system is fragmented and running over a network, lags make cause the various parts to come out of

synch. We have addressed this problem somewhat in our current server/client system, which collects

perceptions and actuations at a central point for synchrony.

3.4.1 Platforms

During development and testing of the DL architecture, we have implemented a variety of platforms,

both robotic and virtual. Three of the physical robot platforms are shown in Figure 3.2, and their

corresponding perception and actuation spaces in Table 3.3. Originally, our prototype DL system was

tied to the AIBO, but since Version 2 support for multiple platforms has been possible. Currently,

implementing a new platform consists of writing two C++ classes, one that handles communication

with the robot, extracting perception from the sensors and translating actuation into appropriate

actuator commands, and the other that interacts with the user, defining how perception is displayed

and actuation obtained. We are continuing to streamline this process, and present here our main

platform, along with our experiences in implementing others.

Platform Perception Actuation

AIBO
24D: 6 Colors × 3D (image X Y and size) 10D: Walk Parameters (X Y and α)

+ 4 head motors + 4 head motors + 2 tail motors
+ 2 tail motors + kick/block (discrete)

SMURV
26D: 6 colors × 4 bounding box corners 2D:

+ left and right bumpers Drive and Rotate
Harvey 6D: 3 colors × 2D (X and Y in the plane) 3D: Drive and Rotate, PickUp

Table 3.3: Platform perceptual and action spaces
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AIBO

Our primary robot is the AIBO, pictured in Figure 3.2a. Developed by Sony and sold commercially

for many years, the AIBO was used in the Robocup competitions from 1999 to 2008. To assist in this

usage, Sony released an SDK, allowing programmers access to many low-level aspects of the robot.

The robot itself has 18 degrees of freedom, a color camera, binaural microphones, touch sensors on

the feet, chin, back and head, and 3 IR distance sensors. In addition, several LEDs on the head,

back and face as well as a speaker are available for giving feedback to the user. Program code and

data are stored on a removable “SmartDisc,” with up to 256MB of space.

The low level proprietary operating system of the AIBO operates on a 32ms2 frame rate, roughly

30Hz, making it well suited for human-interactive tasks. We use the onboard CPU to process raw

sensor values and extract state estimates which are sent to a desktop processor over wireless ether-

net (UDP). In our implementation state estimation, or perception, consists of color segmentation of

the camera image to identify six colored blobs: black, orange, green, yellow, blue, and white. Seg-

mentation and blobbing is performed by a custom vision library and the blob locations (in camera

coordinates) and sizes, along with the motor angles of the head and tail make up the 24-D continuous

perception space of this platform.

Similarly, the on board processor handles actuation, in response to commands received over wire-

less. The actuation space for this platform is 10-D, and consists of 3 walking directions (left/right,

forward/back, turn) and the same 6 motors as in the state estimate. In addition, we use a discrete

action indicator that triggers a pre-recorded kick or blocking motion. All control of the legs, for

both walking gait and pre-recorded motions, occurs on board, and the leg positions themselves are

in nither the perception or actuation space. For gait generation we use the UPenn gait algorithm

[37] to generate leg positions from walk velocities, and motions are represented as a time-extended

set of poses. Actual motor control itself is handled by a PID (Proportional-Integral-Differential)

position controller built into the robot.

Note, that in not providing access to certain low-level values such as the leg positions and raw

camera image, we may be limiting the capabilities of the platform. Additionally, we do not utilize

the IR distance sensors, touch sensors, microphones, speakers, or LEDs, which could possibly be of

use in some tasks. However, while including additional sensors and actuators may ease learning and

performance of certain tasks, by revealing previously hidden state and enabling more control of the

environment, we argue that there will always be tasks for which the current sensor configuration is

insufficient for complete knowledge of the state of the world, and the current actuators insufficient

for complete control.

SMURV

We have also implemented a DL-platform for the Brown SMall Universal Robotic Vehicle, or

SMURV3. As the robot itself is developed in-house, use of the SMURV was designed to test the
2Actuator commands are handled in sets of 4, making the available resolution of position control 8ms.

3http://robotics.cs.brown.edu/projects/smurv
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flexibility of the DL architecture in general, and our particular implementation. The robot itself,

pictured in Figure 3.2b, was designed to be a low cost educational robot platform, suitable for floor-

level manipulation and navigation. Built on an iRobot Create base, it uses a mini-ITX4 computer

for processing, data storage, and wireless ethernet communication. A webcam is the major sensor,

and there are two bump sensors that provide contact information (front left and right only). Ad-

ditionally, downward facing IR cliff sensors can detect stairs while a forward-facing IR emitter and

360 degree top-mounted IR receiver can be used for communication between robots. All sensors are

processed on board via the Player/Stage framework [53].

Color vision is similar to that of the AIBO, in that 6 colors are used to detect objects. However,

instead of our in-house segmentation library we used OpenCV [23], and instead of blob locations we

extract bounding boxes. The sensor space of the SMURV is thus 26-D (6 color boxes with 4 corners

and left and right bumpers). Note that, like in the AIBO platform, there are unused sensors (the

cliff sensors) that could be used in the future. Actuation is 2-D, as the user controls forward/back

motions and rotation, which is converted on board into control signals for the left and right wheels.

We highlight that the sensor and action spaces of the SMURV are different from that of the AIBO,

both in dimensionality and content. In fact, while the object information (colors) is the same, it is

presented in different manners. We further note that the methods used to perform perception are

somewhat irrelevant. While both platforms use color segmentation to detect objects, they could just

as easily use shape recognition or SIFT/SURF [17]. Using the DL framework, these differences are

abstracted out, and the underlying perceptual system could be changed at a later date, without any

needed modifications to DL, or the policies learned on the robots.

After implementing the SMURV, we ran quick learning experiments to show that the already

existing algorithms could be immediately applied to this new platform. Using joystick teleoperation

and interactive tutelage, we were able to train a SMURV to locate and approach green objects,

and to back away from contact with walls. To do so, we needed to make no changes to any other

component of the DL architecture, showing that our system is agnostic to the platform, as intended.

Harvey

Both the AIBO and SMURV are mostly limited to pushing balls around on the floor. To further

examine the extensibility of our system, and to show its applicability to other tasks, we included

in our system support for the Harvard Harvey humanoid robot, shown in Figure 3.2c. In contrast

to the SMURV and AIBO robots, whose systems were almost entirely developed in house, Harvey

was developed at another institution, for research independent of this dissertation, but still related

to robot learning. The robot itself is a small wheeled robot, with two arms that serve as a gripper,

enabling it to pick up and manipulate small objects.

Like the SMURVs, Harvey uses a color webcam to extract information about the world. However,

due to the limited processing capabilities, the captured image is transmitted over wireless ethernet

and processed offboard. The actual perceptual process is also more advanced than our other robots’,
4Newer versions use the ASUS eeePC.
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as Harvey tracks objects even when they are out of view. Using global localization and odometry

in conjunction with vision, three colored objects are tracked in the space around Harvey and their

locations in robot-centered coordinates make up the 6-D perception space of this platform. For

actuation, Harvey has a 3-D space, corresponding to the left and right wheels, and a discrete pick-

up motion. An object is determined to be held, or “picked-up” if it is in view before the pickup

motion is executed, and not in view after, and is then taken to be at the same location as the robot.

Note, again, the different representations of the same data. In particular, Harvey makes use of

increased perceptual capabilities to reduce the dimensionality of the perception space. The same

information about objects that Harvey uses (2D location in the plane with respect to the robot)

could also be extracted from the AIBO’s color blobs or SMURV’s bounding boxes. Reducing the

perception space in this fashion may simplify learning of certain tasks, and make learning others

harder or impossible. For example, Harvey cannot be used to learn tasks that require knowledge of

the actual size of the observed objects, while both the AIBO and SMURV platforms can. Deciding

on the appropriate level of abstraction is tantamount to deciding where to draw the line between the

control policy and the computational architecture, determining which perceptual processings count

as innate, and which are learned. By improving a robot’s ability to learn arbitrary mappings from

perception to actuation on its own, we hope to decrease the amount of high-level processing that

must be assumed, and enable learning of a wider variety of tasks on a given platform.

Inclusion of Harvey into our system took around 5 hours for two researchers (the author and

the developer of Harvey). Mostly, time was spent wrapping existing code and dealing with network

issues. After completion, all aspects of DL were available for use on Harvey. We successfully used

the same learning techniques to interactively teach Harvey to pick up and transfer the balls from

location to location, again without any additional modifications to the other aspects of the system.

Virtual

We have also extended our system into the virtual domain. Doing so requires us to model the envi-

ronment, but as they do not require a real running robot, these platforms are useful for performing

quick tests of the system, and evaluating new features or additions. Alternatively, we can have more

abstract platforms, one that we use often has both perception and actuation consisting of a single

random number in the range [−1, 1]. With it, we have taught a variety of mathematical functions to

our learning algorithms, including the square root multimap, as will be discussed in Section 4.3.1.

Further, the use of virtual systems shows how learned policies can be applied to different robots

with the same perception and actuation spaces. In particular, we have simulated versions of both

Harvey and the SMURV. Using the simulations, we have trained a controller for the SMURV, and

then run that controller directly on the real robot.

3.4.2 Demonstrator Interfaces

Considering the interface that the end user will use to provide demonstration, we have worked both

with graphic designers and potential users to improve it. Our current feedback display for the AIBO
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Figure 3.3: A screenshot of our AIBO feedback display. The extracted state estimate (color blob
location and motor poses) is displayed to the user so that they can control an appropriate response.

is shown in Figure 3.3, and has a “video-game” feel. Color blob data is presented centrally, and

motor pose information utilizes a model of the robot. As you can see, we present the data in the

context of a game, robo soccer, in an attempt to make teaching the robot fun and exciting [5].

In terms of learning, we display secondary feedback on the robot itself, so that it is immediately

accessible while observing the robot’s performance. Shown in Figure 3.4, we use LEDs on the AIBO’s

ears to indicate the result of arbitration, and the LEDs on the back to indicate the associated

confidence level.

For control, we have instantiated support for several devices, shown in Figure 3.5. Initially, we

used the a two-joystick control pad in Figure 3.5a. However, we used the right joystick to control

the head position, but as it only has 2 degrees of freedom, only two of the motors can be controlled

at a time. The other two are accessed by “clicking” the joystick down. In feedback from users,

this scheme was described as difficult to use, as it doesn’t allow the user to control the tilt of the

neck and chin at the same time, which is necessary for manipulating the ball. We then developed a

control interface based on the wiimote (Figure 3.5b), which allows for more “natural” control of the

robot [79]. For comparison with standard video game interfaces, we also implemented a keyboard
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(a) High Confidence, Correct! (b) Low Confidence, Error!

Figure 3.4: The ear and back LEDs of the robot are used to make the learning process transparent,
conveying information about arbitration results and confidence levels to the user

and mouse based controller, although in our experience all users prefer one of the other devices.

The mappings for each of the devises was fine-tuned based on feedback collected at public demon-

strations. During demonstrations we distributed instructions for the current system and allowed un-

trained users to control the robots, as shown in Figure 3.6. As the control interface is kept distinct

from other aspects of the system, desired changes can often be made quickly, to allow the user that

proposed the change to evaluate it. In one case, a discovered bug in the interface was fixed in the

time it took the robot to reboot.

Global Perception

During many demonstrations, we heard from users that they found the feedback display too restric-

tive. Instead, they often chose to watch the robot itself during teleoperation. By doing so, they were

able to utilize information not available to the robot (such as global localization) to inform control

decisions. In terms of the diagram in Figure 3.1, operating in this fashion would be equivalent to

drawing an arrow connecting the environment directly to the teacher’s feedback input.

(a) Control Pad (b) Wiimote (c) Keyboard

Figure 3.5: The user input devices we have experimented with. Copyrights: Logitech, Nintendo, Cymotion
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Figure 3.6: Top: Instructions for using the control interfaces for our demos. Some users do not need
them, and others require some additional verbal information, but most are able to control the robot
in under a minute. Bottom: Novice users utilizing our control interfaces to teleoperate robots. If
their perception were limited to that of the robot, we could learn policies from their data.
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In this scenario, the abundance of hidden state often precludes successful policy learning. This

failure is evidenced by the robot’s performance of seemingly random actions, as it attempts to

generalize over apparently contradictory demonstrator data. Learning in the presence of hidden state

is one of the goals of this dissertation, and the approaches we expouse herein may eventually be able

to address this scenario. Alternative means to approaching this issue would be to make the interface

more compelling, utilizing work in HRI and UI design, physically separating the demonstrator and

robot so that the user must use the feedback provided, or allowing the demonstrator to explicitly

provide hidden information.

3.5 Discussion

Put together, the Dogged Learning architecture is an abstract description of the information flow

during robot learning. It is then similar in many respects to the General Task Learning Framework

(GTLF) of [154]. Both have as a goal to describe a system for enabling the development of au-

tonomous robot controllers without explicit coding, while being as agnostic as possible to the robot,

task, and learning system.

The GTLF is, in some senses, more general than DL. For instance, GTLF allows for learning

to take place through insight, trial and error and instruction, in addition to the observation (or

demonstration) that we do here. We have already discussed the addition of reinforcement learning

techniques to DL to enable improvement of learned policies beyond the level of demonstration, which

could be seen as instantiating the trial-and-error aspect. Insight and instruction techniques may also

be incorporable.

GTLF also allows for reconfiguration of the perception and actuation space to ease task per-

formance. This adaptation is accomplished by inserting filters in between the raw spaces of the

platform and the ones on which learning operates. When learning indicates (perhaps through confi-

dences) that an area of task performance is difficult, the filters can be modified to allow for improved

learning. In DL, these filters are equivalent to the perceptual and actuation levels of the platform.

We currently take them as fixed, but allowing them to be changed as needed may be an avenue of

future development.

Further, GTLF is designed for episodic learning, where time-extended performance trials are exe-

cuted before learning takes place. That is, data from a learning episode, consisting of demonstration

data in our case, is only processed (in batch) after demonstration ceases. However, as mentioned

both there and here, incremental learning, where learning occurs after each datapoint is generated,

can be seen as a limiting case of episodic learning.

Batch processing, however, may lead to better learning, as the data can be considered more

holistically. We have thus been considering an adaptation of DL that incorporates both incremental

and batch processing. The main concept is that during demonstration, incremental learning takes

place, but the data is logged as it is processed. Using the incrementally approximated policy,

the robot can behave autonomously as soon as the user stops demonstrating. However, during
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“down time,” when there is additional processing power available, batch processing can be run, to

improve the approximated policy. We note that for many learning algorithms, including the ones we

examine here, prediction is much faster than inference. Thus, during autonomous execution, there is

additional, unused processing power that could be utilized in this fashion. An alternative would be to

have the batch processing occur when the robot is inactive, perhaps docked for charging. Alternating

fast approximate learning and slow improving processing can be seen as a sort of sleep/wake cycle,

where the robot improves what it has learned by further processing without user intervention. This

approach is similar to those where the robot improves by “practicing” the task in the absence of the

user, to improve without further interaction [19].

3.5.1 Data Collection

One issue that we have only hereto discussed tangentally is how the data for learning is actually

gathered. We predict that for learning to perform arbitrary tasks in varied environments, large

amounts of data may be required. Using simulated robots and HCCs is one way to generate the

needed data, but the development of an HCC is the very task we are trying to avoid. Additionally,

the use of simulators is not guaranteed to result in a policy that can be used on a real robot,

depending on the fidelity of the simulator.

We must, then, collect data from human users. Traditional methods for doing so involve either

bringing users to the robot (into the lab) or robots to the users (at demos, home visits, etc). We

have used both approaches, but they each have drawbacks, as robots and the learning system may

not be easily portable, and users who are willing to come to the lab may be scarce. Further, the

collection of large data sets either requires much time from a few users, or many users for less time.

Towards this second approach, an alternative that we have started to explore is collecting data

over the internet, a form of distributed human computation [5]. Such approaches, taping into the idle

processing power of millions of humans that might be otherwise engaged in solitaire, has successfully

been used to generate other large datasets, such as image labels and transcribed documents. Our

idea, and the motivation behind Version 3 of our system, is to enable users to remotely demonstrate

robot control policies from anywhere in the world. Thus, nither the robots nor the demonstrators

need to travel, and users may be engaged for as much time as they wish.

The concept is that users will log in and be presented with the perception data from a robot

running in our laboratory. By keeping the robots under local observation, they can be serviced

as necessary. On the user’s side, they would use whatever interface device they wish (keyboard,

Wiimote, iPhone), to generate actuation commands to accomplish some task, perhaps framed as a

game. From multiple users we may get data representative of different approaches to the same task.

All data would be logged, and used to train autonomous policies. One concern is how to combine

the data from the various demonstrators, some of whom may be more reliable than others [9]. The

learned controllers can further be evaluated by having them “compete” against the humans.
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3.5.2 Internal State

A key theme of this dissertation is learning in the presence of internal state, information that is known

to the demonstrator but not the learning system. It arises most obviously when the demonstrator

directly perceives things that the robot cannot, as when the user has global perception as in Section

3.4.2. However, it can also arise due to processes internal to the user, such as advanced perceptual

capabilities and memory. Using the distributed data collection technique described above, hidden

state is limited to this latter sort.

One method to address internal state no matter what the cause is to make it explicit, and

available to the learning algorithm, which can then use this information to make control decisions.

If we were to extend the actuation and perception vectors to include this state and draw a vertical

line in Figure 3.1 between the actuation and perception channels, we could pass this hidden state

into the decision making subsystem at the next timestep. An alternative would be to emit the state

into the world, modifying it in some fashion that would be detectable, as a form of stigmergy [55].

In our experiments with unimap regressors, extending the actuation and perception of the plat-

form in this manner has been used to turn a multimap policy into a unimap. That is, given the

necessary internal state, perceptual aliasing is resolved, and the mapping from perceptions to actions

becomes many to one. However, this approach to hidden state is not generally applicable.

Firstly, the identified state variables, their number and possible values, are often task-specific.

This fact is in contrast with our stated goal, which is to develop learning for unknown tasks. Secondly,

human demonstration often lacks explicit representation of these state variables. That is, while

learning may be able to discover the evolution of the hidden state variables from demonstration,

it requires demonstrated values for the variables to learn from. It may be possible to ask humans

to provide this information in addition to their control signals, but doing so may require them to

analyze the task in exactly the fashion we are trying to avoid. Further, there is no guarantee that

the user-derived hidden state variables will be those needed for learning.

We instead seek to develop a learning algorithm that obviates the need for “passing around” this

state, or getting it from humans. It can be seen as discovering perceptually aliased states in the

execution of the demonstrated task and hypothesizing state variables that disambiguate them. The

number of state variables and their values are all derived from the data, any may not correspond to

those provided by users, but are sufficient for task performance.



Chapter 4

Realtime Overlapping Gaussian

Expert Regression

In a sense, artificial intelligence will be the ultimate tool because it will help us build

all possible tools. Advanced AI systems could maneuver people out of existence, or they

could help us build a new and better world. Aggressors could use them for conquest, or

foresighted defenders could use them to stabilize peace. They could even help us control

AI itself. The hand that rocks the AI cradle may well rule the world.

K. Eric Drexler, Engines of Creation, 1990, page 76

This chapter introduces ROGER (Realtime Overlapping Gaussian Expert Regression), an incre-

mental multimap regression model and algorithm for interactive robot learning from demonstration.

Shown in overview in Figure 4.1, the model represents a multimap as a collection of overlapping

unimaps, and key to the algorithm is its approach to model selection, or determining how many

unimaps there are. By always considering the possibility that a datapoint is representative of a

previously unseen unimap, ROGER effectively places no bound on the modality of the output dis-

tribution at a given input.

To reiterate the need for multimap regression, consider the toy example in Figure 4.2. Similar

to the object avoidance task of [33], the demonstrator has indicated two possible outputs for the

robot’s current state. In contrast to [33], we consider that the options may not be truly equivalent,

that the choice between them may depend on state not available to the robot, such as higher-level

objectives or user preference. Using a unimap regressor, neither of these options will be learned, as

performing unimap regression is equivalent to assuming that the observed outputs are unimodally

distributed around the true target. Fitting a Gaussian (one choice of unimodal distribution) to

the observations would result in their average being taken as the noise-free action. Parameterized

by angle of turn, the two observed outputs are θ = 30◦ and θ = −30◦, and the two contradictory

demonstrations will be averaged so that π̂(puddle) = 0◦, leading to incorrect behavior. Multimap

regression, in contrast, seeks to learn that there are two possibilities, and return one or the other.

62
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Figure 4.1: ROGER represents a distribution over all possible partitions of the data with a weighted
particle set (left). A single particle (center) contains a set of experts in input space (Gaussian Mixture
Model), along with a potential empty expert (dashed). Data (stars) are assigned to individual
experts. Every expert (right) itself is a nonparametric SOGP regressor that maps from inputs to a
Gaussian distribution over outputs using a sparse basis set.

We have the following desiderata for a multimap regression algorithm for robot tutelage.

1. Interactive speed: The ability to update the learned policy as data is generated (inference),

and control the robot in realtime (prediction). Both software and hardware effect speed.

2. Scalability: The ability to handle data sets of size on the order of the lifetime of the robot.

Particularly, the final speed of computation should be data-size independent.

3. Noise: The ability to deal with noise in perception, actuation, and demonstration.

4. Unknown parameterization: There is no reason to assume that the mapping from perception

to actuation is of a known form, i.e, linear or unimodal.

ROGER has been designed to address these issues, and thus be suitable for use in a robot tutelage

setting, particularly the DL architecture. In developing ROGER, we note that the above aspects of

Figure 4.2: When presented with demonstrations of multiple actions for a given perception, unimap
regression combines them together to estimate the assumed one correct output. The resulting
mapping may then lead to incorrect behavior. ROGER, a multimap regressor, seeks to learn that
there are multiple correct actions, associated perhaps with different objectives. Pleo copyright Ugobe
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an algorithm are interrelated. For instance, an algorithm may initially run at interactive speeds, but

slow down as it scales to larger datasets. In contrast, we desire an algorithm that continues to be

interactive even as the data size grows. We have thus chosen to make ROGER an incremental, sparse

algorithm. Incremental in the sense that it updates the current approximation π̂ to incorporate new

data as it arrives, instead of recomputing it anew, and sparse in that it does not require that all

previous data be kept for future consideration.

We note that the speed of a learning algorithm depends not only on its time and space complexity,

but on the underlying hardware as well. That is, batch algorithms, that process all data after each

new datapoint arrives and thus require that all data be stored, can be interactive, if the underlying

computational and memory devices are fast enough. However, we argue that in the limit, as robots

operate over longer lifetimes, the amount of data generated will overwhelm any batch algorithm

with finite storage and computational power. For fixed-lifetime robots, this may not be an issue,

and advances in computational and memory hardware may alleviate this problem to a certain degree.

In terms of noise, we acknowledge that a robot’s sensors and actuators are inherently noisy.

Thus, the control policy and its learned approximation must be robust to motors that do not do

what is commanded, and world states that appear different over time. A further concern is that the

noise may be nonstationary, or dependent upon the values of the variables themselves, or even time.

The human demonstrator is also source of potentially nonstationary noise. That is, while human

users may be attempting to perform optimal control for the task at hand, the outputs they generate

may be corrupted by some error. It is unlikely that technological progress will be able to remove

this concern, thus the learning system must operate in the presence of this noise, and attempt to

learn what the demonstrator means to accomplish.

Lastly, we do not wish to assume a known model for the mapping itself, as we desire robots

that can learn unknown tasks over their entire lifetime. Simply performing multimap as opposed to

unimap regression addresses this concern partially. We will also, however, consider the mappings of

the individual unimaps of which the overall multimap is comprised, and eschew linear and parametric

models in favor of nonlinear and nonparametric ones. However, by avoiding known models, we must

conted even more so with noise, as it will be harder to separate out the signal without knowing the

mapping’s form. We thus rely on a preponderance of data to enable successful learning, and put

an emphasis on interpolation between observed data rather than extrapolation beyond the limits of

what has been seen. Also, note that ROGER is not without assumptions as to what mappings are

more likely, which may still lead to biases in learning.

4.1 Model

ROGER can be viewed as a set of overlapping unimap regressors, each of which captures one of the

multiple possible outputs in an underlying multimap. It is then a Mixture of Experts (MoE) model,

where each unimap regressor is an expert [68]. For the unimap regression in each expert we use

SOGP, a sparse nonparametric regressor [42]. Datapoints are assigned to experts, or gated, using a
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(a) Truth (b) LWPR (c) SOGP (d) ROGER

Figure 4.3: A function space view of regression. True multimap data corresponds to a multimodal
distribution over functions (a). LWPR (b) averages the multimap data with a set of linear regressors
with Gaussian areas of influence in input space. The result is a single point estimate in function
space. SOGP (c) instead has a unimodal (Gaussian) distribution over the mappings, providing
variance in the prediction, and uses Gaussian kernels in the joint space. ROGER (d) associates each
kernel point with a particular unimap, and approximates the full distribution over functions with
a set of point estimates. For all algorithms, the number of fields, kernels, and unimaps is derived
nonparametrically from the data.

Gaussian Mixture Model (GMM), where each expert holds sway over a Gaussian-shaped region of

input space. When these regions overlap, multimap scenarios occur.

Rather than setting the number of experts in advance, or deriving it in a brute-force or ad-hoc

manner, we place a Dirichlet process prior over the number of experts, effectively considering an

infinite number of them [105]. The input space gating then becomes an Infinite Gaussian Mixture

Model [113], and the overall ROGER model an example of an Infinite Mixture of Gaussian Process

Experts [112]. Inference in this model then performs both model selection, discovering an appropriate

number of experts, and policy learning, or unimap regression, in each one.

A similar model has previously been used to address both multimap regression and nonstationary

noise in a batch framework [89]. For robot tutelage, we require an incremental formulation and thus

developed a corresponding sequential technique [153]. In doing so, we sacrificed the ability of the

model to deal with nonstationary noise in favor of using conjugate priors to speed up learning,

although it may be possible to incorporate both aspects at a later date.

As ROGER is primarily a regression algorithm, it can be seen as as attempting to determine
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the relationship of dependent variables (outputs) to independent variables (inputs). Another view,

presented in Figure 4.3, is to see it as trying to find, in the space of all functions, those functions

f(x) that fit the observed data (x,y). In the function spaces of Figure 4.3, functions are nearer to

those that produce similar outputs for all inputs.

Given a true distribution from a multimap (Figure 4.3a), non-Bayesian approaches, such as

continuum regression [127] or LWPR [150], find a single point-estimate, a “best fit,” that ideally lies

at the most likely function (Figure 4.3b). Such an approach is the same as assuming that the true

underlying distribution is unimodal, and trying to find the peak. However, incremental approaches,

such as gradient ascent [130] or expectation maximization [131], can get caught in local maxima and

find less optimal solutions.

Alternatively, Bayesian approaches such as SOGP or GPR (Figure 4.3c) track the distribution as

a whole, possibly assuming a known unimodal form. In SOGP, this form is Gaussian, with a mean

function and associated variance. This assumption means that functions with outputs that differ

significantly from the output of the mean function for a given input must necessarily be much less

likely. By tracking the distribution instead of just a single point, incremental Bayesian approaches

may be able to escape from local optima, and discover better approximate functions. Additionally,

the distribution can be used to associate error bars, or variances, with predictions.

ROGER, and other multimap regression algorithms, instead assume a multimodal distribution

in function space, where functions with highly different outputs can be equally likely, as occurs in

multimap scenarios. However, as ROGER does not know the true number of modes, it does not use

a smooth curve to track the distribution, as SOGP does. Instead, a finite number of samples, drawn

from the distribution, make up the approximation via Monte-Carlo integration (Figure 4.3d).

While a potentially infinite number of experts (or modes of the distribution) are implicitly con-

sidered, at any particular point in time only a finite number, K, of them matter, corresponding

to those experts which have actually generated data. In the limit then, K cannot be greater than

N , the total number of data points seen, if each has been generated by a distinct unimap. Often,

however, K << N , and ROGER makes use of a set of latent indicator variables (z) indicating which

of the experts gave rise to each particular input/output pair. The z represent a partitioning of the

data and are themselves generated by a Chinese restaurant process (CRP) [105] with concentration

parameter α. The concentration parameter puts a prior over the number of experts, and how uniform

the assignment of input/output pairs to experts is thought to be (large α implies many experts).

Each of theK experts is an SOGP regressor and a corresponding multivariate-normal input model

(the gate). In other words, there are K multivariate-normal classes that generate input points, and

an SOGP expert for each class which is responsible for generating outputs given the inputs. Each

input space component is a multidimensional Gaussian that has mean parameter µk and covariance

parameter Σk. These parameters themselves are drawn from a normal-inverse-Wishart conjugate

prior. This choice of prior allows the user to influence how input space is partitioned by the model,

without having to specify it exactly. Further, because it is a conjugate prior, all possible values for

the parameters can be analytically integrated out.
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The generative model underlying ROGER can be summarized in the following equations:

zi ∼ CRP(α)

Σ′k ∼ Inverse-Wishartν0(Λ0)

µ′k ∼ Multivariate-normal(µ0,Σk/κ0)

xi|zi ∼ Multivariate-normal(µ′zi
,Σ′zi

)

yk|Xk, θ ∼ Multivariate-normal(0,Qk)

(4.1)

From this it is straightforward to write down the joint distribution of the inputs X, outputs y,

and class labels z defined by ROGER:

P (X,y, z; Ω) = P (X|z; Ω)P (z|Ω)
K∏
k=1

P (yk|Xk,Ω). (4.2)

Here Ω = {α, µ0, κ0,Λ0, ν0, θ}, is the collection of all parameters, and (Xk,yk) = (Xi,yi)∀i, zi = k

are the data associated with each expert. The GP parameters, θ, are shared by all experts.

Each part of this joint corresponds to portion of the overall model in Figure 4.1. P (X|z) is

the input Gaussian Mixture Model (center), and will be examined in Section 4.1.1. P (z) gives us

the distribution over partitions (number of experts and the assignment of data to them), which is

represented as a set of particles (left) and will be discussed in Section 4.1.2. Lastly, P (yk|Xk) is the

distribution over mappings in one particular expert (right), and corresponds to the SOGP regressor

explained in Section 4.1.3.

4.1.1 Input Space Density Estimation

The input space model, or gating network, of ROGER is a Gaussian Mixture Model (GMM), where

the possible parameters for the individual model components have been integrated out. Starting

with a standard GMM and assuming K components for now, the initial gating network is

P (X|z) =
K∏
k=1

P (Xk|µk,Σk) =
K∏
k=1

mk∏
m=1

P (xkn|µk,Σk) (4.3)

mk is the number of datapoints assigned to expert k and the probability of a datapoint under its

expert is the standard Gaussian distribution

P (x|µ,Σ) =
1

(2π)(D/2)|Σ|(1/2)
exp

(
−1

2
(x− µ)>Σ−1(x− µ)

)
(4.4)

where D is the dimensionality of the input space.

Instead of providing particular values for the gating parameters, they are instead drawn from

the prior distributions shown in Equation 4.1. The inverse-Wishart prior is:

P (Σ|Λ, ν) =
|Λ|(ν/2)|Σ|−((ν+D+1)/2) exp(tr(ΛΣ−1)/2)

2(νD/2)ΓD(ν/2)
(4.5)

and ΓD is the multivariate Gamma function.
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Combining Equations 4.4 and 4.5, the probability of an input point under an expert whose mean

and variance parameters are drawn for the corresponding priors is

P (x|Λ, ν, µ0, κ0, µ,Σ) = P (x|µ,Σ)P (µ|µ0,Σ/κ0)P (Σ|ν,Λ) (4.6)

The first term of Equation 4.6 is the probability of the datapoint with particular expert param-

eters (Equation. 4.4), the second term is the probability of the expert’s mean parameter under the

prior (Equation. 4.4) and the third term is the probability of the expert’s variance parameter under

the prior (Equation. 4.5).

As these prior distributions are conjugate, it is possible to analytically integrate over all possible

values for µ and Σ. Conjugacy is the property that the posterior distribution that results from

combining the likelihood and prior has the same form as the prior itself, so that the posterior can

then be used as a prior in the next incremental step. Performing the integration, the resulting input

space model for ROGER is then

P (X|z; Λ, ν, µ0, κ0) =
K∏
k=1

P (Xk|Λ, ν, µ0, κ0) =
K∏
k=1

(
κ0

κk

)D
2

2
D
2 (νk−ν0) |Λ0|

v0
2
∏D
d=1 Γ(νk+1−d

2 )

|Λk|
vk
2
∏D
d=1 Γ(ν0+1−d

2 )
(4.7)

where we follow [52] in making the following variable substitutions

κk = κ0 +mk

µk =
κ0

κk
µ0 +

mk

κk
x̄k

νk = ν0 +mk

Λk = Λ0 + Sk +
κ0mk

κk
(x̄k − µk)(x̄k − µk)T (4.8)

Sk =
∑
j:zj=k

(xj − x̄k)(xj − x̄k)T

x̄k =
1
mk

∑
j:zj=k

xj

The individual datapoints are then drawn from the distribution P (xi|zi = k,Xk) = Student-

td(a,B) with degrees of freedom d = νk−D+1, mean a = µk, and scale matrix B = Λk(κk+1)/(κkd).

4.1.2 Model Selection

The above describes a finite GMM, where the number of components, K, is taken as known. If

it is not, we can instead posit a distribution over K, and track this distribution over the number

of components as data arrives. In doing so we can consider multiple possible orders of models

simultaneously, to discover the number of experts that best fits the data.

ROGER uses a Dirichlet Process (DP) prior to generate the number of experts in its mixture of

experts model. Like a Gaussian Process, a DP is a distribution over distributions, G ∼ DP (α,G0).

From G the individual expert assignments zn are drawn, and the resulting z defines a partitioning
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of the data, which includes the number of partitions, K. Integrating over all G that can be drawn

from the DP gives rise to a distribution over partitions that is equivalent to the one that the Chinese

Restaurant Process creates, with the probability of the partitioning represented by z equal to:

P (z|α) =
Γ(α)αK

Γ(α+N)

K∏
k=1

Γ(mk) (4.9)

The CRP itself can be described as a sequential process that generates sequences of integers

where the probability that the next integer in the sequence is k is proportional to the number of

times k has already appeared in the sequence. The probability that the next integer takes on a new

value of k is proportional to α.

P (zi = k|z−i;α) =

{
mk

N+α−1 , k ≤ K
α

N+α−1 , k = K+
(4.10)

K+, the number of experts that must be considered, is thus the number of unique values that appear

in z, plus one, for the new, empty expert.

This CRP view of the DP is more amenable to a sequential implementation, since the individual

components of z can be generated in a sequence. However, the resulting distribution over z is

equivalent to that determined by alternate constructions, such as stick-breaking [140]. There the

values of the mk are computed directly.

The utility of this view may be best seen via the CRP metaphor, which has an infinite stream of

customers arriving at and choosing seats in a Chinese restaurant with an infinite number of tables,

each with infinite seating capacity. Each customer sits at a table with probability proportional to

the number of customers already at that table (k ≤ K), and with some probability sits at a new

table (k = K+). At any given time, after N customers have been seated, the next customer only has

to consider K+ tables when making their choice, as all of the infinite empty tables are equivalent.

We note that in using the CRP, the rate at which experts form is non-uniform. At the beginning,

when α > mk∀k, it is more likely that a new expert will be hypothesized. Later, once more data

has been seen, it is more likely that a new datapoint will be assigned to an already extant expert.

This fact biases the learning process, but we consider it to be an appropriate bias. Over the lifetime

of a robot, we expect it to initially have to learn many new subtasks, while later in life it will reuse

them and not have to learn many more.

Returning to the GMM input space model of ROGER, using the CRP to generate the assignment

of data to experts effectively allows for the consideration of an infinite number of experts. At any

given time, only K experts, those with data assigned to them, and an additional empty expert, need

to be considered. As new data arrives and is processed, points may be assigned to previously empty

experts, increasing K.
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4.1.3 Expert Output Regression

The distribution of outputs given inputs in the ROGER model is again a mixture of experts, where

each expert generates outputs for the data gated to it by the input model. ROGER uses a sparse ap-

proximation to Gaussian Process Regression (GPR) [82] which tracks a Gaussian Process (Gaussian

distribution over functions) over all functions that could have generated the data. Before explaining

the approximations that must be made to achieve sparsity, we describe GPR itself.

A GP is defined by mean and covariance function and describes a normal distribution over

possible functions, N (f,Σ). Starting with a mean zero prior, and given a set of data (X,y), GPR

first defines a kernel function which represents similarity between two points in input space. A

popular kernel that we use in our work is the squared exponential, or Radial Basis Function (RBF)

RBF(x,x′;σ2
k) = exp

(
−0.5 ∗ ||x− x

′||2

σ2
k

)
(4.11)

where σ2
k is termed the kernel width, and controls how strongly nearby points interact.

A posterior distribution over functions is then defined

f(x′) = k>x′C
−1α (4.12)

Σ(x′) = k∗ − k>x′C
−1kx′ (4.13)

where kx′ is shorthand for [k1, k2...kN ], ki = RBF(x′,xi;σ2
k), or the kernel distance between the query

point and all previously seen points X = {xi}Ni . α is the output vector, which in this case equals the

known data’s outputs, y, and C is the covariance matrix of the data, where Cij = k(xi,xj)+δ(i ==

j)σ2
0 . This second term, σ2

0 , represents observation noise (modeled as a Gaussian with mean 0 and

variance σ2
0). The first term, without the noise, is the Gram matrix (Q), or all-pairs kernel distance.

In terms of the joint probability in Equation 4.2, the probability of the observed outputs given

the inputs for expert k is:

P (y|X; θ) =
mk∏
m=1

P (ym|xm; X/m,y/m, θ) =
mk∏
m1

N (ym; f(xm),Σ(xm)) (4.14)

However, as calculating these probabilities involves using C−1, and as C occupies O(N2) space

and requires O(N3) time to invert, GPR is not directly suitable for our learning scenario. Using

the partitioned inverse equations, C−1 can be computed directly and incrementally as data arrives,

removing the inversion step [82]. The space requirements must be dealt with separately using one

of a variety of approximation techniques [110].

Many of these techniques operate by approximating the full posterior distribution (based on N

points) with one based on fewer (β < N). These fewer points are called the basis set, or the basis

vectors (BV). This reduction limits the size of the Gram and covariance matrices to β2, which can be

tuned for desirable properties, such as speed of computation or percentage of system memory used,

for each particular implementation. The approximating distribution itself is chosen to minimize the

KL-divergence with the true distribution.
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Algorithm 4.1 Sparse Online Gaussian Processes
Inference

Require: Training pair (x, y)
Basis Vectors (BV), model (α,C−1,Q)
GP parameters (θ = {σ2

k, σ
2
0})

capacity (β),|BV| < β
Ensure: Updated model and BV, |BV| < β

add x to BV and update α,C−1Q
if |BV| > β then

for b = 1 : |BV| do
εb = αb/C−1

b,b

Delete j from BV, j = argminj εj

Prediction
Require: Query point (x)

Basis Vectors (BV), model (α,C−1)
GP parameters (θ = {σ2

k, σ
2
0})

capacity (β),|BV| < β
Ensure: predicted output ŷ, stddev σ2

for b = 1 : |BV| do
kb = RBF(BVb,x′;σ2

k)
k∗ = RBF(x′,x′;σ2

k)
ŷ = k>α
σ2 = σ2

0 + k∗ − k>C−1k

It should be noted that all the discussion of GPs in this section, and the output model of ROGER

in general, is with respect to scalar outputs. We can apply these techniques to vector outputs by

providing a interdependence matrix, or, as we do here, assuming independence between the outputs.

This assumption, while almost always false, often provides good results, and has done so in our case.

Future work could look into including dependencies between output dimensions, perhaps learning

the interdependence matrix from the data [22].

SOGP

We use the Sparse Online Gaussian Process (SOGP) algorithm proposed by [42] to perform

an incremental approximation to the entire GP. The use of GP or SOGP, or another approximate

method, is transparent to the rest of the ROGER algorithm, so we explain it briefly here. In

essence, when the β + 1 point arrives, SOGP initially includes it as a basis vector. All points are

then assigned a score corresponding to the residual error between the distribution based on all points

and the distribution based on all points except the one being considered. The point with the lowest

score is selected for removal. An overview of the algorithm can be seen in Algorithm 4.1, and full

details of the derivation of the score equation are in [41].

A naive implementation of sparsity simply removes the deleted data. However, information

from the removed points can still be used to adjust the distribution approximated by BV. This

modification is accomplished by changing the outputs associated with each basis vector, and also

editing the covariances between them. The approach is similar to that of using pseudo-inputs [124],

where totally new basis vectors are derived in batch. For us, we must now make a distinction between

the output vector α and the BV’s outputs y, as the “edited” outputs are no longer the same as those

observed. Likewise, C no longer tracks Q + Iσ2
0 and the two must be stored separately. While now

two matrices must be stored, they are both of size β2, so total memory usage is still O(β2).
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Algorithm 4.2 Realtime Overlapping Gaussian Expert Regression
Inference

Require: Training pair (x, y)
P particles (P) and weights (w)
Hyperparameters (Ω = {α, µ0,Σ0,Λ0, κ0, θ})

Ensure: Updated particles and weights
for p = 1 : |P| do

for k = 1 : K+(p) do
Weigh putative particle ρpk by 4.15

Sample P putative particles and weights
Assign data to appropriate experts

Prediction
Require: Query point (x)

P particles (P) and weights (w)
Hyperparameters (Ω = {α, µ0,Σ0,Λ0, κ0, θ})

Ensure: predicted output ŷ, stddev σ2

p∗ = argmaxp wp
for k = 1 : K+(p) do
ek = P (z′ = i|z(p))P (x′|µ0,Σ0,Λ0, κ0)

Sample e∗ according to e
Predict from expert e∗ as in SOGP

4.2 Algorithm

ROGER consists of not only the model described above, but also an algorithm for performing both

inference and prediction. Observe that inference is the process of finding values for the latent

variables, or an assignment of datapoints to experts, z, that maximizes the joint probability of

Equation 4.2. Prediction is using the current values of z,X, and Y to generate new data, either full

(x,y, z) pairs, or parts thereof. We most often generate (y, z) given an x, corresponding to choosing

an action to perform based on the current perception from among the possibly multiple applicable

subtasks. Alternatively, we could also generate y given (x, z), which assumes that we already know

which subtask is active. Lastly, we could also “hallucinate” a perception leading to a known action.

Multiple algorithms could possibly be used to infer the underlying distribution on z, although we

tend towards Bayesian ones to leverage the distributional properties of the model. One brute-force

approach would be to enumerate all of the possible partitions of the data and calculate the joint

likelihood of the observed variables for each one. However, the combinatorics of the partitioning

makes this approach unsuitable for all but the smallest datasets. For example, with only 1000

datapoints, or roughly 30 seconds of data, there are ∼ 2× 1031 possible sizes of partitions alone, not

counting the different assignments of data to those partitions.

In keeping with our desire for incremental estimation, we chose to base our algorithm, shown in

pseudocode in Algorithm 4.2, on the concept of a particle filter [47]. As the form of the distribution

over possible partitions is unknown, it is represented using a finite set of P weighted particles as

discussed in Section 4.1.2. We use a weighted particle set rather than an unweighted one to achieve

increased breadth in our representation of the distribution. As an illustration of the advantage,

consider representing a distribution over the integers, using only 5 samples. In an unweighted

particle set, a more likely integer must appear more times, as in the set {3, 3, 3, 2, 4}, which states

that the number 3 is three times as likely a 2 or 4, which are both more likely than all other

integers. A weighted particle set, on the other hand, such as {33, 21, 42, 10.5, 50.3} contains a finer

representation of the distribution with the same number of particles.

In ROGER, each particle maintains a separate estimate of the assignment of datapoints to
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experts z(p), and thus also a separate estimate of the total number of experts, K(p). With z(p)

and the observed data it is possible to derive all the necessary values for calculating the joint itself.

However, to speed up computation and allow for sparsity, ROGER also tracks in each particle the

individual SOGP regressors as well.

4.2.1 Inference

During inference, a new datapair, (x′,y′) is to be added to the model, updating the current dis-

tribution over functions. Because the members of z are discrete and finite, all possible values for

z′, the expert responsible for this new data, can be considered. ROGER thus initially temporarily

assigns the datapoint to all possible experts, in all current particles. This enumeration results in

Pp =
∑P

1 K
+(p) putative particles being considered. Each possible assignment is given a weight

using the joint:

P (z′ = k|x′,y′, z(p),X,Y; Ω) ∝ wp ∗P (z′ = k|z(p), α)P (x′|µ0,Σ0,Λ0, κ0,X
(p)
k )P (y′|x′, ˆ

X(p)
k ,

ˆ
Y(p)
k , θ)

(4.15)

where wp is the current weight of the parent particle and the other components are computed as in

Equations 4.1. Note that although the input and output space distributions depend on all of the

previously seen data, the actual data itself does not need to be kept. For the input space distribution,

only sufficient statistics (the sum of squares and mean of Equation 4.9) need to be stored. Likewise,

for the output space component, only β datapoints are contained in X̂ and Ŷ, the basis set.

These putative particles then represent the distribution over the assignment of the new datapoint

to an expert, taking into account the previous distribution over the number and content of experts

as well. To limit the growth of the particle set, only P of these Pp putative particles are selected

and reweighed for use in the next iteration. One approach to choosing the P particles would be

to sample them directly according to their weight. This scheme, however, may result in the same

putative particle being sampled multiple times, leading more towards an unweighted representation,

and reducing the breadth of the particle set overall.

Instead, ROGER utilizes the optimal resampling technique of [48], which minimizes the expected

error in expectations computed using a weighted particle set of size P downsampled from weighted

particle set of size Pp > P . The method involves retaining a number of particles whose weights

are above an optimal threshold c and using stratified resampling to resample from the rest. By

choosing the threshold for retention of particles optimally, the particle set is guaranteed to have no

duplications, or two or more particles with the same partitioning of the data. The overall inference

algorithm for ROGER is shown pictographically in Figure 4.4.

4.2.2 Prediction

We take prediction as being the generation of an appropriate output, y′, for a given input x′.

Viewed as a whole, ROGER’s particle set represents a multimodal distribution of unknown order

over functions supported by the data seen so far. However, for predictive purposes, it may be
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Figure 4.4: Inference in ROGER. New data is provisionally assigned to all possible experts, including
previously empty ones, resulting in a set of putative particles. This set is sorted by likelihood under
the joint, and a threshold value c is determined with the optimal resampling technique of [48]. All
particles above the threshold are carried over, and the remainder are sampled from to fill out the
new particle set. Data is only incorporated into each expert after the final assignments have been
determined.

easier to consider it as instead a distribution over multimaps of unknown order. That is, instead of

sampling a (unimap) function directly for prediction, we will first sample a multimap, and then use

that multimap to sample a function.

Consider the particles themselves. Each particle is a sample from the partition space, both in

terms of the number of partitions and the exact partitioning. While no two particles have the same

partitioning, or all z(p) are distinct, it is possible for multiple particles to share the same number of

partitions, or for K(p) to be the same for several p. Choosing a particle is then choosing a partitioning

that defines a set of possibly overlapping experts. For a given input point, multiple experts may be

applicable, resulting in a multimap.

This multimap then defines a multimodal distribution over possible outputs for the given input.

To generate an appropriate output we must sample from this distribution. One method would be

to first sample a mode (unimap), and then sample the output from that mode.

This approach is exactly how ROGER performs prediction, as indicated in Figure 4.5: We first

sample a particle, and then an expert from that particle, and finally sample from the distribution

over outputs generated by that expert. However, each of these sampling steps can be accomplished

in multiple fashions. Different schemes may result in different predictions being generated for the

same inputs, even given the same set of particles.

To choose the predictive particle, p∗, we use the current weights of the particles as calculated

during the last inference cycle. The most direct method, which we use, is to always select the particle

with the highest weight, representing the most likely partitioning. A more correct method may be

to select particles according to their weight. However, we have noted that the distribution over

particles is often highly peaked, meaning that the most likely particle greatly outweighs the others,
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Figure 4.5: To predict in ROGER we first select the most likely particle, corresponding to the
partitioning that maximizes the joint likelihood of the data. We then choose an expert stochastically
based on the likelihood of the input point under the gating Gaussian mixture model. The output is
the result of the expert’s mean function, and confidence is given by the associated variance.

and would therefore almost always be chosen anyways.

Within the particle, we must choose an expert. Calculating ek = P (x′|z′ = k), k ∈ 1 : K+(p∗),

the likelihood of the query point being generated by each expert in the chosen particle, results in a

distribution over experts. While the most likely option could be selected in all cases, as was done

with particles, such a scheme would result in incorrect behavior in multimap scenarios. Recall that

a multimap with two options has a mode for each. If the most likely mode is always chosen, one

of the possible correct options will never be returned for the query point. Instead, the distribution

over experts can be normalized, and the expert to be used (e∗) selected stochastically.

The expert itself is an SOGP regressor, and as such generates a Gaussian distribution over

possible outputs y′. Sampling directly from from the resulting distribution would introduce some

additional variance in the outputs produced. Instead, ROGER returns the mean of the Gaussian as

its prediction, and the associated variance as a measure of confidence. This confidence value is the

one used during arbitration in the DL architecture. In effect, predictions for datapoints for which

the predictive distribution is broader and flatter are deemed less confident than for those whose

distributions are more sharply peaked and less variant.

One sampling scheme that we have not talked about is performing weighted averaging between

the particles and/or experts. That is, predictions can be generated from all of them and then

combined to generate the final outputs. Generally, this approach is undesirable, as it would sacrifice

the multimap nature of the distribution. That is, two outputs from equally likely modes would be

averaged together to create a potentially inappropriate output, as in Figure 4.2.

4.2.3 Batch Inference

As an alternative to the sequential particle filter based approach described above, we consider batch

techniques to deriving the best partitioning of the data. One option is Gibbs sampling [94], where
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changes to the current partitioning are proposed, and stochastically accepted. In terms of the CRP

metaphor, this approach is to equivalent to taking an initial seating arrangement, and randomly

evicting patrons from the restaurant, who then reenter and chose a seat as usual.

This sampling scheme is used by [89]. Overall, their technique differs from ours in three fashions:

1. Incrementality: We perform inference using a particle filter instead of Gibbs sampling.

2. Conjugate Priors: We place conjugate priors over the parameters of the input space partition-

ing, allowing us to analytically integrate over all possible Gaussians.

3. Sparsity: We use sparse experts (SOGPs) insted of GPs to limit the computation time and

memory space of each expert.

These three modifications are all aimed at enabling realtime learning from demonstration. First,

by using a particle filter instead of Gibbs sampling, new data can be incorporated as it arrives,

instead of requiring that all data be collected before performing inference. Secondly, the use of

conjugate priors decreases the number of possibilities we must consider. Instead of each particle

tracking both a possible assignment of data to experts, and the parameters for each expert, we only

track the possible assignments, and integrate over all possible parameters. In this fashion ROGER

can approximate the full joint probability with fewer particles, leading to sparsity. The use of sparse

experts further sparsifies our technique, although if the SOGP capacity, β, is set high enough (or to

infinity), SOGP and GP experts are equivalent.

4.3 Analysis

We intially experimented with ROGER on some non-robot data sets, drawn from standard functions

and relevant work in machine learning. Our goal is to compare ROGER’s performance with that

of standard regression techniques and batch inference approaches. We are particularly interested in

determining if ROGER can correctly learn multimaps, and what, if any, sacrifices or gains are made

in using an incremental instead of batch approach.

4.3.1 Square Root Dataset

To validate ROGER’s multimap learning capabilities, we used the the square root example shown

in Figure 4.6. For training data we generate input (x, y) pairs where x is distributed uniformly at

random in [-1,1] and y = ±
√
x+ ε, a noisy square root mapping whose sign is uniformly random as

well. We apply both unimap (SOGP) and multimap (ROGER) regression to the data and predict ŷ

for a further random set of x′. As seen in figure 4.6a, the unimap regressor averages both possible

outputs, and predicts 0 for all x. ROGER, instead, automatically determines that there are two

experts, assigns data to each, and learns separate models. At prediction time, one of the two experts

produces an appropriate output, as seen in Figure 4.6b.
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Figure 4.6: The square root, a multimap. Unimap regression (a) averages the two outputs, while
multimap regression (b) learns a separate function for each branch.

4.3.2 Incremental vs Batch

To compare incremental versus batch approximation techniques, we ran the particle filter and Gibbs

methods on the synthetic dataset of [89] in Figure 4.7. This dataset contains both a multimap

scenario and a gap with missing data, over which interpolation must be performed. We trained

500 particles incrementally, and also performed 500 batch Gibbs updates and compare the learned

models. The results of the two techniques are very similar, both in terms of the MAP prediction of

new outputs, and the overall distribution.

In addition, our experiments suggest that the incremental approach may perform better in re-

source constrained environments. Running both the incremental and batch formulations on this

data, we varied the number of particles and sampling steps. Using this variable as a proxy for com-

putational cost, the log probability of the discovered model is plotted versus computational cost in

Figure 4.3.2. All data is shown averaged over 5 random seeds. While both approaches perform well

with lots of computational time (batch slightly better), particle filters outperform batch processing

when computational power is limited. As robots are typically resource constrained (in terms of

memory and computational speed), algorithms that can perform in such environments may be more

suitable for robot applications. Based on these results, we only use incremental inference in the rest

of our experiments.

One drawback to the sequential approach to model selection is that once a particular assignment

of a datapoint to an expert is present in all particles, it can never be undone. The batch method

can escape from this situation by evicting the datapoint and reallocating it. This fact may lead to

the slight underperformance of the sequential method at the right of Figure 4.3.2. It may then be

advantageous to combine the two techniques. Such an approach may also better leverage available

computational time as discussed in Section 3.5. That is, the incremental particle filter approach could
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Figure 4.7: Top row: maximum aposteriori (MAP) models of synthetic data. The left figure shows
the MAP model from 500 incremental estimation particles, the right figure from 500 batch samples.
The black symbols are the training input/output observations and the vertical dashed lines indicate
the areas of input space where each expert’s likelihood is greatest. Bottom row: horizontally jit-
tered samples drawn from the entire estimated posterior at regularly spaced input points for both
incremental (left) and and batch (right) estimators.

be used to incorporate new data as it is generated with a small number of particles. Then, during

prediction or other downtime, Gibbs sampling would be performed to counteract approximation

issues that arise from the limited particle set.

4.3.3 Comparison with LWPR

We also compared against another popular robot learning algorithm, Locally Weighted Projection

Regression (LWPR) [149] on nonlinear regression and multimap data. LWPR bears some similarity

to ROGER, in that it is also an infinite mixture of experts technique. However, the method of

determining how many experts, and performing regression in each of those experts, is very different.

Further, experts are defined only in input space (outputs are not considered during assignment) and

thus LWPR is a unimap regression algorithm. However, extensions that allowed for differentiation
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Figure 4.8: A comparison of Sequential (SMC) and Batch (MCMC) estimation in the ROGER
model, showing negative log probability as a function of computational effort. In resource constrained
settings, sequential techniques may outperform batch ones.

based upon the outputs as well might make it suitable for multimap regression.

LWPR is a local linear function approximation technique, in that it attempts to model a po-

tentially nonlinear function with a collection of linear regressors. Each regressor or expert, called a

Receptive Field (RF), has its own parameters and makes its own predictions. The final nonlinear

prediction is made by weighing and combining the predictions from all of the RFs. LWPR also deals

explicitly with high dimensional input spaces, as each RF projects data into a lower-dimensional

subspace for processing. New RFs are created as needed to ensure acceptable prediction quality.

More formally, an RF is defined by a center point (c) and a Gaussian area of influence described

by a covariance matrix (D). The weight, or activation, of a point (x) under this RF is calculated:

w(x) = exp(−0.5(x− c)>D(x− c)) (4.16)

In addition, each RF maintains a set of projection directions (U), correction vectors (to preserve

orthogonality) (P ) and linear regression coefficients (β) which are computed using Partial Least

Squares (PLS) and used in prediction. Initially data is projected into 2 dimensions, so there are

R = 2 of these in each RF, but R is increased automatically to adapt to the data.

The LWPR algorithm is summarized in Algorithm 4.3. When incorporating a new data point,

RFs are generated based on a hand-set generation threshold, wgen, which controls the amount of

overlap between RFs. For prediction on a novel point (x′), each RF computes a local prediction

by projecting into a reduced dimensional space using U and P and regressing linearly with β. A
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Algorithm 4.3 Locally Weighted Projection Regression
Inference

Require: Training pair (x, y)
K receptive fields (RF)
generation threshold (wgen)
initial distance matrix (D∗)

Ensure: K updated receptive fields (RF)
for k = 1 : K do
wk = exp(−0.5(x− ck)>Dk(x− ck))
Update local model (Dk,uk,pk, βk)

if all wk < wgen then {Create new RF}
K = K + 1
cK = x
DK = D∗

initialize uK,pK, βK with 2 dimensions.

Prediction
Require: Query point (x′)
K receptive fields (RF)
Blending boolean

Ensure: predicted output ŷ, stddev σ2

for k = 1 : K do
wk = exp(−0.5(x− ck)>Dk(x− ck))
Compute (ŷk) via Equation. 4.17

if Blending then
ŷ =

∑K
i=1 wkŷk/

∑K
i=1 wk

else
ŷ = ŷj , j = argmaxj wj

Calculate σ2

loop-based algorithm for doing so is provided in [150], but is equivalent to a linear matrix operation:

ŷ = Λx′ + β0 (4.17)

Λ = βU> +
R∑
r=2

βru
>
r

 1∑
s1...sr−1=0

−1
Pr−1

i=1 si

r−1∏
i=1

(pr−1u
>
r−1)si − I


Final predicted output can be performed in two manners. The first is a blended method, where

the outputs of all RFs are weighted and combined. Alternatively, the prediction of the RF with the

highest activation for the query point can be returned. The calculation of the confidence bounds

(variance) at the prediction is similarly involved, and we refer the reader to [150] for full details.

Roughly, it is a measure of the error of the prediction of each local expert from the global prediction,

combined with the running error of each expert (computed incrementally) and weighed by each

expert’s activation.

As the training and prediction steps of LWPR can be alternated, it is suitable for tutelage.

In addition, note that sparsity is achieved not only by creating RFs only as needed, but also by

only storing the sufficient statistics (U,P, β) in each RF and discarding datapoints once they are

incorporated. Lastly, the projection step has the potential to further reduce memory requirements

by detecting and ignoring extraneous dimensions in the data.

Experiments

As LWPR is a unimap regressor, we compare it to the unimap regressor in ROGER, which is

SOGP. A comparison of the two based on our desired attributes is shown in Table 4.3.3. Using

the cross dataset of [149] we compare them quantitatively, the results of which are in Figure 4.9. A

R2 → R regression problem, the cross function has several nonlinearities that provide a good test for

nonlinear function approximators. To make a more equal comparison between the two algorithms,
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Attribute LWPR SOGP

Incremental Yes Yes
Sparse RFs remain fixed once created BVs are replaced as needed
Scalability RFs created as needed Fixed number of BVs
Noise Model Gaussian Gaussian
Approximation Locally Linear Globally Gaussian

Table 4.1: A comparison of attributes of LWPR and SOGP

we require that LWPR and SOGP have the same “computational capacity,” which we control by

limiting the number of local models in each. As LWPR automatically determines the number of

receptive fields needed, we use that determined number (27) as the maximum capacity parameter

(β) in the SOGP algorithm. Results indicate both techniques to be comparable in terms of learning

capability. However, we note that we are running LWPR in a somewhat crippled fashion. That

is, in order to get full benefit of the projection scheme, LWPR must be run over the complete

dataset in multiple passes. For this 2D dataset, it is unnecessary, but on higher-dimensional robot

data it may improve regression. However, doing multiple passes through the data sacrifices the

incrementality and sparsity of the approach, as all of the data must now be kept, and the entire

dataset reprocessed after each datapoint arrives. We choose not to run in this fashion and thus

sacrifice any approximation advantages that could be gained.

We also ran LWPR on the synthetic multimap, and ROGER on the cross data, the results of

which can be seen in Figure 4.10. On the synthetic data, LWPR performs averaging in the multimap

region, resulting in outputs that may not be appropriate. Note that the behavior of both ROGER

and LWPR in the gap region is similar, where a discontinuity appears when the nearest local center

(RF or BV) changes. The local linear nature of LWPR can be seen in the data surrounding this

discontinuity as well.

As for the cross data, we point out that this is not a true test of the multimap regression

algorithm. This data is a unimap, and therefore only one expert is needed to fit it. In that case,

ROGER collapses to the SOGP algorithm, and obtains similar results. We further examine this

phase shift in Table 4.2, where we summarize results from the cross and synthetic data sets, as well

as analysis on the Boston data set from the UCI machine learning dataset repository [12]. This data

(a) Random Noisy Data (b) Ground Truth (c) LWPR, MSE = 0.0200 (d) SOGP, MSE = 0.0150

Figure 4.9: SOGP and LWPR compared on the 2D input, 1D output cross function. We limit
SOGP’s capacity to the number of RFs used by LWPR (27).
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Figure 4.10: LWPR compared with ROGER on the two test datasets. (a) A local linear model,
LWPR requires more experts (dots) to fit the synthetic data, and as a unimap regressor averages
the multimap region. (b) ROGER collapses to the SOGP algorithm on unimap data.

set has a 13 dimensional input space, higher than that of the synthetic and cross data, to give a sense

of how the algorithms will scale. Results are shown in terms of mean-squared error and indicate that

on unimap regression, LWPR and ROGER perform similarly (and thus, by extension, so do SOGP

models). However, on multimap data, ROGER significantly outperforms LWPR. When calculating

MSE on multimap data, error is taken as the distance to the closer of the multiple possible outputs.

4.4 Discussion

We have developed ROGER with an eye towards performing direct policy approximation for robot

control policies from interactive tutelage. However, there are other techniques that can be used

to address the underlying multimap regression problem. Specifically, while we have a particular

generative model for the data and a particular approach to model selection and subtask policy

learning, other choices are possible. Since we have factored our joint and separated the input and

output space distributions, it should be possible to change one or the other, assuming appropriate

methods for calculating the required values.

For example, our output space distribution is currently Gaussian, as modeled by our SOGP

Dataset LWPR ROGER

Boston [12] 73.1 68.5
Cross [119] 0.017 0.004

Synthetic [89] 92.9 22.2

Table 4.2: Comparison of LWPR and ROGER on various datasets. Shown are average mean squared
error of predictions on held-out data.
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Figure 4.11: With only Gaussian-shaped experts, ROGER may need several (red, black and green
solid lines) to fit data originating from one subtask (black stars), when the distribution is non-convex.
Using an alternate input model may allow for one expert (dashed black line) to be used instead.

experts. Other regressors, such as the partial least squares regressors of LWPR, or LWPR itself,

might be appropriate, as well as making different assumptions about the observation noise. To use

one of these, or other, regressors in our model, we would need to be able to calculate P (y|X), as in

Equation 4.14. The other portions of the joint would remain unchanged.

Likewise, we currently use a Gaussian mixture model to assign regions of input space to experts,

meaning that the input for a particular subtask must originate from a single Gaussian area of

perception space. Making this assumption maybe overly limiting, as it means that a subtask with a

non-Gaussian input region would have to be fit by multiple Gaussian shaped experts, as shown in

Figure 4.11. One possibility that we have started to consider is letting the input gate for each expert

be, itself, a mixture of Gaussians, so that each of these component Gaussians would be associated

with the same expert. Alternatively, some other density estimator could be used to generate non-

Gaussian gates. Again, only the a portion of the full joint, the input space distribution, would

change, the rest of the calculations would be untouched.

4.4.1 Model Selection

One of the touted advantages of ROGER is its approach to model selection, or determining how many

experts are represented in the data. By maintaining a distribution over the partitioning of the data,

ROGER tracks models with different numbers of experts, up to the possibility that each datapoint

comes from its own expert (effectively infinite experts). Further, ROGER also represents variability

between multiple models with the same number of experts, by considering different assignments of
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data to each expert.

Like the input and output models, the distribution over partitions can be changed independently

of the rest of the joint. Rather than using the CRP, a different approach to determining an appro-

priate number of experts would be to calculate the likelihood of the data (inputs and outputs) under

models with varying numbers of experts. To avoid overfitting, models can be penalized according

the the number of free parameters, using, for example, the Bayesian Information Criterion:

BIC = −2 ln(P (X,Y, z) +K∗ ln(N)

where K∗ is the number of free parameters. While related to the number of experts, it also depends

on the dimensionality of the data, and the exact parameterization of the experts themselves.

To give infinity the same sort of consideration as ROGER, the proposed BIC-based approach

would have to run EM to fit a finite mixture model to the data for models of all orders from 1 to

N . The likelihood of the resulting data would be calculated and penalized, and the resulting most

likely model would give us the “optimal” number of experts to use. While described here as a batch

approach, the models could be trained incrementally, with a new model being added each time a

new datapoint was received.

However, when training a mixture model with EM (particularly incrementally), there’s a pos-

sibility of the algorithm getting stuck in local optima. To counteract this, starts from multiple

random seeds are often used. This BIC-based approach can then be seen as filling in a large table of

probabilities, of size N × R, where R is the number of random seeds. For computational efficiency

with large N , a coarser granularity (1,5,10..., as opposed to 1,2,3,4...) may be necessary, which could

result in the “true” optimal number of experts being missed. Techniques such as binary search over

the number of experts may address this concern, but can still be considered a “brute-force” method.

In contrast, ROGER’s current approach to model selection can be seen as filling in only P cells

of this N × R table, where R → ∞, and approximating the entire distribution over the number of

experts from these cells. Further, ROGER considers the distribution over all possible partitions of

the data for a given number of experts, while the finite approach above tracks at most R. Also,

prior information as to the partitioning (specifically as to the rate at which new experts appear) is

possible with the CRP, but not the BIC technique. And lastly, by tracking the entire distribution over

partitions, ROGER leaves the door open for changing the assignment of points to improve modelling

and escape from local optima, using perhaps the MCMC approaches as discussed in Section 4.3.2.

4.4.2 Temporality

Currently, the temporal nature of the data is not used effectively in determining the partitioning.

While ROGER says something about the expected number of experts over time, each datapoint

itself is considered independently, without regard to the experts to which its temporal neighbors

were assigned. Theoretically, the complete dataset can be randomly permuted with no effect on the

discovered partitioning. In practice, this is not the case as both the sparsity of the experts (where

data is discarded) and the finite number of particles introduce order-dependent effects.
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For tasks like the square root of Section 4.3.1, where the data come randomly from both experts,

ignoring temporality is appropriate, as the temporal relationship between points has no further

information. However, for robots, we do not expect this to be the case. Instead, we expect data

from a latent FSM robot controller to have temporal continuity, where contiguous subsections of the

data all come from the same expert. Our current model relies on the fact that data from the same

expert occupy similar positions in input-output space to group them together.

Likewise, when controlling the robot (performing prediction), we would expect to sample repeat-

edly from the same expert for some time, until the subtask it represents is complete, or interrupted.

Then we would begin to draw from another expert, and so on. Our current model does not incorpo-

rate this idea, and instead chooses the current active expert independently of the one before it. In

terms of robot behavior, this may lead to rapid oscillation between subtasks. For the case when the

subtasks represent two different approaches to the same problem, as in Figure 4.2, rapidly switching

between them may result in the robot effectively averaging their commands, due to physical inertia.

This issue, of ensuring expert continuity, is tied to that of inferring transitions in an FSM

built over the experts discovered by ROGER. One approach to ensuring similar temporal structure

between inference and prediction is to look at the expert assignments as discovered by ROGER

itself. From the sequence of experts over time we can determine the transition probabilities, and use

those during prediction.

However, this method still does not leverage the temporal information in the data. For a tem-

porally aware ROGER (T-ROGER), it might be better to change the distribution over partions, to

favor those where temporal continuity is perserved. One technique, discussed in Section 6.2.2, might

be to change the CRP evolution equation, so that the probability of sitting at the same expert as

the previous patron is increased, as in the “sticky-HMM” [49].

4.5 Review

We have introduced ROGER, an incremental approach to multimap regression. It seeks to decom-

pose a multimap (where one input can have multiple appropriate outputs) into a set of unimaps,

inferring the appropriate number from the data. For prediction, outputs come from only one of the

applicable unimaps, resulting in multimap behavior, instead of averaging.

We have compared ROGER to a variety of other regression techniques, the algorithms discussed in

this chapter are laid out in a plot in Figure 4.12. As stated, there are a number of desirable properties

we seek in a learning algorithm for our interactive robot learning scenario. On the horizontal axis we

have “computational feasibility,” a rough measure of how appropriate the algorithm is for tutelage-

based RLfD. This feature is mostly related to the speed of the algorithm, but also incorporates ideas

of sparseness, incrementality, and scalability. We indicate a shift from techniques that store all of

the data seen on the left, to those that learn sparse models on the right.

The vertical axis of the graph indicates the quality of estimation. This metric includes not

only the accuracy with which the the algorithm learns the underlying policy, but also its ability to
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Figure 4.12: Algorithms discussed in this section, compared with respect to computational feasibility
(speed, sparsity, incrementality, scalability) and estimation quality (accuracy and confidence). For
robot learning of unknown tasks from tutelage we seek a sparse multimap algorithm such as ROGER.

determine when the estimate is good or not (confidence). We divide these algorithms into those

that learn unimap policies, and those that learn multimaps. ROGER and its possible temporally

conscious successor occupy locations in the top right of the graph, as they are sparse, incremental

multimap regressors.

Looking forward, the next necessary step is to include temporal information in the model and

algorithm. In terms of finite state machines as introduced in Section 1.3.4, ROGER currently only

performs model selection and policy learning, determining the subtasks of an FSM. Leveraging the

temporal information will enable it to determine the transitions as well, and perform full FSM

learning. As FSMs are used in a variety of domains, such map-building [44], ROGER may then be

applicable to other areas, not just robot learning from demonstration.



Chapter 5

Evaluation

Games are deep in the heart of us. From solitaire to the Super Bowl we’re nourished

on games, those abstract expressions of real life where we know the rules and can test

our wits against an opponent or against chance, or watch our agents do it for us. Real

life, of course, is never that tidy. Games let us work up to life.

Pamela McCorduck, Machines Who Think, 1979, page 146

We wish to learn, from demonstration, robot control policies similar to those that are today

currently hand-coded. The previous two chapters have introduced our robot tutelage architecture,

as well as several learning algorithms for use in therein. In this chapter, we set forth our experiments

in learning a robot soccer team, like those that have been programmed for the Robocup1 competition.

In the Robocup standard platform league, teams of identical robots compete in robot soccer

games. Until recently, the platform was the Sony AIBO, which we use here. By requiring all teams

to use the same robots, winning is thus framed as a problem solely of software: algorithms, design,

and development. While advanced teams consider the set of robots as a whole and use techniques

such as coordinated plays [27] and dynamic role allocation [129], first year teams often consider each

robot in isolation and utilize little, if any, inter-robot communication. A standard technique, used

for example in [81], is a so-called “swarm team,” where each robot, except for the goalie, individually

attempts to get the ball and score with it. It is called a swarm team because the resulting behavior

is that all of the robots “swarm” around the ball, fighting for control. As all of the fieldsbots run

the same controller, only the goalie needs to be developed separately.

Despite the simplicity of the strategy, such a team can still take months to develop. While much

of that time is usually spent on lower-level development such as vision, localization and locomotion,

a fair portion is dedicated to the development of the high-level behaviors. It is the development of

the behavior, given low-level perception and actuation, that we are focused on here. Our platform,

showing the assumed perceptual capabilities and actuation modalities discussed in Section 3.4.1 is

shown in Figure 5.1.
1http://www.robocup.org
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Figure 5.1: Our evaluation robot platform, a Sony AIBO equipped with rudimentary vision (color
segmentation and blobbing) and walk-gait generation. Control policy estimation involves approxi-
mating the observed policy mapping from state estimate INPUTs to action OUTPUTs.

Figure 5.2 shows simplified versions of the swarm-style robocup soccer behaviors. Specifically, we

are ignoring concerns as to other players on the field, the ball-holding penalty limit of three seconds,

and global localization on the field. We also present two different approaches to goal scoring. The

first policy, in Figure 5.2a, is designed to be amenable to unimap regression. To be so, we avoid

ambiguous sensor states, or perceptual aliasing, which may lead to incorrect behavior when standard

regression is used to directly estimate the control policy from demonstrated perception-actuation

pairs. The second approach, in Figure 5.2b, is more representative of the control policies that were

developed for the Robocup competition in its early years. However, on our platform this more

effective policy contains perceptually aliased state estimates, resulting in multimap scenarios.

To collect data to train these behaviors, we experimented with three different approaches. First,

a standard batch approach, where all training data is collected before learning takes place. Second,

an interactive approach, where a human user toggles an HGC until they are satisfied with the learned

controller or believe it to no longer be improving. Lastly, learning from interactive human demon-

stration, where the human user teleoperates the robot to perform the task, again until satisfaction

or no additional improvement.

The evaluation of the learned policies themselves can also take multiple forms. Qualitatively, a

human observer can watch the learned controller in action, and subjectively decide if it is performing

the task correctly. More quantitatively, we can use task-level metrics such as the number of goals

scored (or blocked) in a given time period, of from specific locations. We can also evaluate the

approximate policy at the action level, by comparing the commanded actuation outputs with those
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(a) Unimap Fieldsbot

(b) Multimap Fieldsbot

(c) Goalie

Figure 5.2: The robot soccer behaviors we learn herein. Unimap goal scoring (a) specifically avoids
perceptual aliasing, to enable learning with standard regression. Learning the more successfully
policy in (b) requires multimap regression, such as ROGER. The goalie (c) rounds out our swarm-
style team.

of the demonstrator, and calculating the mean squared error.

For task-level evaluation of the policies, we use 13 locations, distributed across the field as

in Figure 5.3. The exact locations of the ball and robot in each trial is corrupted by additional

placement noise. We ran each of the coded policies (HCC) on these locations for 2.5 minutes and

computed their effectiveness, in terms of the percentage of goals scored or blocked. The results are

shown in Table 5.1, along with those of learned controllers. To give a sense of the capabilities of

each controller, we also indicate the results from each of the 13 test locations.

Recall that our goal is to learn policies that perform as well as the demonstrator. From this

summary, we can see that SOGP can be used to learn the two unimap policies, approaching to

within 10% of the efficacy of the demonstrator. However, on the multimap policy, SOGP fails

to develop a useful approximation. With ROGER, the resulting policy is still not at the level of

demonstration, but it is much improved over the one learnt by SOGP. We now provide more details

and analysis of our experiments in learning these controllers.
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Figure 5.3: The field setup for training and testing our soccer team. Not to scale, the yellow square is
the goal, orange circles are initial ball positions, white ovals are initial robot locations/orientations.

Location 1 2 3 4 5 6 7 8 9 10 11 12 13 %
Unimap Scorers

HCC 0/3 3/3 0/3 2/3 1/3 0/3 3/3 0/3 3/3 3/3 0/3 3/3 0/3 46
SOGP 0/3 3/3 0/3 0/3 0/3 0/3 3/3 0/3 3/3 3/3 0/3 3/3 0/3 38

Multimap Scorers

HCC 1/3 3/3 0/3 2/3 3/3 3/3 3/3 2/3 3/3 1/3 2/3 3/3 1/3 69
SOGP 0/3 0/3 0/3 0/3 0/3 0/3 0/3 0/3 0/3 0/3 0/3 0/3 0/3 0
ROGER 0/3 2/3 0/3 1/3 2/3 1/3 2/3 0/3 1/3 0/3 1/3 2/3 0/3 31

Goalies (Unimap)

HCC 2/5 4/5 4/5 4/5 5/5 3/5 3/5 2/5 5/5 4/5 4/5 1/5 4/5 69
SOGP 3/5 5/5 4/5 3/5 5/5 3/5 1/5 5/5 2/5 2/5 2/5 0/5 5/5 62

Table 5.1: Comparison of the efficacy of the various robot soccer tasks, both as coded and learned. In
addition to percentages of success, we show the results of multiple trials from each of the 13 locations
in Figure 5.3 in terms of successes (scores or blocks) over attempts. On unimap controllers, SOGP
successfully learns policies, but it fails on the multimap policy, where ROGER is needed.
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Algorithm 5.1 Unimap Goal Scorer (UGS)
Require: Perceptual variables BALL and GOAL
Ensure: Action output ACTION

loop
Update BALL and GOAL
if isLinedUp(BALL,GOAL) then

if isKickable(BALL) then
ACTION ← “kick”

else
ACTION ← “approach ball”

else if isVisible(BALL) AND isVisible(GOAL) then
ACTION ← “sidestep”

else if isVisible(BALL) then
ACTION ← “circle”

else
ACTION ← “spin”

5.1 Unimap Goal Scorer

Given that we will be using unimap regression techniques, we specifically develop a unimap goal

scoring policy (UGS), shown in Figure 5.2a and in pseudo-code in Algorithm 5.1. Conceptually,

we can think of the controller as having four stages. The first stage is the ball-location stage, and

rotates the robot in place until the ball is in view. Then, the robot walks around the ball (to the

right in a circle with the ball at its center), until the goal is in view behind the ball. The robot

then approaches the ball, and when in range, kicks. During execution, if the ball or goal should be

moved, the robot immediately adapts, switching stages if necessary.

While we can think of this policy as having four distinct steps, in actuality the control algorithm

is a set of nested if-else loops, with no internal state. That is, the current inputs (observed ball and

goal location) are all that is necessary to determine what the outputs (walk parameters and kick)

should be. It is this direct, reactive mapping, that enables the immediate adaptation.

Testing this control policy on the 13 ball locations of Figure 5.3, we find it 46% effective. The

policy has the most trouble from positions near the edge of the field, where the sharp angle between

the ball and the goal makes it difficult to line the two up. Additionally, for positions on the left side

of the field, the robot must circle all the way behind the ball before it can be lined up, taking more

time and increasing the chance that the robot will become stuck on the way (on the wall or carpet).

Using SOGP (wk = 0.1, σ2
0 = 0.1, β = 300), we train a controller with data from one shot from

each of the locations. Because we use an SOGP, this is not equivalent to storing all of the data

for future comparison. Instead, only β = 300 of the ∼ 28, 000 total points are kept to represent

the distribution over mappings. Testing the learned controller from each location, we find it 38%

effective, just slightly worse than the HCC. Experiments with interactive training obtained similar

results, although we had decreased effectiveness when learning directly from human teleoperation,

most likely due to increased noise and errors in the demonstration data.
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5.1.1 Conclusion

Using unimap regression, we are able to transfer autonomous control policies onto robots with fixed

perception and actuation, from both hand coded controllers and interactive human teleoperation,

where the learned policy performs nearly as well as the demonstrator. However, the policy discused

here is a unimap policy, devoid of perceptual aliasing. In the next section we will examine a multimap

control policy that is more representative of those actually programmed by first-year robocup teams,

and which will require multimap regression to learn.

5.2 Multimap Goal Scorer

The multimap goal scorer (MGS), shown in Figure 5.2b, can also be thought of as having four

stages. In the first stage, the robot turns in place to locate the ball, similar to the UGS controller,

but then approaches the ball directly, without regard to the goal location. Once the ball is reached,

the MGS controller executes a trap motion to put the ball under the robot’s chin, so that it can be

manipulated. The third stage turns with the ball towards the goal, and the last stage checks the

goal’s location and kicks if it is lined up.

In contrast to the UGS controller, where the 4 stages were only conceptual distinctions, the MGS

controller actually consists of four separate subtask controllers, arranged in an FSM as shown in

Figure 5.4. Thus, in addition to the subtask controllers themselves, we specify transition conditions,

indicating when the active subtask should change. These conditions impose an amount of inflexibility

on the MGS controller, as it cannot always change stages immediately, as the UGS controller does.

Figure 5.4: The multimap goal-scoring (MGS) task as a finite state machine. Without knowledge
of the correct subtask to perform, perceptual aliasing occurs.
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For instance, if the ball, robot, or goal are moved during the trap stage, the complete trap motion

must still be finished before transitioning to a new subtask.

Our initial attempts to learn this behavior with unimap regression failed. That is, the task could

not be taught to user satisfaction in half an hour of interactive training using a HGC. Instead of

proper task performance, we observed the robot performing portions of the different subtasks at

inappropriate times. For instance, whilst navigating to the ball, the robot would sporadically trap.

We hypothesize that in some portions of the perception space there is not enough information to

correctly determine the appropriate action. That is, perceptual aliasing causes outputs from multiple

subtasks to be combined, resulting in the observed incorrect behavior.

To test this hypothesis, we focused on learning the first two individual subtasks in isolation,

shown in Figures 5.5a and 5.5b, without the transitions between them, as well as their combination

in Figure 5.5c. We also examined some related tasks, shown in Figures 5.5(d-f), to further probe

the utility of the DL architecture and the learning algorithms we can use therein. A summary of the

tasks, brief descriptions, and the two-letter abbreviations by which they will be referred are in Table

5.2. In the experiments presented in this section, we used the same parameters for the algorithms

across all tasks: LWPR (wgen = 0.2, D∗ = 100) and SOGP as above.

Task Name Description

BA Ball-Approach
Rotate in place until the ball is seen, then walk towards it. While
walking, lower the head to keep the ball in view, and stop when the
ball is directly under the nose.

TR TRap
Lift the head fully, and attempt to “scoop” the ball under the chin.
Using the mouth, detect if the ball is locked in place. If so, stop,
otherwise attempt to trap it again.

AQ ball-AcQuire A combination of the above two tasks. Approach the ball, and when
stopped, execute the trap.

AQ+ AQ with state
Same as above, but the perception and actuation space of the plat-
form have been extended to explicitly indicate which of the subtasks
is being executed

HT Head-Tail Using only the motor sensors, move the head to mirror the tail.

BT Ball-Track Move only the head to keep the orange ball centered in view.

GC Goal-Charge Rotate in place to locate the goal, then approach it and stop when
it fills the view.

WK WalK Execute a cyclic walk gait to move the robot forward. This motion
pattern is taken as part of the platform.

KI KIck Execute a kick by bumping the chest into the ball. This pre-
determined motion is taken as part of the platform, as is a block.

Table 5.2: The various tasks discussed in this section, where they are referred to by their 2 letter
abbreviation. Ball-Approach is the same as the seek subtask of the multimap goal scorer.



94

(a) Ball Approach or Seek

(b) Trap

(c) Ball Acquire = Seek + Trap

(d) Head-Tail mirror

(e) Ball Track

(f) Goal Charge

Figure 5.5: The Goal Scoring subtasks and some related skills learned. Not shown are the walk
(WK) and kick (KI) skills, which are initially learned, and then taken as part of the platform.
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Figure 5.6: Learning the Walk controller. The HCC demonstrator generates the open loop sequence
shown in (a), giving rise to the observed data in (b). The learned controller results in the sequence
in (c). All data are projected onto the first 2 principle components of the motor space.

5.2.1 Open Loop

Two of the tasks in this section, WK and KI, are not learnt from human demonstration, because

the teleoperative interface does not allow for them to be produced. Both of these tasks involve

coordinated movement of the robot’s legs. For this reason, we take them as given and have included

them as actuation options in our platform. However, before doing so we first showed that they were,

themselves, learnable from demonstration.

Both of these tasks’ HCCs are actually open loop controllers, where the commanded motor

positions are unrelated to the perceptual input. In Figure 5.6 we show results from learning the

walking task. While the open loop HCC generates the same commands each cycle, the learned

controller is more reactive to the environment, and generates more varied data.

Trap

Similar to the above actuations, the TR subtask involves a pre-determined sequence of motor po-

sitions. Designed to give the robot control of the ball, the technique is to lift the head and chin

up, reach the chin out, and pull the ball back so that it is trapped against the robot’s chest. We

considered including the trap motion as an intrinsic capability of the platform, but chose instead to

learn it, as our teleoperative interface allows for humans to demonstrate the entire behavior.

The data space is 2D, corresponding to the two motors of the head (neck and chin) that are

used, and is shown in Figure 5.7, along with the commanded, observed, and learned trajectories.

Like WK and KI, TR’s controller provides the same commanded motor positions each cycle, and

the observed perceptions are smoothed by physical forces. The learned trajectory falls in between.

We also indicate trap success (green) and failure (red), which will be required for transitioning from

the trap into one of the other subtasks.
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Figure 5.7: Learning to trap. Similar to walking, we show the open-loop commands (a), observed
motor positions (b), and learned controller (c). The space is the 2 used motors of the head, along
with a success/failure indicator.

5.2.2 Mean Square Error

The other tasks, such as the BA and GC tasks, are fully closed-loop controllers, where the generated

outputs at each timestep depend on what is actually perceived. In these two cases, the robot turns in

place until the object of interest (ball or goal) is detected, and then walks forward. In the BA task,

the robot’s head and neck track the ball, eventually pointing directly downward at it, at which point

forward motion ceases. For GC, the robot’s head does not move, but the robot stops approaching

the goal when it has reached a threshold distance (as determined by the size of the visible goal).

While learning these tasks, we also introduce two simple closed-loop controllers as test cases.

The HT task ignores all visual input, and only controls the head’s pan and tilt to match that of the

tail. The BT task, on the other hand, is a visual servoing task, where the robot’s head moves to

keep the ball centered in view.

Learned controllers for all of these subtasks (HT, BT, TR, BA, GC) were generated with LWPR

and SOGP from HGCs and teleoperation, save for GC, which we used as a “pure” test of the human

teleoperative learning aspect. Quantitative results in terms of MSE and learner confidence are in

Figure 5.8. All results are shown averaged over 5-folds, where we train each controller on 4/5ths of

the demonstration data (collected in batch) and test it on the remaining fifth. LWPR, overall, has

higher MSE, which may be reduced by parameter tuning.

5.2.3 Features of Learning Algorithms

As discussed in Chapter 4, two desirable features of learning algorithms for robot tutelage are speed

and robustness to noise. Particularly, we want the algorithms to maintain realtime capability as

a lifetime of data is collected. Further, we expect that data to come from human demonstration,

which we do not assume to be perfect.
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Figure 5.8: MSE and confidence of each algorithm on the training data sets and on leave-one-out
testing. All results are averaged over 5 folds and 1 standard deviation error bars are shown.

Speed

To test the speed of the algorithms, we collect a further 5000 datapoints, roughly 2.5 minutes,

from the HCCs for several tasks. Training both LWPR and SOGP learners, we record the speed of

incorporating each point in hertz, shown with respect to data size in Figure 5.9a.

Both algorithms display asymptotic behavior, although the limit appears to be task-dependent.

We posit that this relates to the difficulty of representing the control policy, and that once the control

policy is well represented, further data is incorporated with little additional effort. For instance, the

TR task, as a pre-determined trajectory of motor poses, is learnt quickly. The BA task, in contrast,

requires coordinating locomotion with observed ball position and may require more representational

power on behalf of the algorithms.

We also note that the asymptote for SOGP on the more difficult tasks appears fixed, which is
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(b) Human Data vs HCC data

Figure 5.9: a) The speed of the algorithms as a function of the amount of data trained on. Dotted
line represents 30Hz, or realtime performance. b) Humans are much noisier demonstrators than
hand-written code. We seek to, and successfully, learn from this noisy data.

related to the capacity of the algorithm. We have deliberately chosen β = 300 to keep this limit near

30Hz, the speed of our system. In contrast, the task dependence of LWPR’s limit provides no such

guarantee, although careful selection of parameters may keep the algorithm realtime. These reasons

are some of the ones why we have chosen to base ROGER on SOGP experts. Particularly, as the

final speed of inference is independent of data set size (through the hard capacity limit), SOGP will

not slow down beyond this limit, even as a lifetime of data is collected.

Noise

To illustrate the noisy demonstrations that arise from human teleoperation, we plot the control

signals for the BT task from both the HCC and human teleoperator in Figure 5.9b. The HCC

provides very clean data, excellent for learning. Of course, to challenge the learning algorithms, we

could add additional noise to this signal.

In contrast, the human demonstrator’s data exhibits nonstationary noise. Not only is the noise

input dependent, but certain values are preferred over others. It is unclear then what noise model

should be used if we were to attempt to simulate it in our HCCs. Additionally, some of this noise

may be due to our interface, which may make it easier for the user to express certain values over

others. Still, we argue that no matter what the interface, noise such as this will exist. The fact that

we can learn from this data tells us that our algorithms are up to the challenge. However, for ease

of experimentation and development, we often prefer to use HGCs.
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Figure 5.10: Data from the seek/trap transitions of the AQ task. Raw inputs and outputs, with
extraneous dimensions removed, are shown in the middle, as is the true subtask indicator (light is
seek, dark is trap). Six subtask transitions are shown. One datapoint on either side of the first
transition is highlighted and shown graphically. Inputs, or state estimate (head pose and perceived
ball location) are on the left, and outputs, or actions (commanded head pose [walk velocities are
zero]), on the right. For similar perceptions on either side of the transition, different actuations are
demonstrated, leading to perceptual aliasing.

5.2.4 Subtask Switching

The ball-acquire (AQ) task is the first subportion of the goals-scoring behavior that is also an FSM,

as indicated in Figure 5.4. AQ can be seen as a composition of the BA and TR tasks, where the

robot first locates and approaches the ball and once the ball is in the right location, it performs the

trap maneuver. Attempts to learn this task with SOGP and LWPR failed. However, as the subtasks

themselves were learnt in the previous section, this failure indicates that it is the transition between

them that is causing problems.

We therefore focus on data from the transition between seeking and trapping in the AQ policy,

to highlight the features that make it difficult to learn with a unimap regressor. Figure 5.10 (center)

shows raw data from around this transition, with extraneous dimensions such as non-ball color blobs

and tail position removed. We highlight one transition and examine more closely the data on either

side, when the controller has switched from performing the seeking subtask to the trapping subtask.

On the left we show the perception inputs, with the head and ball positions. Both states have very

similar inputs, and on the right we show the corresponding outputs. When seeking, the controller

keeps the head down, and the walk parameters are zero. When trapping, the walk parameters are

still zero, but instead the head is raised (to initiate the trap).

When performing unimap regression, there is an implicit assumption that data that is similar in

input space is similar in output space as well. In both LWPR and SOGP, this is formalized by the

squared exponential, or radial basis function:

k(x,x′) = exp

(
− 1

2d

d∑
i=1

||xi − x′i||2

σ2
i

)
(5.1)
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which computes the similarity between two datapoints. We see that for the two points on either

side of the transition, the RBF measure is 0.9978. LWPR and SOGP both then assume that the

outputs would be similarly similar, which is not the case. Instead, the outputs have a measure of

0.1295 between them.

If, however, the hidden state were observed and included in the perception of the system, these

two inputs would be separated in perception space. Their similarity would become 0.4866, and as

the inputs are less similar, their associated outputs can be differentiated more, and unimap learning

may be able to learn the appropriate mapping.

Explicit State

We extended the perception and actuation of the platform to include this explicit state, as discussed

in Section 3.5.2. Specifically, we add one more discrete dimension to both that indicates which of

the subtasks is being performed. Note, that now the learning system has to learn not only the

perception to actuation mapping, but also the state evolution. In terms of learning a finite state

machine, we are essentially taking as given the subtasks, and learning their individual policies and

the transitions between them.

We call the AQ task with extended perception and actuation AQ+, and successfully train a

learned controller using a HGC and SOGP. Because of the need for an explicit state variable, direct

human teleoperation is untenable. We can conceive of an interface where the user explicitly indicates

which of a number of subtasks they are currently performing, and that information is used in learning.

However, requiring such information would necessitate that the user analyze the desired task, which

may be beyond their ability.

5.2.5 Conclusion

Unimap regression is unsuitable for policies with perceptual aliasing that arises from the switching

between multiply applicable subtasks. Instead of correctly performing one of the appropriate actions,

controls from all subtasks are merged, resulting in inappropriate behavior. Explicitly using internal

state may enable such policies to be learnt, by turning the underlying multimap into a unimap, but

requires that the user provide such state. In its absence, multimap regression is needed to determine

the number of possible subtasks and their individual policies.

5.3 Multimap Learning

We use ROGER to perform multimap regression on data from the multimap goal scorer’s hand

coded controller. While collecting data from demonstrations, we also log the true subtask indicator

used by the demonstrator to make decisions. Anticipating a bias towards subtasks that have more

data, we use only 1000 points of each subtask. Using the ground truth subtask indicator we color

the input data (projected into 3D using PCA for visualization) in Figure 5.11a.
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Figure 5.11: Data from the multimap goal scoring controller projected into 3D with PCA. Color
indicates the subtask or expert to which each point is assigned. a) The ground truth coloring uses
the known subtask indicator. b) ROGER automatically determines a number of experts (85), and
assigns data to each. c) Grouping the experts according to subtask shows that the discovered experts
accord with the ground truth.

Using ROGER (α = 0.5, κ = 0.1,Λ = 1, β = 300, P = 10, w = 0.1, n = 0.1) we are able to

automatically determine a number of experts, the assignment of data to experts, and their individual

policies. The resulting assignments are shown, projected into the same PCA space, in 5.11b.

5.3.1 Analysis

ROGER discovers 85 experts in our data, which is more than the 4 that were codded in the HCC.

However, this difference is not an indication that ROGER has failed. Rather, the discovered experts

may just represent an alternate partitioning of the overall task into subtasks than that which we

used when coding.

To examine the data assignments, we plot them per expert in as a stacked histogram in Figure

5.12 along with a zoomed in view. On the horizontal axis is the expert number, and the vertical

axis is the number of datapoints assigned to each expert. The data is colored to indicate which of

the ground truth subtasks generated it.

We first note that almost all of the data from the kick subtask is assigned to one datapoint,

number 43, corresponding to our a priori segmentation of the task. The data associated with this

subtask is thus sufficiently similar to itself (in terms of inputs and outputs), and different from the

data from other tasks that it is isolated and assigned to an expert. However, not all data from

this subtask is in this expert, and this expert contains data from other subtasks as well. The data

assigned to other experts can be thought of as outliers from this subtask, data which is sufficiently

different that the gating GMM and output SOGP do not well describe it. Likewise, data from other

subtasks that are included in this expert can be thought of as overlap data, from the regions where

two (or more) subtasks are equally applicable.

Concerning the aiming subtask, the data is assigned predominantly to two experts, numbers 37
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Figure 5.12: The ROGER discovered experts and the data assigned to them, colored by subtask.
The right image is a zoomed in view of the left.

and 42. Examining the plot in Figure 5.11b we see that one expert, colored orange, corresponds

to one side of the data, and the other expert (green) to the other side. These sides correspond

physically to the situations when the robot has the ball and must turn left to the goal, and the one

where it must turn right. Upon consideration, this is a reasonable distinction to make. While the

hand-coded control policy treats these two cases as the same, and labels them as part of the same

subtask, it could also have contained different subtasks for each. ROGER is thus able to discover

distinctions not originally thought of by the demonstrator. This property is key, as it will allow

ROGER to determine subtasks even when the demonstrator is unaware of them.

Regarding the other subtasks (seek and trap) we note that data for these subtasks are not

distributed randomly over experts, but rather split over a series of them. That is, all of the experts

contain data from predominantly one subtask, rather than a blend. Exceptions are rare, and likely

correspond to regions where the subtasks themselves are very similar. Extrapolating from our

previous point, we posit that ROGER is finding distinctions in the data that are not as obvious to

us as the left/right split of the aiming task. Thus, a problem here may be that ROGER is finding

too many distinctions, rather than not learning to distinguish. Future work, discussed in Chapter 6,

considers methods to reduce the number of experts discovered, while improving task performance.

5.3.2 Evaluation

Given the disparity in the number of experts discovered by ROGER and the number sufficient for the

task as designed, we investigate the resulting partitioning more deeply. To do so we consider both

the quality of the partitioning under the model, and the utility of the learned experts for performing

the task.
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Joint Probability

In terms of the model, we can calculate the joint probability of the data {X,Y, z} (inputs, outputs,

and latent subtask indicators), under our parameters Ω. Doing so, we compute the negative log

joint probability of the data and the ROGER-discovered latent assignments to be 81359. Using

the hand-coded controller’s subtask assignments, we find that the NLP of the joint is 81983. The

ROGER-discovered assignments have a lower NLP, meaning that these assignments are more likely

than the ground truth, given our model and the parameters.

We note that our model makes many simplifications and assumptions that are not true in reality,

which may combine to make the discovered assignments more likely than the ground truth. For

instance, we use a spherical prior in the input model, and equal kernel widths in all dimensions,

thus ignoring the differences between them. In addition, we assume that the GP parameters are

fixed across all experts. In doing so, we may need multiple experts to fit a region of data, where one

expert, with different parameters, may suffice.

Task Performance

With regards to task performance, we can use learned subtask policies to perform the complete

multimap goal scoring policy. However, in order to evaluate the learned subtask experts as part of

a whole policy, a significant amount of hacking must be performed. Because we do not learn the

transitions between the experts, we must provide a hand-coded transitioning system. Evaluation

of the total policy then becomes, in part, an evaluation of the transitioning. To control for this

confusion, we can use the same transitioning system that was utilized in the HCC. Both policies

should then transition the same, leaving us with an evaluation of the underlying subtasks instead.

However, as the learned experts do not match up one-to-one with the coded subtasks, we must

instead provide a mapping of some sort.

We therefore created meta-experts corresponding to the subtasks used in the HCC’s transitioner

by combining multiple discovered experts. To do so, we assigned each expert, i ∈ [1, 85], to one

of the transitioner’s subtasks, j ∈ [1, 4], depending on the ground-truth source of the data in each

expert. That is, if the plurality of expert i’s data comes from the execution of subtask j, expert

i is assigned to subtask j. All data associated with the experts assigned to a particular subtask

were combined and used to train the meta-expert for that subtask. The assignment of data to

meta-experts is shown in Figure 5.11c, where visual inspection indicates that they accord well with

the HCC’s subtask assignments, although with some misclassifications.

This approach is just one method for making the discovered experts work with the coded transi-

tioner, and it undoubtedly introduces errors. Experiments with the resulting controller are thus not

true evaluations of the underlying learned experts, although they will be lower bounds. Alternate

approaches to expert selection are also possible, and may give different results. For example, instead

of training meta-experts, we could select an expert from within the group stochastically, based on

the input model likelihood.

We tested the resulting ROGER-learned controller on the same 13 locations as before, and
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achieved a 31% success rate. While much less than the efficacy of the HCC, this result still represents

a significant improvement over learning with SOGP, which succeeded in 0% of trials. A better

technique for selecting experts may improve these results, without any modifications to ROGER.

Analysis of Errors

With 69% of goals missed, there is much room for improvement in the learned goal scorer. Some

of these errors (at least 30%) are due to a poor demonstrator, who would miss the same shots.

Additionally, we have errors due to improper switching and poor learning.

Improper switching errors are the most common, and reflects on our “hackish” meta-expert and

transitioning methodology. An example of this error occurs when the robot approaches the ball,

but does not transition to the trap when the ball is in the correct location. Or, once executing

the trap, the success of the trap is not accurately detected, and the robot transitions incorrectly.

These particular errors are due to our transitioner, which assumes specific values for the inputs and

outputs at transition points, which may not result during autonomous execution. To address this

issue, we could rewrite the transitioner, or learn the appropriate transition matrix from the data, so

that we can use the learned experts directly.

Improper subtask learning can be further attributed to two sources. The first is in the learning of

each expert, where SOGP can fail to generalize properly, due perhaps to lack of data. Additionally,

mis-allocation of a point to an expert by ROGER can result in cross-contamination of the experts.

That is, one expert can contain data from multiple subtasks, and the resulting policy for that expert

will perform incorrect averages, as when we used SOGP to learn the multimap goal scoring policy

as a whole. Adaptations to ROGER, such as changing the shape of the input space gates, and

improved data collection, perhaps from full tutelage, may reduce these errors.

5.3.3 Conclusion

As the multimap control policy outperforms the unimap version, we would like to be able to learn

such policies from demonstration. Using standard unimap regression, this is not at all possible.

With ROGER, we can automatically determine a number of subtasks and assign data to them, such

that the individual learned subtasks policies, with proper switching, can be used to perform the

overall task. Improvements to ROGER as well as utilizing the tutelage framework more thoroughly

may improve the learned behavior to the level of the original demonstrator.

5.4 Goalie

To round out our learned swarm-team inspired robot soccer team, we learn the goalie behavior

shown in Figure 5.2c. The robot starts centered in the goal, and initially sweeps its head to locate

the ball. Once the ball has been found, the robot locks on to it and rotates in the goal towards it.

If the ball approaches too closely (as defined by a threshold on the blob’s size), the robot executes

the block behavior. Additionally, if the ball is very close, the goalie attempts to kick it away.
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From the 13 field locations in Figure 5.3, we collect 5 shots on goal from each, in random order.

The balls were “kicked” by a human2, from each location towards the center of the goal, attempting

to maintain constant velocity over all trials. The resulting efficacy of the HCC was 69%, meaning

that it blocked 69% of the shots.

The total collected data has ∼ 22,000 datapoints, representing ∼12 minutes of training. Training

on all of the data, as we did with the UGS policy, would also take 12 minutes. Rather than doing so,

we generate a new dataset, interactively using the tutelage framework. From only 4000 datapoints,

or only 2 minutes of interaction, we trained a learned goalie that qualitatively performed as well

as the HCC. Testing the learned policy from the same 13 locations, we evaluate this learned policy

quantitatively, and achieve 62% efficacy, on par with the HCC demonstrator. While these results

are not conclusive, they indicate that the the tutelage approach to robot learning may result in

policies that perform as well as those learned from batch collection, but requiring smaller datasets

and therefore less time.

5.4.1 Analysis of errors

There are two sources of remaining errors in our learned goalie. First, there are the errors that the

demonstrator makes, where we cannot expect the learner to be better. Examples include situations

where the robot is incorrectly positioned with respect to the shot, and while the robot executes

the block motion, the arms are not able to block the ball completely. Likewise, the HCC rarely

successfully clears the ball, as after the block it tends to roll away.

Further issues relate to the learning itself. A major source of poor behavior is in the location

phase, where the robot is supposed to sweep its head side to side to locate the ball. Occasionally,

the learned controller stops mid-sweep, and never locates the ball, leading to a goal being scored.

Additional training data may alleviate this problem, but we also believe it may be an issue of mul-

timap demonstration. That is, for similar perceptions (no ball visible), the demonstrator sometimes

sweeps left, and sometimes right. In the learner, these two options are averaged so that the robot’s

head stays still.

5.4.2 Shoot out

To approximate robot soccer, we run a 1-on-1 game3, where our learned multimap goal scorer faces

off against the learned goalie. Similar to a penalty shootout, we start the fielder and goalie in their

locations, and reset them after each goal attempt. Extrapolating from the results in our individual

trials, we can predict the results of this experiment in two different fashions. First, based on the

percentages of successful shots on goal and saves, we would expect ∼ 30% of the shots to go in if

there were no goalie present, and ∼ 60% of those to be blocked, for a total of 4 shots on goal, 2

of which are blocked, and 2 of which score. Understanding that the success or failure of both goal
2Jesse Butterfield, member of the 2007 champion Robocup AIBO team.

3Technical limitations, mainly wireless bandwith issues, prevent us from running more robots.
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Players 1 2 3 4 5 6 7 8 9 10 11 12 13
ROGER × X × × X × X × × × × X ×
SOGP X X X X X X × X × × × × X
1on1 NS Block NS NS Block NS Score NS NS NS NS Score NS

Table 5.3: Location-based predictions for our one-on-one shootout, using the learned ROGER meta-
experts as the scorer, and the learned SOGP system as the goalie. Based on the experiments with
the individual controllers, results simplified and reproduced above, we predict the outcomes in the
last line, where NS means “No Shot.” During actual experimentation, no shots on goal were taken,
for reasons discussed in the text.

scoring and blocking may be location dependent, we could also predict which locations will result in

scores or saves by comparing the behaviors of the two controllers in isolation, as in Table 5.3. In this

case, the two techniques agree that 4 shots on goal will be taken, with our location-based analysis

further specifying that the two from locations 7 and 12 will score, while those from locations 2 and

5 will be blocked by the goalie.

When we ran the two learned controllers simultaneously, our observed results fell short of these

predictions, as no shots on goal were taken. Therefore the efficacy of the goalie cannot be examined,

and we instead focus on the scorer. In addition to the sources of error discussed in Section 5.3.2, we

consider two additional ones that arose during the shootout, one technical, the other theoretical.

On the technical side, our experimental setup has both robots transmitting segmented images

back to a desktop computer for processing 30 times a second. With more robots, bandwith becomes

an issue, and for more than two robots, the resulting increase in dropped packets renders them

unusable. With even only two robots, the increase in lag is noticeable, and could cause the learned

policy to incorrectly respond to perceptions that the robot is no longer having. This lag underscores

the need for realtime, synchronous inference and prediction.

Theoretically, as the policies were trained in the absence of the opposing robot, it may be that

the very presence of the robot has changed the perceptual space enough that the learned autonomy

cannot generalize appropriately. While we have not calibrated the robots to perceive each other,

their glossy finish reflects a wide variety of colors, and may be causing “ghosts” to appear in the

other’s visual field. Additionally, for the scorer, the goalie’s presence alters the view of the goal, by

blocking portions of it, casting shadows upon it, or even physically moving it. These changes can

make the goal appear offset from where it truly is, smaller and further away, or altogether absent.

With no goals being scored, we present a more qualitative analysis of the 1-on-1 experiment. A

sequence of stills from one of the attempts, illustrating both correct and incorrect behavior, is shown

in Figure 5.13. We see that the both controllers started off behaving appropriately, with the scorer

navigating in a ball-directed fashion and the goalie orienting itself for a block. However, as errors

accumulate and the scorer repeatedly fails to transition appropriately, both robots lose track of the

ball, and the trial ends with the ball very nearly in the goal, but not quite.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.13: Video sequence from a learned one-on-one attempt. Initially (a-b), the goalie has locked
onto the ball as the scorer approaches. In (c-d), the goalie incorrectly blocks (perhaps due to the
shadow cast on the ball by the scorer), and the scorer’s coded transition fails to trigger the trap.
After blocking, the goalie looses track of the ball, turning into the goal (e-g). Meanwhile, the scorer
re-acquires the ball, and, transitioning correctly, moves it towards the goal. The scorer fails to kick
in (f-g), perhaps due to inadequate demonstration of what to do when the goalie is present. The
trial ends with both controllers unable to locate and react to the ball (h).

5.4.3 Conclusion

With the addition of the goalie behavior, we have learned, from demonstration, the component

controllers for a swarm-style robot soccer team. The various tasks, and the learning algorithms

used to learn them, were varied independently, leveraging the abstract formulation of the Dogged

Learning architecture. Furthermore, our experiments encompass multiple sources of data, humans

and HCCs, and methods of gathering that data, batch and incremental.

For unimap learning, the transitioned control policies were on par with their demonstrated ver-

sions. For the multimap policy, our learned controller lags behind, but still represents an improve-

ment over using standard unimap regression, which cannot learn the policy at all. In both cases,

the demonstrated policies themselves were not the best, and improving the demonstration is one

approach to improving the learned controllers, which are currently not robust enough to perform in

game-like environments. Other approaches to improving learning, focused on reducing or eliminating

the limitations of our current techniques, are discussed in the next chapter.



Chapter 6

Discussion and Conclusion

What if these theories are really true, and we were magically shrunk and put into

someone’s brain while he was thinking. We would see all the pumps, pistons, gears

and levers working away, and we would be able to describe their workings completely,

in mechanical terms, thereby completely describing the though processes of the brain.

But that description would nowhere contain any mention of thought. It would contain

nothing but descriptions of pumps, pistons, levers!

Gottfried Wilhelm Leibniz

This dissertation has focused on the issue of Human-Robot Policy Transfer (HRPT), or how

users instantiate control policies that are latent in their minds onto robots. Specifically, we have

considered learning as an approach that enables implementation of desired autonomous robot con-

trollers without explicitly coding or otherwise procedurally analyzing the task. By using Learning

from Demonstration (LfD), only task-appropriate perception-actuation pairs need to be provided,

no other task-specific information is needed. However, for some tasks, data of this form may have

multiple actuations associated with one perception, giving rise to perceptual aliasing, where the

robot’s inputs do not contain enough information to determine the correct output. Such situations

can occur in Finite-State Machine (FSM) based robot controllers, where multiple machine states

(subtasks) may be used for the same perception at different times. FSM controllers with perceptual

aliasing cannot be learned using standard Direct Policy Approximation (DPA) techniques (regres-

sion) as they violate the “vertical line test.” Instead, state of the art approaches require additional

information from the user related to the decomposition of the overall task into subtasks, namely

either the subtasks themselves or indications of the transitions between them.

We have performed RLfD using our Dogged Learning (DL) architecture, described in Chapter

3. Designed to be abstract, it specifies only the data flow between the environment, platform, au-

tonomous decision making, and demonstrator, and is thus usable with multiple platforms, learning

algorithms, and demonstration interfaces. Further, DL provides for interactive training, or robot

tutelage, by using Mixed-Initiative Control (MIC), where a user provides data demonstrating por-

tions of the task when they observe incorrect behavior, or when requested by the learning system.

108
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To address perceptual aliasing arising from subtask switching in FSM controllers, we developed

Realtime Overlapping Gaussian Expert Regression (ROGER), described in Chapter 4. Treating

the problem as one of multimap regression, ROGER estimates a sufficient number of subtasks for

the controller by tracking the distribution over all possibilities, up to an infinite number of them.

Individual subtask policies are learned using nonparametric regression, as the form of the mapping

from perception to actuation is not known in advance. Inference is performed in an incremental,

sparse fashion, making ROGER the first multimap regression algorithm appropriate for tutelage.

Using these contributions, we have learned robot control policies representative of a beginner

swarm-style AIBO robocup team. This team consists of two separate behaviors, a goalie and fielder,

which were trained only by changing the demonstrator, no other aspect of the learning system was

modified between tasks. With DL, we compared different regression learning algorithms on these

and other tasks, again by only changing the appropriate aspect of the system. For tasks without

perceptual aliasing, standard regression techniques are sufficient for learning autonomous controllers

that are on par with the demonstrator. However, for behaviors with multiple, overlapping subtasks,

such as a more robust goal scorer, multimap regression is required.

This chapter will discuss our two main contributions and the work as a whole. Highlighting the

strengths of the approaches, we indicate further hypothesis to which they can be applied. We also

mention some limitations of the techniques, and our implementations thereof, and point out areas

of needed future development. This chapter, and the dissertation, concludes with a brief summary

and vision of the future.

6.1 Dogged Learning

Dogged Learning is our approach to mixed-initiative, interactive robot tutelage of unknown tasks

via human teleoperative demonstration. We take as given a robot platform with known sensor

and effectors, embodied in a fixed environment, as well as perceptual and actuational processes that

transform the raw sensor and effector data into the perception and action space of the control policy.

Decision making operates in these spaces, yielding a mapping from perception to actuation that

originates from the demonstrator, but is eventually approximated by the learner. We enable mixed

initiative control by using the idea of confidence-based arbitration, where the controller (learner or

demonstrator) that is more confident has control of the platform.

In considering DL, we distinguish between the abstract architecture and our particular imple-

mentation. In writing our system we have made several simplifications and design decisions that

ease the running of our experiments, but may cause the current code to fall short of the full potential

of the architecture. We are continuing to develop the code, adding more capabilities and removing

component-specific functionality as we incorporate more platforms, algorithms, and interfaces.

There are also simplifications that while initially made to ease implementation, may be more

difficult to remove. As an example, we currently only consider perception and actuation spaces

of fixed dimensionality, with known scaling coefficients. These assumptions enable us to use many
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off-the-shelf machine learning algorithms, without having to tune their parameters for different tasks

or platforms. However, as discussed in Section 3.1, other platforms may have perception-actuation

spaces of variable dimensionality, or unknown scale. While the DL architecture’s specification allows

for those platforms to be used, the current implementation is not easily adapted to them.

We are also developing the system to improve applicability and adoption outside of our own

research lab. Our current implementation relies on libraries for all possible components being known

at compile time. This fact means that all researchers using DL must have the libraries for all learning

algorithms, demonstration interfaces and platforms that exist, even if they do not use them. We

are working on a more run-time friendly system, where only the components needed for a particular

experiment need to be implemented and present. Such modularity may also allow us to distribute

the activity of the DL system, so that demonstrators, learners, and platforms need not be co-located.

6.1.1 Strengths

Considering DL as an architecture, its main strengths are its abstract definition of the data flow,

and its ability to support interactive learning. Leveraging its abstractness, we directly compared

different learning algorithms and human and hand-coded controllers for use in the robot tutelage

paradigm in Sections 5.2.2 and 5.2.3. Using the interactive nature of the tutelage paradigm, we

were able to quickly home in on the aspects of the multimap goal-scoring task that made learning

impossible with standard regression in Section 5.2.4.

More broadly, we see DL as a general LfD framework, that could be applied in various manners.

In addition to running on more robots and tasks with different interfaces, it can also be applied to

non-robotic platforms. Specifically, as the architecture only requires that the platform sense and

effect the environment, the platform can be purely software instead of physical. Virtual robots in

simulation are an obvious possibility, but other, programmatic environments such as text editing or

email sorting may also be applicable.

We also consider DL as being suitable for use in Human-Robot Interaction (HRI) research.

Through the use of real-time interactive learning, DL can be used to rapidly “prototype” behaviors

for use in user studies, and even adapt them as the users are present. By doing so, time and effort

that would otherwise be spent programming the behavior or running the robot in a “Wizard-of-Oz”

setting can be allocated elsewhere. Further, because DL is designed to enable non-programmers to

instantiate control policies, there is the possibility that the users could edit the robot’s behavior

themselves, providing additional feedback as to how they would prefer the robot behave. The

resulting autonomous control policy could also continue to operate after the user leaves.

Future Experiments

This dissertation has focused on using DL to examine different learning algorithms for robot tutelage.

Our experiments in learning robot soccer behaviors led us to focus on perceptual aliasing, and dealing

with the presence of hidden state and multimap scenarios. However, with the above in mind, we

can formulate some other experiments for which DL would be a useful tool.
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The first experiment would be a continuation of the work we did with SOGP and LWPR, and

examine several other learning algorithms. A large empirical study of the state-of-the-art in regres-

sion approaches, a well as the publication of the resulting data sets and algorithm implementations,

would enable researchers to better choose the algorithm that fits their needs, and point out areas

of regression (such as multimaps) that require more work. Using DL, algorithms can all be applied

to exactly the same platform and task, although the interactive training portion would have to be

sacrificed if the exact data is reused.

On the interactive side, while we have used tutelage to teach our robots, our desire to do so is

based only on personal experience. An evaluation of the approach on a broader set of users is a

necessity if the technique is to be shown useful. Hypothesis that can be tested include: Does tutelage

result in smaller datasets for a particular level of robot competence? Do users prefer interactive

teaching to batch data collection? Does mixed initiative control result in improved performance?

Considering users, we have focused on machine learning, and somewhat neglected the design of

our user interfaces. We have been guided in our development by the intuition that more immersive

devices (wiimote as opposed to joystick as opposed to keyboard) are better, but again a user study

would be able to prove or disprove this hypothesis. As with learning, different interface components

can be developed in isolation, and then tested on the same platform.

6.1.2 Limitations

In addition to the limitations of our implementation discussed above, the DL architecture itself is

limited in what and how it can learn. In particular, by learning unknown tasks only from user

demonstrations of that task, DL can only learn behaviors that the user can themselves perform, and

can only learn to perform them as the user does. It is, then, in general limited to being as good at

the task as the user is themselves. Slight improvements are possible given that learning algorithms

attempt to filter out noise in demonstration, but as we saw in Section 5.2.3, human demonstration

may be full of unmodeled noise.

Other RLfD approaches have enabled better-than-demonstrator learning by incorporating task-

specific knowledge into the system, such as indications of desired goal states [13, 74]. They then

use reinforcement learning, or other reward-based techniques, to optimize the initial policy learnt

from demonstration with respect to those goals. More generally, an entire reward function can be

provided, and the demonstrated policy used as a seed for standard RL techniques such as policy

iteration by gradient ascent. To utilize these approaches in DL, methods for obtaining the necessary

information from the user must be developed.

Related to reliance only upon demonstration is the fact that DL only allows for the user to

demonstrate appropriate actions for the current perception. That is, the action that the user is

commanding is assumed to be the appropriate response for the perception that the platform is

currently observing. Lag in the system due to network latency, code execution, and human synapse

firings is generally not a problem, as the robot’s movement through perception space tends to be

even slower. However, if the environment is sufficiently dynamic, the human response time may be
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too slow to effectively demonstrate the desired task. Further, if the user makes a mistake in the

demonstration, they cannot correct it until the robot once again has the necessary perception.

This last issue raises a new one, which is that DL relies solely upon positive demonstration.

Like other LfD techniques, it assumes that the user is demonstrating appropriate actions for the

task. However, mistakes in demonstration nonwithstanding, it may actually be easier for the user

to demonstrate what not to do, perhaps because the set of forbidden actions is smaller than those

allowed. While reinforcement learning has considered negative rewards, regression approaches have

traditionally not.

Future Development

To address these issues, future work in developing DL will focus on incorporating aspects of RL.

Specifically, DL needs additional channels of information flow from the demonstrator to the decision

making system, other than just an appropriate action and confidence. Modifications to the learning

system itself may be required to take advantage of this new information.

As an example, consider adding a reward channel to DL, where during autonomous execution, the

user can provide positive or negative reward (perhaps through vocal prosody [73] or a clicker [72]).

To fully utilize this channel, the autonomous behavior must contain some aspect of exploration,

instead of only exploiting the demonstration. One method, for use in ROGER and SOGP, would be

to sample from the output distribution, instead of only returning the mean and using the variance

as confidence. This approach would have the added benefit that areas of high confidence, where the

policy mapping is known with greater surety, would be subject to less exploration.

Incorporating the reward into the learner itself is nontrivial. When an explored action is positively

rewarded, one approach would be to add it to the learner, as if the perception-actuation pair had

been generated by the demonstrator themselves. The resulting distribution over actions would then

shift to cover both the original demonstration, and the recently explored and positively rewarded

one. By weighing the data differently, the learning algorithm can be made to favor demonstration or

exploration-generated data. From the data it may even be possible to infer which is more trustworthy

[9]. However, if an explored action generates a negative signal, it is unclear how the underlying

distribution over actions should change. One option would be to shift the distribution away from

the negative point, but keep the modality the same. Another possibility would be to “split” the

distribution, introducing a new peak, with a corresponding valley at the negative example.

As an alternative to providing point rewards for individual perceptions or perception-action

pairs as they occur, users could provide more overarching feedback. Again, a method for getting

this information from the user is needed, but they could, for example, indicate that a particular

situation is the goal of the current task. In that case, we would likely need a reinforcement learning

technique running in parallel with regression to develop the policy.

Lastly, if the user can indicate future reward by identifying goal states, they could likely also

provide feedback on previously performed actions as well, addressing the synchrony limitation. As in

[8], a user could be presented with a trace of the robot’s path through perception-action space, and
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assign rewards or provide demonstrations after the fact. Further, they could also indicate appropriate

modifications to the policy (advice) to improve it’s efficacy beyond that of the demonstrator.

6.2 Realtime Overlapping Gaussian Expert Regression

ROGER addresses the issue of perceptual aliasing that can arise when attempting to learn FSM-

based controllers from demonstration. In particular, as only perception-actuation pairs are observed,

the machine state, or subtask, which gave rise to a particular datapoint is unknown. ROGER

explicitly attempts to infer these latent subtask indicator variables, modelling each subtask as a

expert with a Gaussian area of influence in perception space, and a Gaussian distribution over

possible mappings from perception to actuation. Using the Chinese Restaurant Process (CRP),

datapoints are sequentially assigned to experts, always considering the possibility that a new expert

may need to be created. Thus, in terms of the FSM, ROGER performs both model selection and

subtask learning as it determines the appropriate number of experts and their individual mappings.

Like with DL, our implementation of ROGER makes some simplifications to the true model

for ease of implementation and experimentation. Mostly, we have altered the parameterization, by

assuming that Λ, the covariance of the input space prior, is spherical, and that the kernel width

is isotropic. Additionally, we assume that the output dimensions are independent of one another.

These approximations relieve us of having to specify many hundreds of additional parameters, but

may have had an adverse effect on our results.

Rather than hand setting the full (or reduced) parameter set, we can extend the inference pro-

cedure of ROGER to automatically tune them during training. Small gradient ascent steps can be

inserted after datapoints are incorporated to adjust the input space hyperparameters. Expectation-

maximization approaches for setting Gaussian process parameters already exist and could likewise

be included. Using such a technique would also address another simplification that we made, which

is to assume that all experts share the same parameters.

However, increasing the amount of computation that needs to be performed at inference will nec-

essarily slow down the process. To maintain realtime, interactive computation, we must streamline

and improve our code. Regular optimization techniques can be applied, and we are investigating

faster math libraries and methods to reduce overhead and data replication. Further sparsification

techniques, such as automatically changing the number of particles or basis vector size on the fly,

may also be necessary.

6.2.1 Strengths

ROGER’s major strengths stem from the fact that it is a Bayesian, nonparametric approach. By

being Bayesian, ROGER leverages uncertainty in the form of distributions to enable it to consider

multiple possibilities for the number of subtasks, the exact partitioning of the data, and even the

mappings in the experts themselves. Further, additional information over what these values may

be can be incorporated in a principled manner, via priors. Through the use of nonparametrics,
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ROGER can adapt to data of any form, with up to an infinite number of experts and arbitrarily

shaped mappings in each one.

These two aspects of ROGER are somewhat independent, but their use is intertwined. We could

have developed a multimap regressor that is Bayesian but not nonparametric, one that modeled

uncertainty over partitions with a fixed number of experts, or assumed a known form for the map-

pings. Alternatively, a nonparametric but not Bayesian approach would use heuristics to determine

when a new expert should be generated or the mapping should change form. Using both techniques

combines their strengths (uncertainty and adaptability) to make an approach that is more powerful

and flexible than either individually.

Specifically, by performing model selection within an infinite (nonparametric) Bayesian model,

ROGER has an advantage over techniques that assume known models or determine an appropriate

ones in a brute-force, heuristic, or ad-hoc method. Primarily this benefit is because the entire

distribution over possibilities (partitions and mappings) is approximated, instead of a single point

estimate. It is important to note that the approximation is done with a set of points, so in the worst

case ROGER with one particle is the same as a single point “best” estimate, which can get stuck in

local optima just like the non-Bayesian approaches. However, with more than one particle, ROGER

maintains a weighted set that is optimally chosen to represent the entire distribution.

Future Experiments

As a Bayesian model, ROGER is amenable to multiple inference and prediction algorithms. As

shown in Section 4.3.2, our incremental particle filter approach may be more suitable than batch

techniques in resource constrained settings, such as robot tutelage. However, as our approach inher-

ently generates a sparse approximation of the entire distribution, it is possible that the determined

partitioning is suboptimal. In fact, when resources are available, the batch inference technique may

be better. A logical experiment would be to examine if the two techniques can be combined, where

slow batch updates are interspersed within the fast incremental inference. By running the batch

updates during processor “down time,” the resulting system may better approximate the demon-

strated policy (in terms of accuracy and time to learning), with minimal impact on the interactive

nature of demonstration.

We would also like to apply ROGER to additional tasks, outside of the domain of robot soccer. In

this dissertation we have shown that ROGER is suitable for learning a particular FSM-style controller

that was previously unlearnable using regression-based LfD. However, the limits of ROGER have

not been probed. Other datasets, with more subtasks or closer overlap between them, may prove

more difficult to deal with. Automatic parameter tuning, discussed above, may be necessary to learn

tasks whose subtasks vary widely in noise, mapping, and input distribution.

Lastly, ROGER may be applicable outside of robot tutelage. Abstractly, we have equated mul-

timap regression with model selection and subtask learning in an FSM, and thus could apply ROGER

to any FSM learning problem, provided that the transitions can be learned separately. Beyond

FSMs, multimaps may arise in other situations, when provided features are insufficient to determine
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appropriate outputs. By fostering relationships within and without the greater machine learning

community, we may find other datasets and problems to which ROGER can be applied.

6.2.2 Limitations

In the context of our work, that of inferring FSM robot controllers, ROGER’s greatest limitation

is in its lack of using temporal information. While the CRP does generate expert assignments

sequentially, and there are thus temporal dependencies between assignments, the overall partitioning

is independent of the order of the datapoints. Note, that the numbers assigned to experts are

inconsequential, used only for bookkeeping, and can be permuted to no ill effect. Truly leveraging

the information present in the sequence of datapoints would correspond to estimating the transition

matrix between the discovered subtasks.

A further limitation of our model, although not as serious of one, is that we assume that inputs for

a particular expert are distributed Gaussianly in perception space. For certain platforms, features,

and tasks, this assumption may not be true, and an alternate model may be more appropriate.

Continuing with our nonparametric approach, a generalized kernel density estimator may enable

ROGER to adapt to arbitrarily shaped input distributions. Currently, however, our infinite mixture

model approach allows non-Gaussian distributions to be modeled with multiple experts.

Another aspect of some concern is the current noise model in ROGER. The Gaussian Process

experts of which it is composed each assume that observations are corrupted by stationary Gaussian

noise. Noise, particularly from human demonstration, may exhibit nither of these properties, taking

a different form and also being dependent on the particular location of the data, as seen in Figure

5.9b. Nonstationary Gaussian process models [103] may be “swapped” in for our current output

model to address this issue, leveraging the modularity of our system.

Future Development

Our current work on ROGER focuses on incorporating temporality into the model. First attempts

used an ad-hoc post-processing approach that calculated the transition probabilities between experts

in the demonstration data, and then used those probabilities during prediction. This technique did

not lead to stable transitioning or acceptable task performance. Currently, we are investigating

approaches that modify the inference algorithm itself, to infer both the expert assignments and

transition matrix simultaneously. One possible adaptation would be to change the distribution over

partitions, as in

P (zi = k|z−i;α) =


β

N+α−1 k = zi−1

mk−β
N+α−1 , k ≤ K, k 6= zi−1

α
N+α−1 , k = K+

 (6.1)

By making it more likely that a point is assigned to the same expert as the datapoint immediately

preceding it, we can encourage the formation of chains of datapoints that represent temporally-

extended subtask execution. The trace of subtask activity over time would then accord with our
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intuition that in FSM controllers, rapid subtask oscillation does not occur. However, modifying only

the CRP to effect this change may not be enough, as we would also need to take into account the

datapoint’s relative locations in perception space.

By performing transition and partition estimation at the same time, we hope to also address

oversegmentation, where ROGER subdivides subtasks into many different experts. Oversegmenta-

tion is not an issue in and of itself, as so long as the experts are transitioned between correctly it

does not matter how many there are. However, oversegmentation may be indicative of overfitting,

where the model so tightly adjusts to the training data that it fails to generalize properly to new

situations. Reducing oscillation between experts may also reduce their total number

Changing the input model may also reduce oversegmentation, although its effects on overfitting

are less obvious. As mentioned in Section 4.4, using a non-Gaussian input model may enable one

expert to fit data that would require multiple, smaller Gaussian experts. By having all of the data

in one, possibly non-convex, expert, the output mapping may better generalize to new situations

covered by the non-Gaussian distribution. However, nonparametric density estimation may result

in an input gate that overfits the data in another sense, in that the borders of the distribution can

be arbitrarily close to all of the data, preventing any generalization at all.

6.3 Summary

In this dissertation, we have used DL and ROGER to investigate the applicability of direct policy

approximation techniques to learning autonomous robot control policies from interactive demon-

stration. From our experiments with SOGP and LWPR on a set of Robocup-inspired soccer-related

tasks, including a complete swarm team, we determine that standard regression approaches are

suitable for learning unimap controllers directly from perception-actuation data. The results are

summarized in Figure 6.1, showing that for these unimap tasks, the learned behaviors are on par

with those of the demonstrator.

However, for data from an FSM controller, which consists of multiple subtasks that are mutually

applicable in certain perceptual states, standard regression is not suitable, and the learned policy

that results from using them fails to perform the task at all. Our analysis indicates that the

overlap between subtasks in perception space leads to perceptual aliasing, where one perception

has associated with it multiple, conflicting actions in the demonstration data. Standard regression,

assuming unimodally distributed outputs for a given input, incorrectly averages these possibilities.

Applying multimap regression, we learned a set of subtask controllers that when executed ap-

propriately, reperform the demonstrated task (multimap fieldsbot), albeit not at the same level of

the demonstrator. Key to the approach we used is that both the number of subtasks and their

policies were automatically determined, without additional information from the user, such as when

transitions occurred. The discovered subtasks may or may not match how a human would segment

the task, but are sufficient to perform the task.
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Figure 6.1: A summary of learning the swarm tasks. For the unimap tasks, unimap regression
(SOGP) learns a controller that is on par with the demonstrator, in terms of task effectiveness.
However, for the improved multimap scorer, SOGP fails to learn at all. Using multimap regression
(ROGER) to discover subtasks, we can learn an improved controller.

6.3.1 Strengths

The above result illustrates the primary strength of the work presented in this dissertation, that we

learn FSM robot controller subtasks incrementally from unsegmented demonstration data, which

to the best of our knowledge has never been done before. Previous approaches to FSM learning

have always taken the subtasks as known, either explicitly (by being given the subtask policies

themselves), or implicitly (by knowing when transitions occur). ROGER is also the first multimap

regression algorithm to be formulated specifically for, and be applicable to, interactive inference,

such as that which occurs during robot tutelage.

Despite being developed for robotics, the techniques developed herein are not tied to this domain.

Our developed code, which will be made freely available for academic use, is modular and abstract,

to enable other researchers to build off of our work. Already, our Dogged Learning architecture has
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been applied outside of our lab, and our learning algorithms have been used in alternate settings,

such as combinatorial optimization. By providing an abstract interface (Dogged Learning), as well

as initial building blocks (virtual robots, ROGER, keyboard/screen interface), we have contributed

tools that others may find useful to extend this, and their own, research.

6.3.2 Limitations

While we have shown the applicability of our approaches to learning FSM controllers, our experimen-

tation is not exhaustive. Using mainly one robot, and one domain of tasks, our work has primarily

focused on showing that standard regression techniques are not suitable for learning FSMs from

demonstration, but that multimap techniques are. Our investigation of the perceptual aliasing that

occurs during subtask switching, and the resulting combination of possible alternatives that occurs

in unimap regression, constitutes a proof by analysis that unimap regression is not applicable. Our

experiments with learning the multimap goal scorer constitute a proof by example that multimap

approaches can be used to infer an appropriate subtask segmentation.

However, our experimentation does not support the conclusion that ROGER is more generally

applicable than in this case. We may have “gotten lucky” with our choice of platform, task, param-

eters, and even data. Recall that we used equal amounts of data from each of the subtasks when

training. Applying ROGER more broadly may alleviate this concern, or indicate changes that are

necessary to create a more general multimap regressor, or characteristics of data that are necessary

for effective learning. Likewise, our DL architecture has only been tested with a handful of plat-

forms, learning algorithms, and demonstrators, and a broader set of experiments would lay to rest

concerns about its applicability as well.

6.3.3 Future Work

In addition to the experiments discussed in Sections 6.1 and 6.2, we are interested in using DL

and ROGER to learn a wide variety of tasks from many users over long periods of time. Aside

from testing the general nature of the techniques, such an experiment would also examine their

applicability to lifelong learning, where a robot must learn multiple tasks and perform them over

its entire existence. We must then measure time in years, not minutes, and consider datasets that

number in the millions or billions of points (1010 for one year’s worth of data at 30 hertz).

DL and ROGER are well suited for use in lifelong learning. The interactive, mixed-initiative

control aspect of DL means that learning effectively never stops. Once the user has trained the

robot to perform one task to satisfaction, they simply stop demonstrating, but the DL system itself

can be left running. Then, if the user desires the robot to perform a new task, they can seamlessly

transition back to demonstration.

Determining the existence of multiple tasks in the robot’s lifelong data set can be seen as inferring

subtasks in an overarching “life” task. Further, if these life-subtasks are themselves composed of

subtasks or skills, there is the potential for skill sharing, where individual skills are used in multiple
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higher-level subtasks. Using ROGER in a hierarchical fashion may then be a method for transfer

learning [31], where skills learned for one subtask are used or refined in the performance of another.

Our RGame interface, described in Section 3.5.1, is one step towards performing the scalability

experiments discussed in this subsection. By enabling users, from wherever they are in the world,

to demonstrate tasks to robots that are not colocated, we can greatly increase the size of our user

base. From such a diverse set of users, we can gather the needed billions of datapoints in a shorter

amount of time than if we generated them ourselves. Further, different users may demonstrate the

same task in multiple fashions, providing further variance in the data. Using this data we will be

able to better explore what qualities are needed for successful HRPT using current techniques, and

where new technique development should focus.

6.4 Conclusion

This dissertation started by examining the concept of a universal robot, one that could adapt

itself to users’ needs as they changed. We argued for the use of learning for Human-Robot Policy

Transfer as a means to allow users without programming or analytical expertise to instantiate desired

autonomous control policies. Focusing on interactive demonstration, our experiments with Dogged

Learning showed that using state-of-the-art regression techniques for direct policy approximation

limits such users to developing controllers that are unimaps in the underlying perception-action

space. Learning alternate (multimap) controllers either required additional information derived

from procedural analysis, or a modification of the platform in a task-specific manner. With ROGER

(Realtime Overlapping Gaussian Expert Regression), we have shown that it is possible to learn

subtasks sufficient for recreating multimap policies directly from unsegmented data.
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Matusik, and Jovan Popović. Practical motion capture in everyday surroundings. ACM Trans.

Graph., 26(3):35–43, August 2007.

[152] Steven D. Whitehead and Dana H. Ballard. Learning to perceive and act by trial and error.

Machine Learning, 7(1):45–83, January 1991.

[153] Frank Wood, Daniel H. Grollman, Katherine A. Heller, Odest C. Jenkins, and Michael Black.

Incremental Nonparametric Bayesian Regression. Technical Report CS-08-07, Brown Univer-

sity Department of Computer Science, 2008.

[154] Mark Alistair Wood. An Agent-Independent Task Learning Framework. PhD thesis, University

of Bath, July 2008.

[155] Mark P. Woodward and Robert J. Wood. Using Bayesian inference to learn high-level tasks

from a human teacher. To appear in International Conference on Artificial Intelligence and

Pattern Recognition, Orlando, FL, July 2009.


