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ABSTRACT
Discharge Summary Report is a form filled out by medical pro-
fessionals when a patient is discharged from their hospital stay.
It details the patient’s medical history, current medical status,
diagnosis, treatments conducted, and any discharge instruc-
tions, to name a few. It is an essential medical document used
for record-keeping and reference when future doctors want to
understand a patient’s medical background. Including many
other medical forms, medical professionals often have to man-
ually fill out all these reports, which are very time-consuming
and have caused challenges for hospitals to keep their Elec-
tronic Health Records up to date. Hence, in this paper, we
present a study of creating data setups and implementing text
summarization models to generate Discharge Summary Re-
ports automatically. Our experiments demonstrate promising
results in generating parts of such reports through models such
as BART and T5 with F1 ROUGE scores as high as 0.388.

INTRODUCTION
When patients are discharged from their hospital stay, one of
the documents written by clinical professionals to conclude
their treatment is a discharge summary report, as shown in
Figures 11 and 2. Other medical reports can include but
are not limited to nursing notes, echo, consult, and general
healthcare information. These documents are essential for
record-keeping and are helpful for future doctors to refer to
them to understand the patient’s circumstances better while
they treat them. However, according to healthit.gov, an official
website of the US Health Information Technology govern-
ment, most challenges hospitals face are using and digitally
exchanging information among hospitals and public health
agencies [17]. Some of the causes listed in this report include
lack of capacity (e.g., technical, staffing), interface-related
issues (e.g., cost, complexity), vocabulary inconsistencies, and
difficulty in extracting relevant information from Electronic
Health Records (EHR). To address these issues, we propose
a system that can generate text using deep learning models
to automatically write one of the important documents the
healthcare workers would have to complete as part of cleri-
cal reporting duties. This document would be the Discharge
Summary report, whose context would be gathered from the
Nursing notes present during a patient’s stay. This solution
can significantly reduce the complexities mentioned earlier,
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one of them being to reduce the time overhead of healthcare
workers to complete EHR records for a patient’s stay.

The deep learning models we consider as part of our solution
are text summarization models. Within the deep learning re-
search community, there is a lot of study on natural language
processing models that aim to improve tasks that involve text.
Among them, research studies aim to either build summariza-
tion mechanisms and/or apply sequence to sequence or other
types of models to generate text for various tasks, such as
news summarization [4]. The purpose behind these summa-
rizations is generally to allow the readers to read enough text
to understand a situation as quickly as possible so that they
can act upon it accordingly. We would like to extend such
goals to healthcare professionals in the form of summarizing
nursing notes to generate parts of another report named the
Discharge Summary Report, which can be used by future doc-
tors to quickly scan information about the patient and make
prompt medical decisions. Hence, by implementing such a
mechanism, we are aiming to reduce time spent by health-
care workers on preparing and reading EHR reports, which
would summarize essential information generated by a chosen
language model.

In this paper, we study ways to generate EHR discharge sum-
mary reports automatically. We experiment with different
deep learning text summarization models and create various
data creation setups for training models. By doing so, we find
settings that make the most use of publicly available nursing
medical text documents to write the corresponding discharge
summary documents. Therefore, in this paper, we explore the
following research questions:

1. What data gathering setups are effective for making the goal
of automatic EHR summarization possible?

2. What parts of the discharge summary report can we auto-
matically generate using nursing notes?

3. What model settings are best for achieving high-quality
summaries?

The remainder of this paper is structured as follows: Section 2
discusses related literature on text summarization and previous
attempts at EHR record utilization. Section 3 describes the
experiment, including more information on the dataset and the
resulting setups created on which various models are trained
and tested. Section 4 showcases the results gathered from that
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Figure 1. Discharge Summary Report Template
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experiment. We continue discussing the implications of the
results in Section 5. Finally, in Section 6, we conclude with
an outlook on the future directions of our research.

RELATED WORKS

Text Summarization
In this section, we briefly review extractive and abstractive
approaches, including several models central to this paper. Re-
cent works on text summarization algorithms can be broadly
classified based on the type of summary generated – extractive
and abstractive. Extractive summarization involves taking a
subset of phrases and sentences from the input documents and
concatenating them to form a summary. On the other hand, ab-
stractive summarization algorithms generate summaries based
on their vocabulary and the concepts they associate with the
input document.

One of the models in the extractive summarization category
is the Luhn summarizer [21]. It selects sentences based on
the maximum number of significant words present in a par-
ticular sentence. The significance of words is determined
through Term Frequency - Inverse Document Frequency, also
known as TF-IDF [1]. A common baseline model for extrac-
tive summarization is LEAD-3, which is another extractive
summarization algorithm that takes the first three sentences of
the input document and sets them as the document’s summary.
Another sub-category of algorithms is topic-based approaches.
Harabagiu et al. [16], for instance, represents topic themes
based on events that frequently occur over a set of documenta-
tion. They illustrate five ways of determining such frequencies
– topic signatures, enhanced topic signatures, thematic signa-
tures, modeling documents’ content structure, and templates.
In addition to these approaches, there are also graph-based [11,
3] and discourse-based ones [23]. The former method uses text
representation in a graph where words or sentences are rep-
resented as nodes and semantically-related text elements are
being connected through edges while the latter approach inte-
grates linguistic knowledge to represent the connections within
and between sentences. Apart from such methodologies, there
are also many approaches based on machine learning, which
can range from supervised to unsupervised frameworks. In
supervised learning, there is a set of documents and related
human-generated summaries with a classification of whether
they are a summary or not a summary. Supervised learning
algorithms require a lot of amount of such labeled data to
learn the intended task. Regression [13], Naïve Bayes classi-
fication [12], and Support Vector machines (SVM) [12] are
some of the supervised learning approaches. Unlike super-
vised learning, unsupervised learning does not require training
data. It tries to identify patterns using techniques such as clus-
tering [31] and apply them to generate a summary of a given
document.

Amongst various abstractive summarization algorithms, a
state-of-the-art model for text summarization is the Bidirec-
tional and Auto-Regressive Transformer (BART) [19]. As the
name suggests, BART employs a standard Transformer-based
neural machine translation architecture with a bidirectional en-
coder and a left-to-right decoder. Its encoder behaves similar
to Bidirectional Encoder Representations from Transformers

(BERT), another well-known transformer [9], while its de-
coding nature resembles that of Generative Pre-trained Trans-
formers (GPT) [24, 25, 6], which is a famous auto-regressor
transformer. Other similar recent language models include
UniLM [2], MASS [27], and XLNet [32]. Apart from BART,
other popular models are Text-To-Text Transfer Transformer
(T5) [26] and Longformer [5]. T5 is an encoder-decoder model
that is pre-trained on various text-based language tasks, whose
input-output definitions are converted into a text-to-text for-
mat. Longformer also has a transformer architecture; however,
it is modified to process long document texts. Hence, it is a
model that is preferred if we are dealing with a large number of
lengthy documents. In this paper, we aim to generate medical
texts from nursing notes. Since we would like to control the
summary size in terms of words and sentences, we use models
that can produce abstractive summarizations. In particular, we
test our setups on 3 models, namely, BART, T5, and Long-
former, because they are popular models in the summarization
domain and have similar yet differently built frameworks –
BART with BERT and GPT combined encoder-decoder behav-
ior, T5 with various transferred learning task understanding
in a unified framework, and Longformer with the ability to
handle lengthy documents.

EHR Summarization and Simplification
Due to previous studies on the challenges of using EHR docu-
ments [15, 28, 7], there have been conceptual discussions [30]
and prototypes [33, 8] to mitigate issues of utilizing medi-
cal records. There are frameworks to summarize scientific
literature [10, 14] automatically and to improve its factual
correctness. For instance, Zhang et al. [33] propose a training
strategy that optimizes a neural summarization model with
a factual correctness reward through reinforcement learning.
There have also been works to improve the understanding of
such documents to a wider audience. For example, Devaraj
et al. [8] achieve a baseline for this goal by implementing
an encoder-decoder Transformer model with a modified loss
function of penalizing the decoder aspect when it creates “tech-
nical” tokens. Due to the resulting text having less jargon, the
generated document is simplified and relatively easier for a
wider audience to read.

Other works, including ours, focus on making the clinical
texts more readily available for medical professionals to ac-
cess, record, and understand the patients’ conditions at a more
efficient rate. MacAvaney et al. [22], for instance, create an
ontology-aware clinical abstractive summarization by extend-
ing an abstractive summarization model to include encoding of
an ontology report section to aid the decoding process. Such a
mechanism allows clinicians’ time to be saved while informing
them of patients’ ontology-related information that they may
or may not have considered important. The goal of our study
is related but different in terms of automating and making it
more convenient for clinical professionals to prepare and use
Discharge Summary [29], which are essential documents for
efficient and continuous patient care.
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EXPERIMENT SETUP

Dataset
The dataset we use in this research is MIMIC-III [18]. It is
a large database containing de-identified health-related data
pertaining to over forty thousand patients who stayed in crit-
ical care units in the Beth Israel Deaconess Medical Center
between 2001 and 2012. Amongst the tables present in this
database, we used the ‘noteevents’ table, which contains notes
for patients. There are 15 types of notes present, including
Discharge summary, Echo, ECG, Nursing, and many more.
Amongst them, we used the Discharge Summary and Nursing
notes. We design the following setups to analyze various pos-
sibilities for compiling a dataset that can be effectively used
for abstractive EHR summarization:

• Setup 1: For each patient, we gathered all the patient’s nurs-
ing notes and placed them together under the ‘source’ col-
umn. As for the corresponding ‘target,’ we set it to be their
most recent discharge summary.

• Setup 2: In this setup for each patient, we combine their
earliest and latest nursing notes to be the ‘source’ part of
the source-target pair. To create the ‘target,’ we use Luhn
summarizer, which is one of the extractive summarization
models that we reviewed in Section 2. We utilize this model
on their most recent discharge summary and set the gener-
ated texts as the respective ‘target.’

• Setup 3: The source setup is the same as setup 2. As for the
‘target,’ we extract the first three lines of each section within
the most recent discharge summary report.

• Setup 4: For each patient, their most recent nursing note is
considered as ‘source,’ and their ‘History of Present Illness’
section in their most recent discharge summary report is
considered as ‘target.’

• Setup 5: This setup is similar to setup 4, except that we
include the ‘History of Present Illness’ as well as the ‘Dis-
charge Instructions’ sections as part of the respective ‘target’
text.

Setups 1, 2, and 3 include 6,157 training data points, while
setups 4 and 5 contain 6,132 and 5,981 training data points,
respectively. For testing purposes, there are 1,000 patient data
reports for each setup. The Python code written to generate
these setups is available here2 . The purpose of creating these
five setups is to understand the input combination that a model
best understands with respect to the expected output, which is
a partial discharge summary report.

Setup 1 takes the fewest steps to create the dataset because the
source includes all nursing notes for a set of patients, and the
target includes the discharge summary report for the same set
of patients. These can be taken directly from the initial dataset,
i.e., the MIMIC-III dataset, without further processing of the
data.

In setups 2 and 3, additional steps are taken to populate both
the source and the target text. We sort the nursing notes be-
cause we want the earliest and latest nursing notes as our
2Google Colab Links: part 1, part 2

source. This change aims to see if we can achieve a decent
summarization with fewer nursing notes. Additionally, we
had another modification in the target text where the summary
of the discharge summary report is provided instead of the
entire report itself. In setup two, the summary of the report is
generated using the Luhn summarizer [21], while setup three
uses a modified version of the LEAD-3 pipeline, which gets
the first three lines of each section in the discharge summary
report rather than the first three lines of the entire document.
Both of these summarizers are extractive summarization al-
gorithms. The use of these setups is to determine whether
a combination of extractive and abstractive pipelines would
create better summary reports than just abstractive ones.

Setups 4 and 5 also require sorting of nursing notes in order to
use the most recent nursing note as the source text. Instead of
extracting certain sentences from the entire document, these
setups focus on one (setup 4) or two (setup 5) sections of the
discharge summary report. The purpose of these setups is
to train models to produce parts of the reports instead of the
entire report. While nursing notes have information that is
present in the discharge summary report, they do not have all
information. Hence, we choose to look into those sections that
have overlapping information in both document types. One
of such sections is ‘History of Present Illness.’ Both setups
have this section as the target text. This requires extra text
processing because we need to parse through the discharge
summary report and divide it into sections and their related
texts. In setup 5, we also include ‘Discharge Instructions’ as
the second section to generate text. By adding another section,
we want to understand if the generated reports are significantly
better than having the model focus on producing text for one
section.

Metrics
To quantitatively measure our generated summaries for each
of the data setup and model combinations, the set of metrics
we use is ROUGE, namely ROUGE-1, ROUGE-2, ROUGE-L,
and ROUGE-L-SUM [20]. ROUGE-1 measures the number of
matching unigrams between the generated text and the actual
text. The actual text in our experiments would either be the
entire discharge summary report (setups 1, 2, and 3) or par-
ticular sections of the report (setups 4 and 5). The difference
between ROUGE-1 and ROUGE-2 is that ROUGE-2 mea-
sures the number of matching bigrams instead of unigrams.
Unlike finding fixed n-gram matches, ROUGE-L computes
the longest common subsequence (LCS) between the model
output and the actual text. In other words, it calculates the
number of the longest word sequence that is shared between
the two texts. ROUGE-L-SUM also calculates this, but it
applies on a summary level. This means that it splits the sen-
tences in the text based on newline characters and takes the
union LCS matches between actual (reference) text and every
model-generated sentence.

The calculated scores are recall, precision, and F1. Recall
calculates the number of matches found in both texts and
divides it by the number of n-grams in the reference text.
Precision calculates the matches as well, but it instead divides
it by the number of n-grams in the generated text. The F1
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score uses both the recall and precision values to provide us an
insight into how many words a model is able to capture without
generating irrelevant words. To calculate F1, the following
equation is used.

Models
To automate the text generation of discharge summary re-
ports, we select three text summarization models that would
be trained and tested against the setups described in the pre-
vious sub-section. The models that are used for this purpose
are BART [19], T5 [26], and Longformer [5]. There are mul-
tiple reasons for selecting these models. BART is known as
being the state-of-the-art in different domains for producing
abstractive summarizations. Since the nursing notes have over-
lapping but not the entire information required to fill up this
report, we want the chosen summarization models to extract
certain key information but understand the overall idea de-
scribed in the nursing notes and phrase its understanding into
the report. BART’s encoder-decoder behavior emulates the
properties of BERT [9] and GPT [25], which are well-known
language-based task models. T5 has a unified transferred
learning framework which has been trained on huge datasets
suitable for various text generation tasks, which makes it a suit-
able model to train and test on EHR summarization, another
language-based task. As for Longformer, the benefit of this
model is that it can encode and decode multiple lengthy text
documents, which previously mentioned transformer-based
models have trouble doing so due to the quadratic increase in
scale and complexity caused by their attention mechanisms.
For these reasons, we train and test these three models and
find out which of them is most suitable for each setup and
overall for EHR summarization and Discharge Summary text
generation.

Technical Implementation
All the training and testing have been conducted us-
ing Python Google Colab notebooks. The models use
Hugging Face packages3. For BART, we use BartFor-
ConditionalGeneration and BartTokenizer classes4. We
utilize transfer learning by starting our model train-
ing using the values present in the “facebook/bart-base”
model5. For T5, we useT5ForConditionalGeneration and
T5ForConditionalGeneration classes6. Similar to BART, we
fine-tune a pre-trained model, which for T5 is the “t5-base”
model7. For Longformer, we use the variant known as
Longformer-Encoder-Decoder (LED), which is mentioned
in the Longformer paper [5]. This variant is suitable for sum-
marization texts as it has the support for performing long
document generative sequence-to-sequence tasks. Hence the
Hugging Face classes that we use for LED are LEDForCondi-
tionalGeneration and LEDTokenizer8. As for the pre-trained

3Hugging Face Website
4Bart-related Hugging Face documentation
5Bart-base model card link
6T5-related Hugging Face documentation
7T5-base model card link
8LED-related Hugging Face documentation

Number of Beams Chosen Setup No. 3

rouge1 rouge2 rougeL rougeLsum

1 0.214 0.175 0.206 0.206
2 0.218 0.178 0.210 0.210
3 0.220 0.180 0.212 0.212
4 0.219 0.179 0.210 0.211
5 0.220 0.180 0.212 0.212
6 0.221 0.180 0.212 0.213
7 0.221 0.180 0.212 0.212
8 0.220 0.180 0.213 0.212
9 0.221 0.181 0.213 0.212
10 0.221 0.181 0.213 0.213

Table 1. Beam Search Range

model, we use “allenai/led-base-16384”9. We chose our pre-
trained models based on the number of downloads recorded
by Hugging Face and on the memory limit present in Google
Colab.

In each of these models, there are a couple of parameters
we needed to change in order to maximize our summary
generation accuracy. One of such parameters is known as
num_beams. This parameter represents the number of beams
(or possibilities) that the model will use while conducting a
beam search, which is a method to reduce the likelihood of
missing a highly probable word sequence: the model will
keep num_beams number of hypotheses at each time step and
eventually choose the hypothesis that gives the overall highest
word sequence probability. Hence, to determine this number,
we trained and tested one of the models, BART, with one of
our setups, Setup 3, with beam values 1 through 10. The
set of metrics we used to test the resulting trained model is
known as Recall-Oriented Understudy for Gisting Evaluation
(ROUGE) [20]. It works by comparing the generated sum-
mary text against the reference summary provided. In Table 1,
we display our experimental results where we show how the
change in num_beams value affects the ROUGE scores for the
BART model, which is trained using Setup 3. Based on the
results, the num_beams value 10 provides the highest value in
the entire set of ROUGE scores. Hence, when we generate our
summaries, the parameter value we assign our num_beams to
is 10.

F1 = 2∗ precision∗ recall
precision+ recall

In our scripts, we calculate ROUGE using the package pro-
vided by Hugging Face which is a wrapper around Google
Research’s re-implementation of ROUGE10.

EXPERIMENTAL RESULTS
In Tables 2, 3, 4, 5, and 6, we display ROUGE scores, namely
the F1 scores in the mid percentile range following common
practice, for all setup and model combinations. Each of these
9LED-base-16384 model card link

10Hugging Face ROUGE
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values is approximated to their third significant figure. We
evaluate the summaries generated by BART pre-trained, BART
fine-tuned, T5 pre-trained, T5 fine-tuned, Longformer pre-
trained, and Longformer fine-tuned models for each data setup.
The pre-trained versions mean that we just load a pre-trained
model (for instance, t5-base for T5) and test the model using
our testing dataset for a particular data setup. The fine-tuned
versions imply that we load a pre-trained model, train it further
using our training and validation datasets for the given data
setup, and then finally test the newly trained model. The tables
have two bold rows that are populated with ROUGE values.
The first bold row showcases the highest F1 scores achieved in
the given setup. The second bold row represents the average
values of F1 scores for each metric. This is calculated by
taking the average over all the mid-F1 scores recorded in all
the models, i.e., the pre-trained and fine-tuned versions of the
BART, T5, and Longformer models.

For Setup 1, Table 2 indicates that T5 fine-tuned model
achieves the highest scores in the ROUGE metric set. To
understand whether this result is significant, we compare the
T5 fine-tuned version’s low-percentile F1 score against the
high-percentile F1 scores achieved by other models. We find
that these values are significantly higher than all the other
models except for BART’s fine-tuned version. Between T5
fine-tuned and BART fine-tuned models, the difference in the
former’s low-percentile scores and the latter’s high-percentile
scores is about 0.001, which is not a significant difference.
This behavior is also reflected in other setups, namely Setups
2 and 5. Table 3 reflects the F1 scores achieved by the models
when they are trained and tested using Setup 2 data setup,
while Table 6 does the same, but with Setup 5 data setup. Like
Setup 1, T5’s fine-tuned version achieves the highest scores
in Setups 2 and 5, which are significant compared to all other
models except for BART’s fine-tuned version. This means
that we can use T5 or BART to achieve comparatively high
ROUGE scores for these data setups.

For Setup 3, Table 4 indicates that BART fine-tuned model
achieves the highest scores in the ROUGE metric set. This
result is significant against all pre-trained versions but not fine-
tuned ones. T5 and Longformer fine-tuned models achieve
similar results, and the high-percentile F1 ROUGE scores of
these models are higher than the low-percentile F1 ROUGE
scores of BART’s fine-tuned version. This implies that we can
interchangeably use any of the fine-tuned models to achieve
similar ROUGE results.

For Setup 4, Table 5 indicates that BART fine-tuned model
also achieves the highest scores in the ROUGE metric set. Sim-
ilar to Setup 3, this result is significant against all pre-trained
versions and mildly significant against the T5 fine-tuned ver-
sion. However, unlike Setup 3, this model is significant against
Longformer for ROUGE-1, ROUGE-L, and ROUGE-L-SUM
scores, but not in terms of ROUGE-2 scores. Since the major-
ity of scores are significant, the BART fine-tuned model scores
can be considered significantly higher than Longformer’s fine-
tuned version. Hence, similar to other setups, we can utilize
T5 or BART to gain high ROUGE scores whilst generating a
section of the discharge summary report using Setup 4.

In addition to testing how well the models have performed in
each setup, we also see how much easier it is for models to
train and generate text. The way we find this is by comparing
the average F1 values attained in each setup. Setup 2 achieves
the lowest while Setup 5 achieves the highest average F1 score.
This implies that text summarization models, in general, have
a better chance of generating Discharge Summary texts in data
creation Setup 5 than in Setup 2.

EVALUATION
In the results section, we quantitatively look at how each setup
and model combination perform. This section goes through
some generated text examples and qualitatively evaluates the
highest scoring model’s outputs.

In Figure 2, we illustrate an instance of a generated summary
(on the right side of the table in the figure), which can com-
pared against the actual report (on the left side of the table in
the figure). This example was taken from one of the gener-
ated test outputs by the highest performing model for setup 1,
which is T5. As we can see, this model is able to recognize
and identify that the Discharge Summary has a structure with
some sections such as Service, Allergies, Past Medical History
and more. It was also able to correctly determine the related
information for age, service, and allergies. It also recognizes
that certain numbers are important. For instance, it kept some
lab result display results such as 99.8, HR 95, and BP 180/160.
However, there are other instances where the service type or
other information can be wrong. To understand how often an
information is accurate, we calculate the accuracy of informa-
tion for a particular section, namely “Service.” Amongst the
model’s generated texts, 508 out of 1000 have “Service” sec-
tions described. 282 out of 508 (55%) have the right service
type described. This implies that even if the model recog-
nizes this section, it may not always identify the actual type
of service conducted on the patient. These behavior traits also
appear in other setup and model combinations.

Based on the results, Setup 5 achieves the highest average
F1 score. Hence, Figure 3 takes a closer look at an example
taken from one of the generated test outputs by the highest
performing model for setup 5, which is also T5. This in-
stance illustrates that the model was able to determine the
content of two sections, i.e., “History of Present Illness” and
“Discharge Instruction” as intended with this particular data
setup. While both sections are generally accurate, the latter
section has general instructions that may or may not represent
the patient’s actual discharge instructions. Nevertheless, this
example shows promise with respect to generating sections
within the Discharge Summary Report.

CONCLUSIONS AND FUTURE WORKS
This paper investigates the use of various data creation setups
and training of text summarization models to automatically
generate a Discharge Summary Report, which is a significant
Electronic Health Record used by medical professionals. Our
experiments show that fine-tuning T5 and BART models sig-
nificantly create better texts than their pre-trained versions
and other models. As for data creation setups, we find that
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Model Setup 1

rouge1 rouge2 rougeL rougeLsum

BART (pre-trained) 0.144 0.076 0.124 0.123
BART (after fine-tuned training) 0.361 0.234 0.329 0.329
T5 (pre-trained) 0.00382 0.000110 0.00340 0.00336
T5 (after fine-tuned training) 0.383 0.238 0.349 0.349
Longformer (pre-trained) 0.0560 0.0240 0.0489 0.0487
Longformer (after fine-tuned training) 0.273 0.150 0.227 0.227
Average F1 Score 0.203 0.120 0.180 0.180

Table 2. fMeasure Mid Scores of rouge scores achieved by each model in setup 1

Model Setup 2

rouge1 rouge2 rougeL rougeLsum

BART (pre-trained) 0.142 0.0767 0.122 0.122
BART (after fine-tuned training) 0.210 0.119 0.172 0.173
T5 (pre-trained) 0.00502 0.000268 0.00443 0.00442
T5 (after fine-tuned training) 0.223 0.125 0.184 0.184
Longformer (pre-trained) 0.0549 0.0234 0.0475 0.0358
Longformer (after fine-tuned training) 0.182 0.0802 0.138 0.138
Average F1 Score 0.136 0.0708 0.111 0.109

Table 3. fMeasure Mid Scores of rouge scores achieved by each model in setup 2

Model Setup 3

rouge1 rouge2 rougeL rougeLsum

BART (pre-trained) 0.142 0.0763 0.122 0.121
BART (after fine-tuned training) 0.221 0.181 0.213 0.213
T5 (pre-trained) 0.00500 0.000268 0.00442 0.00441
T5 (after fine-tuned training) 0.213 0.169 0.203 0.203
Longformer (pre-trained) 0.0550 0.0235 0.0476 0.0358
Longformer (after fine-tuned training) 0.221 0.180 0.212 0.212
Average F1 Score 0.143 0.105 0.134 0.132

Table 4. fMeasure Mid Scores of rouge scores achieved by each model in setup 3

Model Setup 4

rouge1 rouge2 rougeL rougeLsum

BART (pre-trained) 0.264 0.166 0.246 0.246
BART (after fine-tuned training) 0.360 0.224 0.336 0.336
T5 (pre-trained) 0.00619 0.000177 0.00569 0.00566
T5 (after fine-tuned training) 0.352 0.218 0.329 0.328
Longformer (pre-trained) 0.108 0.0590 0.103 0.103
Longformer (after fine-tuned training) 0.271 0.114 0.243 0.244
Average F1 Score 0.227 0.130 0.210 0.210

Table 5. fMeasure Mid Scores of rouge scores achieved by each model in setup 4
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Figure 2. Example of T5’s Generated Text using data Setup 1. The actual Discharge Summary Report is on the left side of this figure
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Model Setup 5

rouge1 rouge2 rougeL rougeLsum

BART (pre-trained) 0.266 0.167 0.251 0.250
BART (after fine-tuned training) 0.379 0.236 0.353 0.354
T5 (pre-trained) 0.00590 0.000227 0.00547 0.00545
T5 (after fine-tuned training) 0.388 0.254 0.364 0.365
Longformer (pre-trained) 0.106 0.0581 0.101 0.124
Longformer (after fine-tuned training) 0.222 0.105 0.202 0.202
Average F1 Score 0.228 0.137 0.213 0.217

Table 6. fMeasure Mid Scores of rouge scores achieved by each model in setup 5

Figure 3. Example of T5’s Generated Text using data Setup 5. The actual Discharge Summary Sections are on the left side of this figure

utilizing all nursing notes (setup 1) and focusing on particu-
lar sections (setups 4 and 5) can be helpful to generate more
readable discharge sections. We actualize and show promising
results in our work to create custom datasets and train them
on text summarizations to automatically generate medical doc-
uments. To continue the long-term goal of generating EHR
documents, the research community can perhaps collaborate
with medical professionals and create summarization-based
medical datasets and even better summarization models to
generate more readable and accurate medical documents.
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