Adapting Language Models for Abstractive Text Summarization

Abstract:
Pre-trained language models like BERT and GPT2 have been successfully fine tuned for several natural language understanding tasks, but there is still ongoing research on effectively applying these models for text summarization. Abstractive summarization, specifically, can benefit from language modeling capabilities through pre-training, because new sentences need to be generated for the summary. In this project, I implement abstractive models from 3 papers to investigate the techniques used to adapt these pretrained language models for summarization. The first model [1] fine tunes GPT2 with specialised embeddings and domain adaptive training. The second [2] uses BERT as a document level encoder, and a transformer decoder with separate optimizers. The third model [3] uses a two stage training approach, first generating a draft summary with a BERT encoder and transformer decoder, then refining the summary. The models are trained and tested on the CNN/DailyMail and Gigaword datasets.

References: