
Linear Codes 7, 9
Example : Hamming [7,47 code
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Encoding
0

Suppose Alice wants to send Bob a 4 - bit original message VE {oil}
"

Alice sends ((v. G) mod 2) E {oil}? as the encoding of v.

Say V= ( 1100 )

v.G is the sum of first and second row of G .

v.GE ( 1000110) t ( 0100101) (mod 2)
= ( 1100011 )
-

First 4 bits are always the original message .

How about decoding ?
"
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decoding matrix
.

O l l l

suppose we received an ( possibly corrupted) encoding
CE {o , I }

"

we compute c. HT
,
if it is equal to the K- th column of H

.

we conclude the K-th bite is flipped .

Example l : C = ( 1100001 )

c. HT -_ (110) + ( lol ) f- Cool) The decoding algorithm
-4010) which is the ⇒ concludes that the 6- th bit

6-th column of H is flipped , 1100011 ⇒ v = Hoo .

Example 2 :
C = (10=00011 ) ⇒ c. HT -_ ( lol) = 2nd column of H

correct c = 1100011 ⇒ V = 1100

Example 3 : C = ( 1100011 ) ⇒ C. HT -_ (ooo) = no error .

Remark : The Hamming [7,4] code can correct up to 1 bit of error
.

More efficient than 3- repetition code ( 7 a 12 )



Linear Codes

A subspace of {0,13
"

is a set S of vectors such that

H si
, S2 ES

,
(sit S2) mod 2 is also in S

.

(The codewords of ) An [nik] - linear code is a K-dimensional

subspace of {Oil}
"
.

- original message has length K
- encoding has length n

.

- if C , and Cz are both codewords
then so is CC , +Cz) mod 2 .

Examples .

.

3- repetition
parity check } These are all linear codes

.

ZD parity check

[7.4) Hamming
we can write down the set of codewords and(

verify they form a subspace .

)
we can quickly compute the minimum distance of a linear code .

Lemma : The minimum distance of a linear code C

is equal to the minimum Hamming weight of all non - zero

codewords . ( i.e .

.
# of 2's )

( c , -1C , = o
,
so for linear codes , do . .

-
O) is always a codeword)

.

Proof .

.
Let u be a codeword with minimum Hamming weight. wtlu).

dk) Ewtlu) : because wth) -- dcu , o) is the distance

between two codewords .

dlc) > wtcu) : for any two codewords V and w
.

d- w ) is a codeword .

dcv , w ) = wtcv- W) Z wtcu)

Therefore , DCC)=wt(u)



Construction
.

To construct an [n ,
KT linear code

,
we need to construct

a K-dimensional subspace of {0,13
"

.

The easiest way is to pick k independent vectors

and take their span .

The encoding Igenerating matrix G is a kxn matrix

formed by these vectors ( as rows ) .

Linear independent
A set S of vectors is linear independent iff

one cannot express any vector in S

as a linear combination of other vectors in S
.

Example 1 : a [6,2) linear code with

↳ = ( 69 IT 67 )
.

oo lo o, I k=Z
* I te b

The set of codewords = { 000000 , 101010
, 010101 , 111111 }

.

n=6
→

this must be a codeword

by the definition of linear codes
.

Example 2 : a [5,43 linear code with

↳ = ( § ! ! ! !) This is in fact a parity check code

Decoding : If the encoding matrix G=[ Ik P )

then the decoding matrix. H=[- PT In, ]

( Id = the dad identity matrix). = [ PT In-k ) for binary code .

Example l : H =

( ! !
"

I

,

,
)

Example 2 : H = ( l l l l l ) .



Error detection

Theorem
.

vHT=o iff VEC
. .

( proved on page 411 of the textbook )

Error correction .

Let v be the received encoding ( possibly corrupted).
Algorithm l : find the codeword CEC

that is closest to v .

- simple .

but slow !

Algorithm 2 :

First list all codewords on the first row
.

Then among the remaining vectors
,
choose one

with smallest Hamming weight , add this

vector to each vector in the first row
to obtain the second row

.

Finally we decode by changing the received
vector to the one at the top of its column

.

Example :
G = ( 6,01, f )
v = 1001

.

error detection : H = ( t

, too ! )
,

UHT = ( 10) # Coo)
,

so V # C .

error correction
. a

10111-0110 .

[ 0000 1011 0110 1101 ]← all codewords

[ 1000 0011 1110 0101 )← first row

' l
T 1000

1011 t 1000

0100 1111 0010 1001

0001 1010 0111 1100

So 1001 → 1101 → 11
.

=
the original message .


