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ABSTRACT

In-vehicle contextual augmented reality (I-CAR) has the poten-
tial to provide novel visual feedback to drivers for an enhanced
driving experience. To enable I-CAR, we present a parametrized
road trench model (RTM) for dynamically extracting display sur-
faces from a driver's point of view that is adaptable to constantly
changing road curvature and intersections. We use computer vi-
sion algorithms to analyze and extract road features that are used
to estimate the parameters of the RTM. GPS coordinates are used
to quickly compute lighting parameters for shading and shadows.
Novel driver-based applications that use the RTM are presented.

1 INTRODUCTION

The concept of augmented reality (AR) windshields in vehicles
holds great potential for increased safety and an enhanced driver
experience. A majority of in-vehicle display systems are currently
located in the central/steering wheel dashboard areas, requiring
drivers to take their eyes off the road. We present a system for
overlaying relevant virtual elements in the same 3D spatial context
of the scenery in the driver's �eld of view. Our system uses a sparse
parametrized model that can estimate a continuously changing sim-
pli�ed representation of road structure, called theroad trench model
(RTM). The RTM createsvirtual display surfaces (VDSs) that pro-
vide reference coordinate frames for augmentation. Since there are
few parameters, �tting and tracking of the model over continuously
changing straight and curved roads can be maintained at interac-
tive rates. To complement the RTM, we provide methods for fast
shading and shadows using GPS information and multi-cue road in-
tersection detection. Novel applications enabled by our model are
presented, including virtual roadside address labels and dynamic
advertising at intersections. Our system is designed such that the
RTM can be used with a conformal HUD or conventional video
overlays.

2 THE ROAD TRENCH MODEL (RTM)

Virtual display surfaces provide a frame of reference that can be
used for overlaying 3D virtual scenes on real scenes. We propose
this as a general concept applicable to any scene. The RTM, which
is a simpli�ed representation of the road scene, is a speci�c instance
of a virtual display surface. The RTM simultaneously records the
geometry, lighting and other semantic attribute information about
the road scene which can be used for augmentation.

The rationale behind choosing the RTM as the virtual display
surface for the road scene is intuitive. A typical road scene as
seen by a camera mounted on a vehicle can be represented sim-
ply by three dominant planes (Figure 1). First, the �at ground
plane denotes the surface on which the vehicle is moving. The
RTM also consists of two side walls that lie along the left and right
edges of the road. All other objects in the scene can thought of as
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Figure 1: The Road Trench Model.

being attached and located in coordinate systems associated with
one of these major planes. By locating these VDSs, we can es-
tablish a simpli�ed context to place augmented data in our scene.
In addition to the surfaces, the RTM also captures the position
and orientation (pose) of the camera on the moving vehicle. The
surface geometry and the pose of the camera constitute the geo-
metric parameters of the RTM,G. The setG can be written as,
G = f P,Q,X ,Y,Z,w, f ,kg, whereP andQ denote pointsPk (right
road edge) andQk (left road edge) respectively fork = f 1,2,3,4g;
X , Y andZ denote thex-, y- andz-coordinates of the camera with
respect to the coordinate systemO; w, f andk denote the rotation
of the camera about thex-, y- andz-axes respectively.

The RTM also captures some lighting information about the
scene from which shading and shadowing of the virtual scene can
be performed. We assume that the only source of light on the road
is the Sun. The RTM encodes the position of the Sun as a direction
vector,S = [s1,s2,s3]

T with respect to the coordinate systemO. If
the vehicle has access to the internet then location-based informa-
tion (attributes) can also be incorporated in the RTM. The RTM has
a variable set of attributes denoted byA = f a1,a2, . . . ,aig, wherei
denotes the maximum number of attributes available. Examples of
attributes include street address labels or business names of build-
ings.

Thus, any particular con�guration of the RTM at a given time
instance,t, can be denoted by the set of parameters given byTt =
f Gt ,St ,Atg. The goal is to estimate values forGt ,St and provide
values forAt for the RTM at every time instantt > 0 while our
system is running. The entire system pipeline is shown in Figure 2.

3 GENERATION OF A DYNAMIC RTM

3.1 Onboard Measurements

Raw sensor data is collected onboard the vehicle from a single Point
Grey Flea 2 RGB camera and a 10Hz QStarz Q1000X GPS receiver.
The camera is mounted on a rigid frame on the roof of the vehicle.
We cache secondary (attribute) information from web services such
as Google Maps for different types of location-based information
display.

3.2 Estimating RTM Parameters

We use feature detectors for road edges to estimate various RTM
parameters.
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