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Defines text to analyze

“If the text doesn’t 
mention any people, 
vote negative” 

Launches MapReduce 
pipeline, starts NLP 
classifier server on 
each worker, and 
saves the results

In this example, we write a labeling function for classifying whether Web content is related to 
celebrity news, using a natural language processing (NLP) classifier as a knowledge resource.

1. An engineer writes labeling functions 
using Snorkel DryBell’s template library

2. Each template encapsulates one of the 
organization’s knowledge resources, 
producing executable binaries

3. Each binary runs in a distributed fashion 
over millions of unlabeled examples

4. Snorkel DryBell’s generative model 
estimates the accuracies of the labeling 
functions and the true labels without 
access to ground truth labeled data

5. The estimated labels are used to train 
production machine learning systems
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True label is a 
latent random 

variable

Function outputs 
are observed 

variables

Parameters 
capture function 

accuracies

Parameters can 
also capture e.g., 

correlations

Snorkel DryBell combines the 
votes of labeling functions using 
the modeling framework of Snorkel 
(Ratner et al., VLDB 2017).

More info.: http://snorkel.stanford.edu

We estimate the statistical properties (e.g., 
accuracy) of the labeling functions by 
maximizing the log likelihood of their 
observed outputs:
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Products Topics

F1 Lift F1 Lift

Train on Val. Data 100% 100%

Generative Model 103% +3% 94% -6%

Snorkel DryBell 105% +5% 118% +18%

Products Topics

F1 Lift F1 Lift

Servable Resources 63% 86%

+ Non-Servable 105% +68% 118% +36%
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• Organizations using machine learning often 
manage many different training data sets

• These training sets are costly to create and 
need to be updated as strategy changes

• How can we replace hand-labeled training 
data with existing organizational resources?

• Can we transfer knowledge from resources
not servable in production environments?

Product Classification
• Existing classifier used to detect products in a

category of interest
• Goal: move accessories to positive class
• Instant depreciation of investment in labels!

Topic Classification
• Emerging topic of interest in Web content
• Goal: develop new classifier to identify topic
• Default procedure is to collect hundreds of 

thousands of labels for new topic!

New: Products + 
Accessories

Old: 
Products

We first compare 
Snorkel DryBell
with training on the 
validation data 
(~10k examples) 
and using the 
generative model to 
make predictions

We find that labeling 
functions based on 
non-servable 
resources improve 
prediction quality 
significantly, which 
shows that their 
knowledge transfers

Next we compare Snorkel 
DryBell with training on 
increasing amounts of hand-
labeled data.

On the product classification 
task, we find that the 
breakeven point for Snorkel 
DryBell is 10,000+ hand 
labeled examples.

On the topic classification 
task, we find that the 
breakeven point for Snorkel 
DryBell is 80,000+ hand 
labeled examples.

• Useful resources for weak supervision are 
abundant. Further, many open-source analogs 
exist, suggesting directions for future work.

• Rethink systems for large-scale weak 
supervision. Snorkel was originally designed 
for novice users, but we find that expert users 
need more flexibility and modularity.

• Cross-feature transfer is essential. Many 
resources that can be used for background 
knowledge are not servable. Using them as 
supervision enables transfer to classifiers.

If Pattern(data)
Then 
data.label = True
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