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Background

No-external-regret learning converges to the set of mini
[e.g., Freund and Schapire 1996]

No-internal-regret learning converges to the set of correl
[e.g., Foster and Vohra 1997]



T hree Theorems

1. Existence Theorem

o d-no-regret learning algorithms exist, for all &.

2. Convergence Theorem

o d-no-regret learning converges to the set of P-ec

3. Negative Result

o No-internal-regret is the strongest form of ®-no-



Single Agent Model

o a set of agent’s actions A (a € A)
o a set of opponents’ actions A’ (a’' € A")
o vector-valued outcome function p: Ax A" -V

o reward function r: A x A’ - R

A learning algorithm A is a sequence of functions ¢; : (AX.
fort=1,2,..., where A(A) is the set of all probability r



Regret

Let & be a finite subset of the set of linear maps {¢ : £
The pp - Ax A’ - R?® is defined as follows

po(a,a’) = (r(¢(8a),a’) —r(a,a"))gco

Here J§, is the Dirac 6 function: i.e., all mass is concentt



No-EXxternal-Regret

PexT = {¢ala € A} be the set of constant maps: i.e., ¢q

If |A| =4, and if a = 2, then

Ga =

oNoNON®
=R
oNONGON®
oNONON®

Thus, (q1,92,93,94)¢a = (0,1,0,0), for all {q1,92,93,94) €



No-Internal-Regret

PNt = {Pap|a 7= b € A}, where

e if ¢c#~=a,b
(Pap(@)). =14 O ifc=a
dat+qp fc=0b

If |A| =4, and if a =2 and b= 3, then

1 000
_|oo0o10
®ab=10 0 1 0

000 1]

Thus, (q1,92,93,94)Pqp = (91,0, 92 + g3,q4), for all (q1,qo,



Approachability

G C V is said to be p-approachable iff there exists leat

A=q1,q>,... S.t. for any sequence of opponents’ action

im d(G,pr) = lim ;gf d(g,pt) =0

almost surely, where p; denotes the average value of p 1

e, o =7 (pla1,ah) + ...+ plat,ap)).



d-No-Regret

A d-no-regret learning algorithm is one that pg-approac
lim d(R®, pg ;) =0
o0 ( —7p¢,t)

iff limsuppgp <0
t—o0 ’
t

i 1im sup% S (r(6(6a,), ) — r(ar,al)) <O, for

t—00 =1

A no-external-regret algorithm pg-approaches R® for &
A algorithm pg-approaches R® for &



Blackwell’s T heorem




Blackwell’s T heorem

Any convex subset G C V is p-approachable if there e
algorithm A s.t. for all times ¢ and for all a’ € A, \(p;) -

where A(x) is the vector between p; and the closest poir

Moreover, the following procedure can be used to appro

o if px € G, play arbitrarily; but if pr € V \ G, play accor



EXxistence Theorem

For all finite subsets ® of the set of continuous, linear r

there exists a learning algorithm that satisfies ®-no-regr

By Blackwell's theorem, it suffices to show that for al

there exists g € A(A) s.t. for all a’ € A, 2z - pp(g,a’) <0



Proof of Existence Theorem

0 = x—l_ 'pCD(qa a'/)
= ¥ 2} (r(6(a), a) — 7(g,0))
ped
= ) :c;S"'r(qb(q),a’) = 33;'5_"“((], a’)
pED PeP

{(z)o0e) (5
ped Yate

Now it suffices to show

(z x;qs) (¢) = (Z x;;) g
ped pED

_|_
e x‘ﬂ:b ha

quECD L

But by Brouwer’s fixed point theorem, M =



Multiagent Model

o aset of players I (i € I)

o for all players z,
— a set of actions A; (a; € A, a_; € [1j£; Aj)
— a reward function r; : [[;c1 4; = R
— a set ®; (¢; € P;)



d-Equilibrium

An element g € A(IT;er 4;) is a d-equilibrium iff r;(¢;(q)
for all players ¢ and for all ¢; € P,.

Correlated Equilibrium: &; = T, for all players ¢

Generalized Minimax Equilibrium: &; = ®exT, for all pla



Cconvergence Theorem

If all players ¢ play via some &;,-no-regret algorithm,

empirical distribution of play converges to the set ¢
almost surely.

For all players ¢, for all ¢; € b;,

|irLSOL;D ri(9i(zt)) — ri(2t)

| 1 ¢ 1§
= |limsup — Z Ti(qbi((sai’T)aa—i,T) - Z Ti(aiﬂ'
t—oo T =1 t =1

< 0

almost surely.



Negative Result

If learning algorithm A satisfies no-internal-regret, then
d-no-regret for all finite subsets & of the set of stochas

If learning algorithm A satisfies ®-no-regret, then A alsc
d’-no-regret, for all finite subsets &’ C SCH(®), the sur

k41
SCH(®) = {Z a;p; | ¢ € P, for 1 <i <k, ¢pp41 =1,
=1

a; > 0, for 1 <1<k, Ozk_|_1€]R,



Proof of Negative Result

An elementary matrix is one with one 1 per row, and 0O’
Let M(n1,...,nm) denote the elementary matrix with
except 1's at entries (i,n;) for 1 <i<m. If Gin; € PINT,

M(n177nm):¢1n1++¢mnm_(m_1

1. If Ais ®-NR for & = P, then A is $-NR for & =
2. If Ais &-NR for ® = EM, then A is ®-NR for all P (



Summary and Conclusions

No-external- and no-internal-regret can be defined along ¢
No-internal-regret learning is the strongest form of ¢-no-

Therefore, Nash equilibrium cannot be learned via ®-no-



