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Abstract

Can we interpret the internal workings of artificial neural networks in terms of beliefs
and desires? A central aim in mechanistic interpretability is to explain the inner workings
of artificial neural networks in terms that we can understand. Since we explain human
beings in terms of beliefs and desires, it is natural to ask whether we can explain artificial
neural networks in these terms too. In recent work, David Chalmers proposes propositional
interpretability as an important approach within mechanistic interpretability, arguing
that the computational states of artificial neural networks can be explained in terms of
propositional attitudes—states like beliefs, desires, and subjective probabilities to proposi-
tions. This paper examines the prospects for propositional interpretability as a framework
for explaining the internal workings of artificial neural networks. I draw attention to a
number of empirical and methodological problems with propositional interpretability that
are based on recent findings in the mechanistic interpretability literature. Some of these
challenges, such as determining whether artificial neural networks encode propositions
rather than unbound concepts, might be mitigated through new interpretability techniques
and open up exciting avenues for future research. Other problems, including reliably
mapping computational states to propositional attitudes and managing an explosion of
potential propositional interpretations, present serious difficulties for the approach. The
challenges should be of interest both to philosophers seeking to engage with empirical
work in mechanistic interpretability and to neural network researchers aiming to develop
novel interpretability methods informed by philosophical insights.

1. Introduction

Can we interpret the internal workings of artificial neural networks in terms of beliefs and desires?
Artificial deep neural networks have demonstrated remarkable performance across a wide variety
of domains in artificial intelligence (AI). In many of these domains, the models have achieved
breakthroughs in tasks typically taken to require advanced cognitive abilities, such as code generation
(Chen et al. 2021), drug discovery (Jiménez-Luna et al. 2020), image classification (He et al. 2015)
and mathematical reasoning (Ahn et al. 2024). However, despite these achievements, the inner
workings of artificial neural networks remain poorly understood. The emerging field of mechanistic
interpretability seeks to break down the inner workings of artificial neural networks into components
that we can understand (Olah 2022, Olah et al. 2020).
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In recent work, David Chalmers (2025) argues for propositional interpretability as an important
research direction within mechanistic interpretability. Propositional interpretability is the view that
the internal workings of artificial neural networks can be understood in terms of propositional
attitudes—attitudes such as beliefs, desires, and subjective probabilities to propositions. As the
name suggests, propositional interpretability relies on the idea that propositions such as three is
greater than two and the Golden Gate Bridge is in San Francisco offer an intuitive way of capturing the
informational content encoded within artificial neural network states. Instead of explaining artificial
neural networks solely in terms of complex components involving activations, weights, and structures
such as circuits and induction heads, propositional interpretability uses these computational facts
to determine that the network believes a certain proposition or desires a particular outcome. The
promise of propositional interpretability is that by mapping computational states onto propositional
attitudes we can reverse-engineer artificial neural networks at the cognitive level and move closer
towards bridging the gap between neural computations and familiar cognitive explanations.

The idea of interpreting artificial neural networks in terms of propositional attitudes is not new and
can be traced back at least to early discussions about connectionist models in cognitive science. Early
connectionist models sparked debates about whether neural networks could be understood using
familiar folk psychological concepts such as beliefs and desires. Some philosophers argued that neural
networks could not represent genuine propositional attitudes because the distributed way they encode
information lacks the symbolic structure required to encode beliefs and desires (Fodor & Pylyshyn
1988). Others argued that if connectionist models of cognition are correct, then we should abandon
folk psychology entirely and replace ordinary explanations of mental states with neuroscientific or
computational ones since familiar concepts like beliefs and desires arguably fail to correspond neatly
to the computational states of neural networks (Churchland 1989, Ramsey et al. 1990). Still others
argued that even if neural networks do not explicitly encode beliefs and desires, interpreting them
as intentional agents with these propositional attitudes can still be a useful strategy for predicting
and explaining their behavior (Dennett 1971, 1987). Recent advances in mechanistic interpretability
provide new methods to examine the internal workings of artificial neural networks and have revived
philosophical interest (e.g., Chalmers 2025, Herrmann & Levinstein 2024, Lederman & Mahowald
2024, Shanahan 2023) in whether the computational states of these networks can be interpreted in
terms of propositional attitudes.

Propositional interpretability is attractive because it is a human-centered approach. The explanatory
framework is motivated, in large part, by the intuitive ways we understand human cognition—we
naturally explain and interpret human beings in terms of propositional attitudes in folk psychology.
Applying a similar interpretive framework to artificial neural networks could make their decisions and
inner workings transparent and easier for us to understand. Moreover, being able to clearly distinguish
the beliefs of artificial neural networks from their desires is crucial for predicting their decisions and
aligning them with human values. For example, as Chalmers argues, we must distinguish between an
artificial neural network believing that a dangerous outcome has occurred and it desiring that outcome
to understand the model and predict its behavior. If a network desires a dangerous outcome and does
not merely believe that the outcome is likely or has occurred, then it might actively work to bring
about or to sustain that dangerous state. Therefore, interpreting artificial neural networks in terms of
propositional attitudes can offer powerful and familiar explanatory frameworks analogous to human
interpretive strategies that we can use to explain and predict model behavior.

In addition to being intuitive, propositional interpretability addresses several shortcomings of existing
approaches in mechanistic interpretability. First, by explaining the internal workings of artificial neural
networks in terms of propositional attitudes we are able to provide more comprehensive explanations
of the networks than conceptual interpretability frameworks (e.g., Bricken et al. 2023, Templeton et al.
2024) that explain the internal workings of models in terms of the individual human-interpretable
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concepts they encode. For example, instead of saying that an artificial neural network encodes the
concepts harm and humans, we can say that the network encodes a specific propositional attitude
such as I desire to not harm humans which distinguishes an ethical stance that we can use to explain
and predict model behavior from a mere collection of concepts. Second, we are able to provide
explanations that are easier to understand than those from algorithmic interpretability frameworks
(e.g., Olah et al. 2020, Ameisen et al. 2025) that explain the internal workings of neural networks in
terms of complex computational structures such as circuits that implement algorithmic processes. By
focusing on the network’s propositional attitudes rather than on its computational features we can
describe the model’s internal processes in terms that we can understand.

The paper will proceed as follows. In the first part of this paper, I clarify the explanatory framework
of propositional interpretability. My aim is to try to get clearer on the various subtleties of the
propositional approach to interpretability and on what work we should expect the framework to
do. In the second part, I present several challenges that arise for propositional interpretability. The
challenges will not rely on any controversial philosophical theories about the content of mental states
or the specific conditions under which a subject may have propositional attitudes. Rather, they will
largely focus on the empirical and methodological challenges of propositional interpretability that are
based on recent findings in the mechanistic interpretability literature. Some of these challenges, such
as determining whether artificial neural networks encode propositions rather than unbound concepts,
might be mitigated through new interpretability techniques and open up exciting avenues for future
research. Other problems, including reliably mapping computational states to propositional attitudes
and managing an explosion of potential propositional interpretations, present serious difficulties for
the approach. The issues should be of interest both to philosophers seeking to engage with empirical
work in mechanistic interpretability and to neural network researchers aiming to develop novel
interpretability methods informed by philosophical insights. These challenges support the general
lesson that going from computational states to propositional attitudes in artificial neural networks is
not so straightforward.

2. Propositional Interpretability

We will begin by clarifying the explanatory framework of propositional interpretability. Propositional
interpretability holds that the computational states of artificial neural networks can be explained
in terms of propositional attitudes—attitudes such as belief, desire, and subjective probability to
propositions. In order to make this view more precise, it will help to introduce some terminology,
some of which will be familiar to philosophers and some to neural network researchers.

Let us start with the notion of a proposition. For simplicity’s sake, I will focus on the standard
philosophical view of propositions as structured entities that have concepts as constituents or parts
and that can be evaluated for truth and falsity.2 For example, the proposition three is greater than
two has the concepts three, is, greater than, and two as its parts. The declarative sentence “three
is greater than two” is true if and only if the corresponding proposition three is greater than two is
true. Any given proposition can be expressed by multiple declarative sentences from different natural
languages. For example, sentences meaning ‘three is greater than two’ in different languages all
express the same proposition—namely, that three is greater than two. Propositional interpretability

2It is an open question whether the internal workings of artificial neural networks are amenable to interpretations using
alternative philosophical conceptions of propositions. Examples of these alternatives include views on which propositions
have concrete objects and their properties as parts (Russell 1903), more theory-laden and controversial views on which
propositions have possible worlds (Lewis 1986) or senses (Evans 1982) as parts, and views on which propositions are
simple entities without any internal structure ((Merricks 2015); though see Duncan (2017) for recent arguments against
this simplicity view). For present purposes, however, it will be fruitful to examine whether neural network states can be
interpreted using the standard philosophical view of propositions.
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holds that artificial neural networks encode propositions and that these propositions are the objects
of their attitudes or, in simpler terms, are what the attitudes of the neural networks are about. One
advantage of interpreting the internal workings of artificial neural networks in terms of propositions
is that it allows us to analyze their informational content in human-understandable terms.

To demonstrate that artificial neural networks encode propositions, it is not enough to show that they
encode individual concepts. Current approaches in mechanistic interpretability are predominantly a
form of what Chalmers calls conceptual interpretability that aim to explain the inner workings of
artificial neural networks in terms of the individual human-interpretable concepts that the networks
encode. Recent work has suggested that artificial neural networks encode millions of “features” or
human-interpretable concepts, including concepts of cities, landmarks, people, and more abstract
concepts of mathematical variables and syntax in programming languages, among many others
(Bricken et al. 2023, Templeton et al. 2024). However, propositional interpretability goes further
by holding that these concepts are, in some sense, bound together into unified and structured
propositions. Even if an artificial neural network encodes each of the concepts three, is, greater than,
and two, for example, we need to know whether it encodes them into a unified proposition, and
specifically which structured proposition—whether it represents three is greater than two rather than
two is greater than three. This propositional interpretation of the informational content encoded in
artificial neural networks is easy to understand as it resonates with human cognitive intuitions.

Propositional interpretability explains not only the propositions encoded in artificial neural networks
but also the attitudes these networks adopt toward them. Propositional attitudes are what philosophers
call intentional states or states that are about something. For example, in the sentence “Alice believes
that the Golden Gate Bridge is in San Francisco”, the verb “believes” denotes an attitude that is about
something–namely, the state of affairs that the Golden Gate Bridge is in San Francisco. This state of
affairs constitutes the content of her belief which can be expressed as the proposition that the Golden
Gate Bridge is in San Francisco. Propositional attitudes such as beliefs, desires, hopes, fears, doubts,
subjective probabilities (i.e., degrees of belief), and many others, are important in human cognition
because they serve as the foundation for how we explain and understand both ourselves as well as
one another. These attitudes provide an intuitive framework to understand how artificial neural
networks relate to the information they encode. For example, consider an artificial neural network
that we interpret in terms of having the belief that inflicting harm is unethical—an interpretation
that carries considerable explanatory value in predicting its avoidance of harmful actions—and one
that we interpret in terms of having the desire to inflict harm, which would be expected to actively
pursue such outcomes. An explanatory framework that interprets artificial neural networks in terms
of such attitudes not only explains the informational content stored in the network but also supports
an understanding of the networks in terms of intentional stances towards information that can help
us predict their behavior.

There are, broadly speaking, two types of propositional attitudes. Occurrent attitudes are active
at a given moment. For example, when Sally is considering that the Golden Gate Bridge is in San
Francisco her belief is an occurrent attitude. In contrast, dispositional attitudes are not active but can
be activated, such as beliefs that are not currently being thought about. For example, when Sally is not
actively considering the location of the Golden Gate Bridge, she still dispositionally holds the belief
that it is in San Francisco at least in the sense that if someone were to ask her, “Do you believe that
the Golden Gate Bridge in San Francisco?” she would need only to understand the question to answer
affirmatively. Chalmers argues that, roughly speaking, occurrent attitudes are encoded in the neural
activations of artificial neural networks while dispositional attitudes are stored in the neural weights.
This claim seems to be motivated by the idea that neural activations reflect the momentary activity
levels of network units and so encode occurrent propositional attitudes such as active thoughts, while
neural weights reflect the stored connection strengths between units learned during training and so
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encode dispositional attitudes such as stored beliefs that can be readily retrieved. However, different
versions of propositional interpretation need not require such a strict division in how different types
of propositional attitudes are encoded in artificial neural networks.

One last point to note is that propositional interpretability is a flexible framework. The framework
allows us to consider, at least in some cases, more nuanced states that a network may adopt toward
its informational content that go beyond traditional propositional attitudes used to explain human
cognition. In addition, the framework permits artificial neural networks to have intentional states
whose content need not always be expressed as propositions. In the next section, I will go over
additional relevant subtleties when we examine the challenges for propositional interpretability.

3. Problems with Propositional Interpretability

In what follows, I will raise three challenges for propositional interpretability. The first concerns
whether artificial neural networks encode propositions rather than unbound concepts. The second
concerns whether we can reliably map the computational states of artificial neural networks to specific
propositional attitudes. The third concerns whether the approach risks an explosion of propositional
interpretations that undermines the explanatory value of propositional interpretability over competing
interpretive frameworks. These challenges have no easy solutions but a systematic exploration of
them will reveal new directions for interpretability research and clarify the prospects for propositional
interpretability.

3.1. Do Artificial Neural Networks Encode Propositions or Merely Unbound Concepts?

One challenge for propositional interpretability concerns whether artificial neural networks encode
propositions or merely unbound concepts. The encoding of propositions is, of course, not the whole
story, but failing to find proposition-like entities under the hood of artificial neural networks would be
a non-starter for a framework that attempts to explain the inner workings of these networks in terms
of their attitudes to propositions. Chalmers claims that recent studies in mechanistic interpretability
research provide evidence that artificial neural networks encode propositions. However, as I will
argue, this claim is somewhat overstated once we take into consideration a distinction between
artificial neural networks encoding enough information to determine the truth value of propositions
and artificial neural networks encoding the propositions themselves.

The argument begins with the observation that there is a difference between a neural network
encoding enough distributed information to determine the truth value of a proposition and actually
encoding that information internally as a representation with a propositional structure. In the first case,
the network’s activation patterns may encode individual concepts that, when externally combined
by a tool such as a probe, can be used to determine if a proposition is true. In the second case,
the network encodes concepts that it systematically combines or “binds” internally to represent
specific propositions. When we examine artificial neural networks using probes—simple classifiers
trained to map the models’ internal activations to specific outputs—we assess whether the distributed
information can be used to predict the truth value of a proposition. However, these probes externally
combine information that is scattered throughout the model by taking separate activation patterns
from neurons and applying a learned mapping to produce a prediction. While the success of these
probes in evaluating the truth value of propositions strongly suggests that the necessary conceptual
information exists within the network, it does not by itself demonstrate that the internal organization
of the information within the network necessarily has a proposition-like structure. This distinction is
crucial because if a network merely encodes unbound concepts that are assembled by an external
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tool to evaluate or decode propositions then attributing genuine propositional structure to the model
overstates the level of internal organization it actually possesses.

With this distinction in mind, we can evaluate the evidence offered in support of propositional
interpretability. Chalmers cites a famous study by Li et al. (2023) that examines how artificial neural
networks represent the Othello game board as an example of evidence suggesting that artificial neural
networks encode propositions. Othello is a strategy board game in which two players take turns
placing black and white discs on a board with the aim of having the majority of discs in their color by
capturing and converting their opponent’s discs (i.e., placing their discs so that the opponent’s discs
are enclosed on both sides). In the study, researchers train a neural network to predict legal moves in
the game using only the sequences of moves played and without providing the model with explicit
information about the game’s rules or the state of the board. They then use probes to determine what
information about the board state, such as the color or presence of discs at particular positions, can be
recovered from the network’s hidden activations (See Figure 1). The researchers find that the probes
can successfully decode the state of the board with high accuracy and take these findings to suggest
the presence of a robust internal representation of the game state within the network. Chalmers
interprets these findings as evidence that the network encodes propositions about the board.

Figure 1 | An illustration of Othello board states. Linear probes are trained on the artificial neural
network’s internal activations to predict specific properties of the Othello board state such as whether
a particular tile is occupied by a black disc, a white disc, or is empty. High performance on these
probing tasks is taken to suggest that the network encodes detailed information about the game state
(Reprinted from Li et al. 2023).

However, the fact that a probe can decode the state of the board only demonstrates that the network
has the necessary information encoded to determine the truth of propositions about the board
state. It does not show that the network’s internal representations themselves have proposition-like
structures. An alternative explanation is that the network encodes different aspects of the board state
separately—for instance, it may encode the concept of a tile’s location (e.g., E4) independently from
the concept of a tile’s color (e.g., black or white) or the concept of the tile’s occupancy (e.g., mine or
theirs). In this context, to encode individual concepts separately is to not bind them together by an
internal mechanism into some kind of unified representation with the concepts as its constituents.
Instead, these separately encoded concepts may be statistically associated through learned heuristic
patterns or conditional activation rules.3 Although a probe can extract information correlated with
each individual concept and use this information to reconstruct the overall board state, this readout

3For example, Mitchell (2025) argues that neural networks in the Othello task do not encode representations of the
board state but rather large “bags of heuristics” which are, roughly put, conditional associations between input patterns
and outputs learned during training. This view is supported by preliminary interpretability work supervised by Neel Nanda
that provides evidence of numerous heuristics in the activations of models in the Othello task (jylin04 et al. 2024). While
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does not imply that the network itself encodes a unified proposition with a constituent structure like
the black tile on E4 is mine.

The same point applies, mutatis mutandis, to a study by Li et al. (2021) that Chalmers cites as
additional evidence that artificial neural networks encode propositions. In this study, neural networks
are trained on a simple mini-world where players interact with items such as keys, chests, and doors.
Each item in this mini-world has properties (e.g., a chest can contain a key or be empty) and relations
(e.g., a key can unlock a door). Researchers use probes to extract the truth value of propositions
such as contains(chest, key) from the model’s internal activations. However, as in the previous case,
the ability of a probe to determine whether contains(chest, key) holds only shows that the network’s
activations contain sufficient information to decide the truth value of the proposition about the
mini-world. It does not show that the network itself encodes a unified proposition like contains(chest,
key). Instead, the network may represent features corresponding to chest and key separately, along
with heuristics or statistically learned associations between these features, which a probe can use to
recover the relational truth without the representation itself being a unified proposition.

Chalmers argues that causal interventions can make a stronger case that artificial neural networks
encode propositions. In this context, causal interventions are targeted manipulations of the network’s
internal activations that involve systematically altering the representation of a specific concept to
observe the resulting change in the network’s output. Chalmers’s claim seems to stem from the line
of reasoning that if altering the activation related to chest, for example, disrupts the network’s ability
to affirm the proposition contains(chest, key), then the network must be representing chest and key as
parts of a unified proposition. This is taken to imply that the network encodes a unified proposition
where modifying one element directly affects the proposition as a whole, rather than the network
encoding each element independently. But this is mistaken. While causal interventions show that
the network’s internal activations carry information that is actively used to determine whether a
proposition is true, they do not show that the information is integrated into a unified representational
structure. The network might use separate representations for individual concepts—distinct features
for chest and key that tend to co-occur when the proposition is true—so that a disruption to one
feature’s activation affects the output merely due to their statistical association rather than because
these features are bound into a unified propositional structure.

A more promising approach to determine whether artificial neural networks encode propositions
would directly assess whether individual concepts are internally bound into some kind of a unified
representational structure. Chalmers argues that a study by Feng et al. (2024) gives stronger, albeit
preliminary, evidence that networks not only encode individual concepts but also internally bind
them into propositions, or at the least, proposition-like structures. The study proceeds in three main
steps. First, lexical probes or simple classifiers are trained to detect whether the neural activations in
a network contain information about individual entities (e.g., Bob) and attributes such as places (e.g.,
Peru). Second, a “binding probe” is used to examine whether these concepts are internally “bound” by
the model in some manner. This binding probe works by projecting the neural activations of tokens
corresponding to entities and attributes into a low-dimensional space called a “binding subspace”
(Feng & Steinhardt 2023). Within this subspace, the activation for each concept is decomposed
into lexical vectors that encode the concept and binding ID vectors which function as markers that
indicate which concepts are associated in a given context. For example, when the model processes

such heuristics can be verbally expressed as conditional propositions by an external observer (e.g., “If the move A4 was just
played AND B4 is occupied AND C4 is occupied ⇒ update B4, C4, and D4 to ‘theirs”’ (ibid.) the network itself does not
necessarily encode these rules or the board states as structured propositions internally. Instead, it may encode features
corresponding to individual concepts (e.g., tile locations and occupancy states) separately and conditionally associate these
concepts through bags of heuristics such as statistically learned activation patterns. As we will see in Section 3.3, studies on
neural networks performing arithmetic (Nikankin et al. 2024) and navigation tasks (Vafa et al. 2024) support the claim
that networks may operate primarily through bags of heuristics and other simplified strategies in certain domains.
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the sentences “Bob lives in Peru” and “Alice lives in Laos”, the activation vectors for Bob and Peru are
given the same binding ID indicating they are contextually associated, while Bob and Laos are given
different binding IDs, indicating they are not associated (See Figure 2). Third, a “propositional probe”
is used to combines the lexical and binding ID vectors to decode propositions from the network’s
activations. Since the propositional probe can successfully determine which entities and attributes
share binding IDs it is able to reliably decode propositions like LivesIn(Bob, Peru) from the internal
states of the network. Chalmers views this as suggestive evidence that artificial neural networks “bind”
vectors corresponding to different concepts into some kind of unified propositional structure or, what
he terms, “a single representation”.

Figure 2 | A schematic illustration of lexical and binding probes. This figure illustrates how lexical
probes detect names (blue) and countries (green) in a model’s activations, while a binding probe
projects these activations into a “binding subspace” (Feng & Steinhardt 2023) in which tokens that
should be bound have similar binding components. The propositional probe then combines these
lexical and binding signals to decode propositions from the model’s internal states (Reprinted from
Feng et al. 2024). Note: Although the lexical and binding components (right) are depicted end-to-end,
they are not concatenated into a longer vector but are simply added together as indicated by the “+”.

It is tempting to see the success of so-called “propositional probes” as an indication that artificial
neural networks bind concepts into propositions. However, a closer examination reveals an issue
about the nature and strength of this supposed “binding”. To spell out this issue, it will be useful to
distinguish between two somewhat related but distinct notions of binding. The first weaker sense of
“binding” used by Feng et al. (2024) and Feng & Steinhardt (2023), can be understood as a kind of
associative tagging between vectors corresponding to separate concepts. Call this associative binding.
In this case, separate lexical vectors are marked with a common identifier to indicate that they are
associated with one another in some context. For example, the vectors corresponding to Bob and Peru
each consist of distinct lexical vectors tagged with the same binding ID vector resulting in separate
representations that are somewhat akin to Bob + ID and Peru + ID. It is important to recognize that
the lexical vectors remain fundamentally distinct because the shared binding ID is additive and does
not structurally integrate the vectors into a “single representation” in any meaningful technical sense.4
To make a simple analogy, tagging two distinct files with the same folder label does not combine
or integrate their contents in the way that merging two files into a single combined file does. The
binding ID tagging mechanism simply adds the same label component onto separate lexical vectors
without implementing any operations that would integrate the vectors into a unified representation.

The second stronger sense of “binding” can be understood as a kind of structural integration where
lexical vectors corresponding to separate concepts are combined into a unified representation. Call
this structural binding. When a network processes the sentence “Bob lives in Peru”, structural binding

4In technical terms, Feng et al. (2023, p. 6; 2024, p. 5) state that each activation 𝑍𝐸𝑘 , 𝑍𝐴𝑘
for entities 𝐸𝑘 and attributes

𝐴𝑘 decomposes into lexical vectors ( 𝑓𝐸 (𝐸𝑘), 𝑓𝐴 (𝐴𝑘)) and corresponding binding ID vectors (𝑏𝐸 (𝑘), 𝑏𝐴 (𝑘)), such that 𝑍𝐸𝑘 =
𝑓𝐸 (𝐸𝑘) + 𝑏𝐸 (𝑘) and 𝑍𝐴𝑘

= 𝑓𝐴 (𝐴𝑘) + 𝑏𝐴 (𝑘). The lexical and binding ID vectors are simply added component-wise and do not
form a new integrated vector. Moreover, these representations lack any kind of constituent relational vector (e.g., 𝑓𝑅 (𝑅) for
a general relation 𝑅) that would be required for a proposition-like structure.
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would entail forming some kind of unified representation such as a single integrated vector or a
specialized activation pattern that encodes the entire proposition Bob lives in Peru.5 An example
of structural binding is concatenation. Concatenation explicitly combines information into distinct
segments of a single structured representation. For example, if a network processes the sentence “Bob
lives in Peru” by tagging each entity and attribute lexical vector with a binding ID vector resulting in
separate representations akin to Bob+ID and Peru+ID and then structurally binding them together
along with the relational vector for lives through concatenation, it would yield a single proposition-like
representation akin to [Bob; ID; lives; Peru; ID].6 In short, structural binding creates a new unified
vector that integrates different concept vectors into a single representation.

The problem is that the evidence Chalmers cites from Feng et al. (2024) only demonstrates associative
binding and is too weak to suggest any kind of genuine structural binding of lexical vectors correspond-
ing to distinct concepts into a proposition. Their results show that propositions are reconstructed by
probes through compositional methods applied to vectors with associative tags, rather than being
represented internally by the model as structurally integrated entities. This invites the same objection
raised earlier that even if probes can determine the truth values of propositions or even successfully
decode them, it does not follow that propositions themselves are internally represented as unified
structures. Instead, these networks appear to encode a collection of distinct tagged vectors that
are marked in a way that allows them to be externally reconstructed into propositions by probes.
Moreover, this associative kind of binding is congenial with the conceptual interpretability framework.
The network’s internal workings can be understood in terms of concepts, only tagged ones, that
facilitate external tools in reconstructing propositions and evaluating their truth values. Therefore, the
propositional probes primarily demonstrate that networks can be understood as encoding concepts
with associative tags rather than integrated proposition-like representations.

Now a proponent of propositional interpretability might concede that artificial neural networks do
not internally encode propositions but soften their claim and say that it is still useful to interpret
the networks as if they do. An instrumentalist version of propositional interpretability might hold
that even though artificial neural networks may not, strictly speaking, encode propositions, we can
still interpret them as encoding propositional attitudes as a kind of interpretive practice, provided
that the proposition-like content and attitudes we interpret them in terms of can reliably predict and
explain their internal workings and behavior (cf. Lederman & Mahowald 2024). This is somewhat
analogous to the philosophical view of interpretationalism (Dennett 1971, 1987), according to which,
roughly speaking, a system can be said to have propositional attitudes if and only if attributing such
attitudes helps to reliably predict and explain its behavior. Though, as Chalmers rightly points out,
interpretationalism and propositional interpretability are importantly distinct. Interpretationalism
ascribes propositional states to a system based on its observable behavioral facts, whereas propositional

5Structural binding is reminiscent of the classical variable binding problem in the connectionist literature (Smolensky
1987, Plate 1995). Roughly speaking, the variable binding problem asks how neural networks can bind individual concepts
or “fillers” to particular roles or “variables” such that the models can correctly encode Bob and Alice as agent or patient
in propositions like Bob admires Alice versus Alice admires Bob. Smolensky (1987), for example, proposes using tensor
products to structurally bind filler vectors to role vectors (e.g., binding a filler vector Bob to a role vector Agent) into a new
integrated tensor representation that encodes both the identity of each filler and the specific roles they occupy. However,
the challenge raised here is broader and distinct. It not only involves binding concepts to their syntactic roles but crucially
involves structurally binding these filled roles together into a unified propositional structure. In other words, the model
must encode a single proposition rather than separately encoding individual role-filler tensors (e.g., tensor products such as
Bob⊗Agent, admires⊗Relation, Alice⊗Patient) or individual concepts, some of which may be tagged with IDs indicating their
role as entity or attribute (e.g., Bob+ID, admires, Alice+ID) without structurally binding them into a unified representation.

6In technical terms, an operation like concatenation would integrate lexical vectors for entities and attributes (e.g.,
𝑓𝐸 (𝐸𝑘), 𝑓𝐴 (𝐴𝑘)), relational lexical vectors (e.g., 𝑓𝑅 (𝑅), for a general relation 𝑅), and binding-ID vectors (𝑏𝐸 (𝑘), 𝑏𝐴 (𝑘)) into
a new structured representation. Specifically, concatenation explicitly integrates these components into segments of a
singular and longer composite vector 𝑍 = [ 𝑓𝐸 (𝐸𝑘); 𝑏𝐸 (𝑘); 𝑓𝑅 (𝑅); 𝑓𝐴 (𝐴𝑘); 𝑏𝐴 (𝑘)] with a proposition-like structure.
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interpretability, as a branch of mechanistic interpretability, ascribes propositional states based, in large
part, on the internal workings or computational facts of the system. This instrumentalist move raises
important questions about whether the propositional structure we attribute to the internal states of
artificial neural networks is worth attributing—what insights do we gain into the internal workings
of the networks above and beyond those already provided by a conceptual interpretability framework?
If the networks merely encode individual tagged concepts that are externally combined to give the
appearance of structured propositions, then ascribing propositional attitudes might impose our own
interpretative framework onto the networks rather than revealing their internal representational
structures. A conceptual interpretability framework that describes the inner workings of artificial
neural networks in terms of tagged concepts that might be externally combined with tools such
as probes into a propositional structure might provide a more accurate explanation of the internal
workings of artificial neural networks and offer comparably reliable predictions of their behavior.

Finally, a revisionary version of propositional interpretability might hold that we need to “conceptually
engineer” or come up with new concepts of propositional attitudes that we can ascribe to artificial
neural networks to explain their internal workings. Behind this line of reasoning is the idea that if we
cannot locate anything in artificial neural networks clearly corresponding to our ordinary concepts of
propositional attitudes such as “belief” and “desire” or our theoretical notion of “proposition” then
we may need to refine these concepts to better capture the internal computational states of these
systems. Chalmers, for example, claims that artificial neural networks may have at least some states
that are, what he engineers to be, “generalized propositional attitudes”. But these claims cannot be
evaluated until the conditions for having states that fall under these newly engineered concepts are
clearly stipulated. Moreover, any conceptual engineering of our ordinary concepts of propositional
attitudes must carefully thread the needle between two unwanted pitfalls when stipulating these
conditions. If one departs too much from our ordinary notion of propositional attitudes, one will
risk undermining the primary motivation for propositional interpretability as a project of using
intuitive folk-psychological ways we interpret human beings to interpret the internal workings of
artificial neural networks. If, on the other hand, one adheres too closely to ordinary conceptions
of propositional attitudes, such that these newly engineered concepts would be realized by unified
states that are, in some sense, made up of concepts, then they will remain vulnerable to the challenge
I have raised that these states are difficult to locate in artificial neural networks. Any conceptual
engineering of the theoretical concept of “proposition” must also carefully specify conditions that
distinguish propositions from the mere tagged concepts that Feng et al. (2024) and Feng & Steinhardt
(2023) studies find to provide conceptual tools beyond those already available within conceptual
interpretability frameworks to explain the internal workings of artificial neural networks.

In my view, proponents of propositional interpretability need to shift their attention towards pin-
pointing a structural binding mechanism in artificial neural networks such as a dedicated circuit or
subnetwork that structurally binds individual concepts into unified and compositional structures.
Without clearly identifying such a mechanism, propositional interpretability risks conflating mere
association tags or externally combined information from probes with genuine propositional structure.
A promising way forward is to develop more precise interventions to isolate the candidate binding
circuits and distinguish genuine structural binding from other weaker kinds to determine whether
artificial neural networks encode unified propositions. In the meantime, if we are to accept a frame-
work that, as I have argued, may need to appeal to an as of yet undiscovered mechanism in order to
show that artificial neural networks encode propositions and not structurally unbound concepts, then
we may need to regard propositional interpretability as incomplete, at least until further empirical
evidence becomes available.
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3.2. Can We Ascribe Propositional Attitudes to Artificial Neural Networks?

The second challenge for propositional interpretability concerns whether we can ascribe genuine
propositional attitudes to artificial neural networks. I will argue that, even if artificial neural networks
encode propositions, there are challenges concerning the straightforward ascriptions of genuine
propositional attitudes based on their computational states.

Of course, there is an obvious sense in which we can ascribe propositional attitudes to artificial neural
networks. In everyday practice, it is common to say that artificial neural networks like large language
models have beliefs and desires. In the mechanistic interpretability literature researchers also often
say that an artificial neural network “believes” a given proposition and observe that when a specific
circuit is disrupted the model “does not believe” that proposition anymore. On closer examination,
however, we may explain this ascription of propositional attitudes away as an abridged manner of
speaking (Quine 1939). That is to say, when we use such language, we are not necessarily committing
ourselves to the literal existence of propositional attitudes that are in some sense contained in artificial
neural networks. Instead, we may excuse our ascription of propositional attitudes as non-literal
language and, more specifically, as an abridged manner of speaking that stands proxy for a more
complicated computational explanation of the inner workings of artificial neural networks that makes
no reference to propositional attitudes. In this way, a proponent of conceptual interpretability may
say that these networks have propositional attitudes as a non-literal way of speaking and hold that the
real explanation for their inner workings involves the encoding of individual and structurally unbound
concepts. In contrast, a proponent of propositional interpretability, at least of a non-instrumentalist
version of the view, says that artificial neural networks have genuine propositional attitudes as a literal
way of speaking that explains how these networks work.

This version of propositional interpretability holds that artificial neural networks encode propositions
attitudes. As we have seen, however, it remains open whether artificial neural networks encode
propositions and, therefore, whether the networks encode attitudes to these propositions. Nevertheless,
for the sake of argument, let us suppose that artificial neural networks do indeed encode propositions.
The problem then is to establish how the network’s computational states correspond to propositional
attitudes and their contents. In other words, even if the network’s internal states contain proposition-
like content, it remains unclear whether there exists a mapping that allows us to read off specific
propositional attitudes from these computational states.

A simple view holds that there is a one-to-one correspondence between computational states and
propositional attitudes. On this view, a distinct activation pattern or weight configuration encodes a
specific propositional attitude such as a particular belief or desire about something. Several recent
studies have been taken to support the plausibility of a simple correspondence between specific
computational states and propositional attitudes. For example, some researchers have identified a
“refusal direction” in the activation space of artificial neural networks (Arditi et al. 2024). When this
direction is manipulated, the model’s behavior shifts from complying with a request to refusing it,
suggesting that this direction determines whether a model desires to answer a particular request and
likely encodes the propositional attitude of desire or some other related attitude. Similarly, other
work has identified a “truth direction” that appears to determine whether a model believes that a
proposition is true, suggesting that the attitude of belief is encoded along that specific dimension in
activation space (Marks & Tegmark 2024). If these simple correspondences hold for propositional
attitudes across the board, then we can ascribe specific propositional attitudes to artificial neural
networks that correspond to distinct computational states.

There are strong reasons to doubt that the correspondences between computational states and propo-
sitional attitudes are simple, however. Even computational states that appear to uniqely correspond to
a propositional attitude, such as the so-called “refusal direction” in activation space, can correspond
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simultaneously to many different propositional attitudes with distinct contents. Recent work has
found that artificial neural networks often display a phenomenon called superposition in which the
networks encode more features than they have neurons (Elhage et al. 2022). Many features in
artificial neural networks are encoded along overlapping dimensions such that a single activation
direction may represent different features at once. So while there may be a mapping between the
so-called “refusal direction” in activation space, for example, and desires to not assist with a request
in a network, the same activation pattern may also be linked to other propositional attitudes. The
phenomenon of superposition allows neural networks to spread out information along overlapping
dimensions so that they can represent more features than they have neurons. If propositional attitudes
are encoded in artificial neural networks, then such attitudes, like many other features, are likely to
be distributed across many neurons and to not neatly correspond to specific computational states.

A second view holds that there is a one-to-many correspondence between computational states and
propositional attitudes. On this view, an activation pattern or weight configuration encodes many
different propositional attitudes. This view is supported by empirical evidence that superposition
creates polysemantic neurons (Olah et al. 2020) that have activations that respond simultaneously to
multiple features, which may be related or unrelated, suggesting that the activity of neurons may
correspond to many different conceptual features which may be constituents of many different propo-
sitional attitudes with different contents. Since activation patterns involving multiple polysemantic
neurons collectively contribute to forming directions in activation space that simultaneously encode
overlapping sets of features, these neurons present a significant challenge for propositional inter-
pretability because they limit our ability to disentangle and uniquely attribute distinct propositional
attitudes and contents to the computational states of artificial neural networks. If the directions that
encode different propositional attitudes overlap significantly in activation space, then it is not entirely
clear how we can ascribe particular propositional attitudes to artificial neural networks, since the
activation patterns of neurons are not exclusively tied to specific attitudes and contents.

Here is another way to think of the challenge: Consider a toy example in which a neural network
encodes some information relevant to propositional attitudes as overlapping directions in activation
space. Suppose that we identify just a few of these directions in this space, each of which simultane-
ously encodes multiple propositional features due to superposition. Since these directions naturally
overlap rather than forming neatly separable or orthogonal components, any given computational
state, represented as an activation vector, inevitably lies aligned with multiple overlapping directions
that each point toward various propositional interpretations. For instance, a single activation state
might simultaneously align, to varying degrees, with directions representing propositional attitudes
such as I believe that Alice admires Bob, a seemingly unrelated attitude I desire to visit Peru, or subtler
variations such as I believe that Carol trusts Dan or I believe that Carol envies Dan, and so on depending
on how these feature directions overlap in the activation space. These examples represent only a
tiny fraction of the immense number of potential propositional features implied by even a simplified
scenario with just a few overlapping directions. In realistic scenarios, neural networks contain many
polysemantic neurons and the directions in activation space represent vastly more overlapping fea-
tures. This creates an enormous, effectively unbounded, set of plausible propositional interpretations
for any given computational state, making it inherently ambiguous which propositional attitude the
computational state encodes and complicating straightforward propositional interpretations.

One response that the proponent of propositional interpretability has is to say that this is a challenge
for nearly every interpretability framework. However, the challenge is especially pernicious for
propositional interpretability because it leads to a potential explosion of interpretations at three levels:
first, at the level of concepts—where each continuous direction encodes multiple subtly overlapping
features—second, at the level of propositions—where these continuously represented concepts overlap
and blend making it unclear which precise propositional content is encoded—and third, at the level
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of attitudes—where the overlapping directions obscure distinctions among attitudes such as belief,
desire, and so on. In contrast, conceptual interpretability only encounters this ambiguity at the level
of concepts since it does not attempt to explain the inner workings of artificial neural networks in
terms of propositional attitudes. Algorithmic interpretability, which explains artificial neural networks
in terms of identifiable circuit components and their interactions, sidesteps the challenge by not
mapping conceptual or propositional content directly to the computational states of neural networks.

Another response is to say that this challenge may be addressed with interpretability techniques that
break down dense computational states into sparse human-interpretable features. A popular approach
in conceptual interpretability is dictionary learning with sparse autoencoders (Cunningham et al.
2023, Templeton et al. 2024). These artificial neural networks are trained to reconstruct the high-
dimensional activation vectors produced by a large language model. They use an overcomplete hidden
layer which has more neurons than the dimensionality of the input and a sparsity constraint. This
constraint ensures that, for any given input, only a small number of neurons become active. This means
that rather than spreading the activation across many neurons, which can encode multiple features,
the network is forced to select only the most salient features. By isolating these salient features,
the network effectively transforms the dense polysemantic activations into a dictionary of sparse
monosemantic features in which each active neuron corresponds to a single human-interpretable
concept (See Figure 3). This transformation reduces the ambiguity in mapping complex computational
states to individual concepts and limits the number of possible interpretations at the conceptual level.

Figure 3 | A schematic illustration of a sparse autoencoder for dictionary learning. A large
language model (left) produces a high-dimensional activation vector 𝑧. The sparse autoencoder
then encodes 𝑧 via the weight matrix Wenc to yield the hidden representation ℎ(z). Due to the
sparsity constraint, only a small subset of neurons in ℎ(z) become active and indicate which dictionary
elements (i.e., columns of Wenc) are selected. Each active neuron corresponds to a learned concept
which gives a monosemantic interpretation of the dense activations. The decoder Wdec reconstructs �̂�

from these sparse activations and the loss function combines a reconstruction term ∥z − ẑ∥22 with an
ℓ1-norm penalty ∥ℎ(z)∥1 to encourage sparsity. The dictionary on the right shows that each dimension
of ℎ(𝑧) aligns with a distinct concept vector in Wenc which facilitates conceptual interpretations of the
original high-dimensional activation (Adapted from Shu et al. 2025).

However, as Chalmers admits, it remains unclear whether sparse autoencoders can be used to
address the challenge of mapping computational states to propositional attitudes. First, decomposing
propositional attitudes is more difficult than decomposing individual concepts because a propositional
attitude is a highly structured combination of multiple concepts with specific relationships and
ordering. In practice, sparse autoencoders can pick out individual features, but many of these features
occur so rarely in training data—sometimes only once per billion tokens—that capturing even a single
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concept may require a dictionary of roughly one billion distinct features (Templeton et al. 2024).
When it comes to propositional attitudes, the challenge becomes greater because the model must not
only capture these features but also their precise combinations and orderings that form a coherent
structure. While sparse autoencoders can isolate distinct features corresponding to individual concepts,
they are not obviously designed to scale to capture the compositional and bounded structures of
propositional attitudes, making it unlikely that we can use them to unambiguously map a single
computational state to a specific propositional attitude.7

Second, another related challenge is that sparse autoencoders cannot distinguish between features that
simply co-occur due to superposition and those that have been integrated into a propositional attitude
through structural binding (cf. Gurnee 2025, Mu & Andreas 2021). In the case of superposition,
overlapping activations cause independent features to appear together in the same computational state
without any mechanism that structurally binds them into a propositional attitude. Structural binding,
on the other hand, involves reorganizing these overlapping activations into a structured configuration
with some mechanism that explicitly combines distinct features into a propositional attitude. For
example, consider the propositional attitude I believe that Bob lives in Peru. In a superposition-only
scenario, the network might merely have overlapping activations for the features corresponding to
the concepts I, believe, that, Bob, lives, in, and Peru without specifying the compositional structure
between the features. While sparse autoencoders can help us isolate individual features, they do not
indicate whether those features have been reorganized into an integrated whole or remain simply
as overlapping and structurally unbound features in artificial neural networks. This ambiguity is
problematic for propositional interpretability because if we cannot determine whether a computational
state reflects an integrated propositional attitude or merely a coincidental overlap of independent
features, then any ascription of specific propositional attitudes to the network’s internal states will be
unreliable. Chalmers suggests that we might combine sparse autoencoders with binding probes or
similar methods to test whether certain features are bound into propositions. However, as I argued
earlier, binding probes have only decoded propositions by identifying an associative kind of binding
in models and not the relevant structural binding and so it remains unclear how these methods could
reliably ascribe specific and genuine propositional attitudes to artificial neural networks.

A third view holds that there is a many-to-many correspondence between computational states and
propositional attitudes. On this view, many different activation patterns or weight configurations
jointly encode many different propositional attitudes. A proponent of this view may argue that while
initial analyses suggested that propositional attitudes could be mapped onto single linear directions
in activation space, further empirical findings suggest that propositional attitudes are often encoded
across multi-dimensional subspaces composed of several orthogonal (i.e., non-overlapping) directions.
For example, recent work suggests that what was previously identified as a single refusal direction
actually constitutes a multi-dimensional refusal “concept cone” in activation subspace consisting of
many orthogonal directions collectively responsible for many different refusals to answer a request
(Wollschläger et al. 2025). Similarly, other researchers provide evidence suggesting that orthogonal
directions within these multi-dimensional subspaces correspond to differences in refusals, arguably
influencing not only the strength of the desire to refuse but also the propositional content of the

7In fact, sparse autoencoders may represent a step backward from the goals of propositional interpretability. They
function similarly to early “one-hot” localist connectionist networks in which each unit directly represents exactly one
feature or concept. Such a highly localist representation approach does not easily support compositionality or the idea
that complex propositions can be systematically constructed from simpler parts. By requiring one separate neuron or
dimension per concept, sparse autoencoders fail to give us a productive and structured representational system capable of
generating new propositions from combinations of previously learned concepts. In other words, using sparse autoencoders
in this manner may effectively abandon the ambition of uncovering a more systematic and productive internal structure
within artificial neural networks akin to a genuine “language of thought” (Fodor 1975) or compositional symbolic-like
representational system. Thanks to Ellie Pavlick for raising this point.
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desires, such as whether the model desires to not go against policy guidelines or desires to fulfill its
role as a responsible AI assistant (Pan et al. 2025). One possible interpretation is that the studies
suggest, at least as preliminary evidence, that single directions within the multi-dimensional subspace
do not independently encode a complete propositional attitude, but rather encode partial information
that can contribute to many propositional attitudes. Conversely, any single propositional attitude may
itself be distributed across many orthogonal directions in a cone-like subspace with each direction
encoding distinct aspects of that attitude. It remains an open empirical question whether other
propositional attitudes exhibit similarly complex encodings across orthogonal directions. Nonetheless,
these initial findings support the existence of a more complicated many-to-many relationship between
computational states and propositional attitudes. The many-to-many correspondence view poses a
significant challenge for propositional interpretability. If the same neural activation can contribute to
several propositional attitudes and the same propositional attitude can arise frommultiple independent
directions, then it becomes exceedingly difficult to unambiguously assign a specific propositional
attitude to any given computational state.

Finally, a fourth view holds that there is a hybrid correspondence where some computational states
have one-to-many correspondences and others have many-to-many correspondences to propositional
attitudes, depending on the complexity of the attitudes and the specific features involved. It remains
to be seen whether these different mapping patterns exist and, if so, whether they reflect systematic
principles of neural organization or limitations of current interpretability techniques. Novel inter-
pretability techniques may need to be developed that are flexible and adaptive to accommodate
the potential variability in how propositional attitudes are encoded in artificial neural networks. In
any case, the possibility of hybrid correspondences poses additional challenges for propositional
interpretability as it suggests that there may be no uniform method for directly ascribing specific
propositional attitudes to neural networks based on their computational states.

3.3. Can We Log The Propositional Attitudes of Artificial Neural Networks Over Time?

The third challenge to propositional interpretability, raised by Chalmers, is perhaps more philosoph-
ically puzzling and concerns the prospect of “thought logging” or the logging of the propositional
attitudes of artificial neural networks over time. The challenge is that, if artificial neural networks
have specific propositional attitudes that we can read off from their computational states, then the
networks will likely have an infinite or otherwise intractably large set of propositional attitudes at
any given moment because of the logical relations among propositions, making it impossible to log
their propositional attitudes over time. I will argue that this thought-logging problem is more serious
than proponents of propositional interpretability have recognized: it is not easily solved by appeals to
selective filtering of attitudes and it threatens to undermine the explanatory value of propositional
interpretability over competing interpretive frameworks that do not face the problem.

To get a feel for what thought logging is, consider an artificial neural network engaged in a simple task
such as playing chess. Thought logging is the process of recording the network’s internal propositional
attitudes over time. This approach aims to translate low-level computational states into a high-level
transcript of reasoning. A thought log would provide an account of how the network’s internal states
evolve during the chess game in terms of propositional attitudes and would, therefore, make the
model’s decisions to make particular moves on the board easy to explain and understand. Chalmers
provides a simplified thought log to show how such a network might record an artificial neural
network’s internal states over time in the chess game (See Figure 4). In this case, the thought log
records a sequence of distinct propositional attitudes that the network exhibits while making a move in
the chess game. By capturing these states over time, the thought logging system reveals the network’s
internal workings in a form that is intuitive and explains the specific actions of the model in the game.
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Figure 4 | A schematic illustration of a thought logging system for artificial neural networks.
At each time step 𝑡1, 𝑡2, . . . , 𝑡𝑛, the network’s computational states (left) are mapped onto sets of
propositional attitudes. For ease of presentation, additional environmental facts that may perhaps
further inform the mapping from computational states to propositional attitudes are omitted. A
filtering mechanism may then be needed to select which relevant attitudes to include in the thought
log (right). The sample entries in the log (Goal: I win this game of chess, Judge (Credence 0.8): If I
move Q48,I will win, etc.) are adapted from Chalmers’s (2025) example and illustrate how a thought
log might record the artificial neural network’s goals and judgments over time to explain its actions.

Without a thought log, our understanding of the inner workings of artificial neural networks would
be piecemeal—we would have isolated ascriptions of the propositional attitudes of the networks
that would fail to show how these attitudes evolve over time and to explain why the models make
their decisions. Logging propositional attitudes sequentially reveals the “reasoning” that leads neural
networks to make specific decisions. A proper thought log, derived directly from computational
states and not from any chain-of-thought output, which may often be misleading (Arcuschin et al.
2025, Turpin et al. 2023), promises to provide a faithful record of the inner workings of the network
over time. This record is crucial because it connects internal states to observable actions and offers
explanations of the network’s behavior. The explanatory value of propositional interpretability rests,
in large part, on its capacity to log the propositional attitudes of artificial neural networks over time
in a way that we can understand and use to explain and predict model behavior.

The problem is that artificial neural networks may potentially have an infinite or otherwise intractably
large set of propositional attitudes at any given moment. If a neural network believes a proposition 𝑝,
then, as Chalmers claims, the network will arguably dispositionally believe all the logical consequences
involving 𝑝, including 𝑝 or 𝑞 for every possible 𝑞. Behind this line of reasoning is the idea that an
active belief in 𝑝 creates a state of readiness within the network to affirm every logical consequence
of 𝑝.8 In other words, although the artificial neural network is not actively computing all the logical
consequences involving 𝑝, it dispositionally believes them in the sense that, solely on the basis of
believing 𝑝, if it were prompted with a query such as “Is 𝑝 or 𝑞 true?” for any 𝑞 the network can
affirm it. To return to the chess example, if the artificial neural network believes the proposition If I
move Qf8, I will win, then it will also arguably dispositionally believe logically related propositions
such as If I move Qf8, I will win or if I move Qe8, I will force a draw and If I move Qf8, I will win or the
moon is made of cheese and infinitely many other logical disjunctions. Some of these dispositional

8More specifically, this reasoning assumes a principle of closure under logical consequence: if a model believes a
proposition 𝑝, the model thereby (at least implictly) believes all propositions logically entailed by 𝑝. If the model believes
𝑝, then it will believe trivially implied propositions such as either 𝑝 or 𝑞 for any proposition 𝑞, either 𝑝 or 𝑝, and so on.
This principle is connected to the problem of logical omniscience in formal epistemology as it attributes an unbounded or
idealized capacity for believing infinitely many logical implications from explicitly held beliefs.
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beliefs will be relevant to an explanation of the artificial neural network’s actions while infinitely
many others will be trivial and irrelevant. Without a principled method to restrict which attitudes
are logged, any attempt to record the artificial neural network’s internal reasoning would yield an
infinite or otherwise unmanageably large record that would render the network’s internal reasoning
intractably complex and prevent us from explaining the inner workings of the network in a way that
we can understand.

One response is to say that there are principled methods to filter the propositional attitudes that make
it into the thought log of an artificial neural network. An obvious method which Chalmers suggests
is to restrict the log to occurrent propositional attitudes such as active beliefs. If we implement
this filtering mechanism, we might identify a manageable subset of the network’s “active” attitudes
which are, as Chalmers says arguably encoded in its neural activations, to include in the thought log.
However, it is difficult to see how we could fully understand the internal workings and behavior of an
artificial neural network without considering dispositional attitudes. If dispositional beliefs are, at
least arguably, encoded in weights, then they will play a crucial role in shaping the transformation of
inputs into neuron activations and constraining behaviors—behaviors which might appear arbitrary
or inexplicable without an understanding of what relevant information is encoded in the weights.
For instance, if an artificial neural network’s weights encode biased and harmful stereotypes, then
these dispositional beliefs may influence the network’s inner workings by skewing its probability
distributions toward stereotyped language and limiting the variability of its responses, thereby guiding
its behavioral outputs without the artificial neural network actively “thinking” about the stereotypes at
any moment. An occurrent-only thought log would therefore yield explanations that are impoverished
or incomplete and limit our ability to understand the internal workings of artificial neural networks
and reliably predict their behavior.

Another method is to identify a criterion that selects “significant” propositional attitudes to be
included in the thought log. Instead of filtering attitudes according to whether they are occurrent
or dispositional, we can, as Chalmers says, select attitudes based on whether they meet a certain
significance criterion. However, Chalmers does not say what criterion might determine which attitudes
count as significant. One idea is to define significance in terms of causal relevance. On this view, a
propositional attitude counts as significant if it has a measurable causal influence on the artificial neural
network’s internal processes or behavior. This causal relevance might be evaluated by examining the
impact of modifying or removing a given attitude on the network’s outputs or intermediate processing
steps. Even though infinitely many dispositional attitudes might logically follow from a given belief,
not all will be equally causal relevant to the network’s computations or behavior. By using causal
relevance as a criterion, we can filter out trivial dispositional attitudes whose causal influence is
minimal or absent altogether. This approach allows dispositional attitudes with significant causal
influence to enter the thought log even if they were never actively considered by the neural network.

However, the problem with this criterion is that it does not capture the indirect and cumulative effects
that some attitudes may have in an artificial neural network. For instance, an attitude that appears
unimportant on its own may still influence other attitudes that play a critical role in processing or
behavior. Other attitudes may have only modest individual effects but, when combined over time,
can accumulate to produce a significant overall impact. A more robust notion of significance could
be defined in terms of both the direct and indirect causal contributions of an attitude, together
with further constraints on the stability and persistence of these influences such as whether an
attitude consistently shapes behaviors over multiple contexts.9 Alternatively, other ideas of defining
significance, such as measuring how frequently an attitude appears and how well it helps predict the
network’s future actions, may serve as additional criteria for filtering attitudes into the thought log.

9See Herrmann & Levinstein (2024) for a related discussion on stability criteria for genuine belief-like representations
in artificial neural networks such as large language models.
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In any case, it will not be a trivial task to determine whether there is a threshold of significance that
allows us to filter through the potentially infinite set of logically entailed propositional attitudes and
create a thought log that adequately explains the inner workings of AI models and helps us predict
their behavior. Any such approach will face the computational burden of assessing significance for a
potentially intractably large number of propositional attitudes.

A second response is to use a search and query process that requires the thought log of an artificial
neural network to report all propositional attitudes that meet a chosen criterion. In this approach,
that Chalmers suggests, the network may be prompted with targeted questions such as “What are
the beliefs or goals that drive this decision?” and is expected to log any attitudes that satisfy the
criterion. One advantage of this method is that it can capture a broader range of internal states than
a simple causal intervention would since it is able to reveal weak or indirect attitudes that, when
taken together, exert a significant influence on the network. The problem is that it is not obvious
how to determine an appropriate set of questions or a suitable criterion to guide the inquiry. Recent
work has shown that artificial neural networks frequently provide unfaithful explanations that cite
plausible yet misleading reasons for their decisions (Arcuschin et al. 2025, Turpin et al. 2023). The
network must therefore be queried in such a way that it reliably reports its internal attitudes without
omitting relevant factors or generating spurious explanations. Moreover, even if we can design a
reliable query process, the search itself is likely to be computationally expensive and difficult to scale
to models with an extremely large number of internal states.

A third response is to use a compressed thought logging method to capture infinite dispositional
beliefs in a finite form. The idea is to compress an infinite set of dispositional beliefs into a meta-level
description to make the thought log both finite and manageable. To return to the chess example, if
the artificial neural network believes the proposition If I move Qf8, I will win, then instead of recording
every logically related dispositional belief we could record a single entry stating, for example, the
network dispositionally believes every proposition of the form If I move Qf8, I will win or 𝑞, for any
proposition 𝑞, in the thought log. This approach sidesteps the challenge of determining a precise
criterion to select attitudes for the thought log and avoids the computational expense of exhaustively
searching the internal states of a network. However, it is unlikely that compressed thought logs will
have the explanatory resources to provide adequate explanations of the inner workings and behavior
of artificial neural networks. For example, while such a compressed entry may capture the overall
tendency to favor winning moves, it does not explain why the network makes the judgments of
selecting the particular move to Qf8 over other promising alternatives in a specific board situation.
While compressed logs may capture general patterns in the network’s internal workings, such broad
summaries are likely insufficient to explain specific judgments and the detailed reasoning behind
particular actions.

A fourth, perhaps more promising, response is to appeal to the idea that artificial neural networks are
non-ideal systems that use heuristics to avoid encoding many logical consequences of their beliefs.
This response is motivated by the idea that an ideal system would be logically omniscient and believe
all of the logical implications of its beliefs. However, artificial neural networks are non-ideal systems
that are, like human reasoners, bounded by computational and resource limitations. Human reasoners
often rely on "fast-and-frugal" heuristics or simplifying strategies in which we ignore many logical
implications of our beliefs to streamline decision-making and reasoning (Gigerenzer & Goldstein
2011, Simon 1997). Crucially, we do not just ignore trivial or irrelevant implications of our beliefs but
also overlook logically relevant implications. One common heuristic is satisficing (Simon 1997) in
which we stop evaluating options when we make a decision once we find one that is “good enough",
by some minimal threshold or criterion, and we disregard possibilities that are logically relevant
but computationally costly to consider. Since artificial neural networks similarly face computational
constraints, we might expect to find heuristics in these models that lead them to ignore, perhaps even
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to the extent of failing to encode, many logical consequences of their beliefs. If this is right, then
neural networks may already restrict their encoded propositional attitudes to a manageable subset
that can be feasibly captured in a thought log or, at the least, may significantly reduce the number of
attitudes requiring additional filtering of some kind.

A number of recent studies in mechanistic interpretability may be taken as evidence for the heuristic
view. Some work has found evidence that suggests that neural networks solve arithmetic tasks through
numeric heuristics implemented by sparse circuits of individual neurons (Nikankin et al. 2024). For
example, one identified heuristic neuron activates strongly for subtraction problems whose operands
fall within patterns that typically yield results within the range of 150–180. This neuron then directly
increases the probability of numeric tokens corresponding to this range, rather than promoting tokens
corresponding to logically relevant but computationally costly disjunctions that involve numbers
outside the range (e.g., the answer is either 165 or, if the number being subtracted were 20 smaller, then
the answer would be 185) or trivial logical consequences (e.g., the answer is either 165 or the moon is
made of cheese). These findings suggest that models efficiently generate correct arithmetic results
by relying on a combination of simple rules, or what the researchers call a “bag of heuristics”, that
bypass exhaustive logical computations and selectively promote tokens within a constrained range of
likely numeric outcomes. Other work has found evidence that suggests that neural networks trained
on tasks such as geographic navigation use spatial heuristics to simplify their “reasoning” (Vafa et al.
2024). For example, a network trained to predict navigation directions in Manhattan successfully
outputs correct routes but encodes information about the city’s layout that contains impossible street
orientations and nonexistent intersections, suggesting that the network relies on local heuristics to
predict only plausible short-term directions while ignoring broader logical consequences of these
directions for the structure of Manhattan’s overall geography (See Figure 5).

Figure 5 | Maps of Manhattan reconstructed from navigation sequences. Maps reconstructed
using a graph reconstruction algorithm from sequences of navigation directions that are: correct and
based on Manhattan’s true street layout (left), correct but corrupted with noise (middle), generated
by a model trained on random walks through Manhattan (right). In the zoomed-in boxes, erroneous
street orientations or intersections appear in red. The numerous red edges (right) suggest that the
model relies on local predictive heuristics which result in accurate short-term navigation directions
but an incoherent global representation of Manhattan when the model’s predictions are externally
reconstructed into a street map by the algorithm (Reprinted from Vafa et al. 2024.)

If the network systematically ignores the broader logical consequences of its directions, then it may
not to be in a state of readiness to affirm many of the logical consequences that follow from its
geographic beliefs if explicitly prompted. For instance, if we were to ask the network about logically
entailed propositions such as, “Does successfully navigating these local routes imply the existence of
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an impossible street orientation?”, it is not obvious that the network would affirm this implication,
especially if its internal simplifications allow the model to avoid the computational burden of encoding
such broader logical consequences. One of the main attractions of the heuristic approach is that it
promises to limit the propositional attitudes that a network has and make thought logging more
manageable by reducing or eliminating altogether the intractably large number of logically entailed
dispositional beliefs that would otherwise need to be encoded.

There are several problems with the heuristic view, however. First, identifying the specific heuristics
used by artificial neural networks, even for relatively simple reasoning tasks, is extremely challenging.
Unlike humans, whose cognitive heuristics have been extensively studied empirically, artificial neural
networks encode heuristics and relevance criteria that are often opaque and only beginning to
be systematically explored. Current interpretability methods may identify the presence of certain
heuristics in limited cases but do not straightforwardly reveal how neural networks internally prioritize
logical relevance or determine which logical entailments to ignore. Future research could prioritize
developing interpretability methods that explicitly identify heuristics and clarify how neural networks
internally prioritize or select logical entailments to encode or disregard. Second, even if we could
find evidence of certain kinds of cognitively inspired heuristics within neural networks, it is unclear
whether we could systematically reconstruct them into human-interpretable rules or determine which
heuristics apply in which contexts in order to clearly determine which propositional attitudes should
be explicitly logged. It is possible that neural networks use context-sensitive heuristics that vary
significantly depending on specific tasks and training conditions making it even more challenging
to reliably log propositional attitudes across diverse contexts. Third, it remains an open empirical
question precisely how many logically entailed attitudes these heuristics filter out. Although heuristics
might significantly reduce the set of propositional attitudes encoded by neural networks, it is possible
that a substantial number of dispositional beliefs still remain implicitly encoded leaving a potentially
large set of attitudes to log or, at the least, filter out through additional criteria. Therefore, while
appealing to heuristics may provide a plausible theoretical rationale for why artificial neural networks
may avoid encoding an infinite set of propositional attitudes, it does not straightforwardly resolve the
challenge of thought logging.

In summary, then, there remain significant unresolved issues regarding the thought-logging problem
in propositional interpretability. Even if we can reliably extract propositional attitudes from computa-
tional states, a single belief may imply an intractably large number of logical consequences that a
network dispositionally believes, threatening to make any complete thought log unmanageable. This
problem weakens the explanatory power and, therefore, the appeal of propositional interpretability
compared to other interpretive frameworks. Conceptual interpretability frameworks that explain the
inner workings of artificial neural networks in terms of individual concepts provide an explanatory
theory that avoids the need to manage an intractable number of dispositional beliefs. Moreover,
algorithmic interpretability frameworks that explain the inner workings of artificial neural networks
in terms of circuit mechanisms sidestep the thought-logging problem entirely by focusing on a finite
set of identifiable circuit components and their interactions rather than on a potentially infinite set of
propositional attitudes.

4. Conclusion

Propositional interpretability provides an attractive framework for explaining the internal workings
of artificial neural networks. However, the challenges raised bring to the foreground a number of
issues that any comprehensive propositional framework must address, including whether networks
bind concepts into unified propositions, whether computational states can be reliably mapped onto
propositional attitudes, and whether there is a way to manage the explosion of propositional interpre-
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tations to adequately log the propositional attitudes of an artificial neural network over time. While
the challenges do not straightforwardly rule out a propositional approach to interpreting artificial
neural networks, many questions remain deliberately open. As we have seen, it is far from clear
that propositional interpretability has the resources needed to provide solutions to these challenges,
and therefore it is far from clear that the approach can deliver a genuine explanatory theory of the
internal workings of artificial neural networks.

These challenges have important implications for our understanding of artificial neural networks and
can reorient interpretability research in potentially productive ways. New interpretability techniques
might be developed in the future that make progress on some of these issues by identifying heuristic
strategies, isolating the mechanisms that structurally bind concepts into unified propositions, and
determining which computational states can be mapped to specific propositional attitudes to move
the field forward. It is early days yet and so the jury is still out on whether these issues can be fully
addressed with novel interpretability techniques or whether they present in-principle limitations for
propositional interpretability. But one thing is clear: there is no easy road from computational states
in artificial neural networks to propositional attitudes.
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