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Abstract

Learning from (procedural) videos has increasingly served
as a pathway for embodied agents to acquire skills from
human demonstrations. To do this, video understanding
models must be able to obtain structured understandings,
such as the temporal segmentation of a demonstration into
sequences of actions and skills, and to generalize the un-
derstandings to novel environments, tasks, and problem do-
mains. In pursuit of this goal, we introduce Spacewalk-18,
a benchmark containing two tasks: (1) step recognition and
(2) video question answering, over a dataset of temporally
segmented and labeled tasks in International Space Sta-
tion spacewalk recordings. In tandem, the two tasks quan-
tify a model’s ability to: (1) generalize to novel domains;
(2) utilize long temporal context and multimodal (e.g. vi-
sual and speech) information. Our extensive experimen-
tal analysis highlights the challenges of Spacewalk-18, but
also suggests best practices for domain generalization and
long-form understanding. Notably, we discover a promising
adaptation via summarization technique that leads to signif-
icant performance improvement without model fine-tuning.
The Spacewalk-18 benchmark is released at https://
brown-palm.github.io/Spacewalk-18/.

1. Introduction

This is Ground Control to Major Tom
You’ve really made the grade
And the papers want to know whose shirts you wear
Now it’s time to leave the capsule, if you dare

Space Oddity

Procedural videos, such as how-to or cooking, are pro-
duced to spread knowledge for human learners. With the
recent advances in video understanding and robotic learn-
ing [3, 5, 43], these videos have become increasingly valu-
able learning resources for robots too. However, in order
for machines to efficiently learn complex tasks and work
alongside humans, they must be able to distill complex pro-
cedures into series of steps with only a few examples, often
in a previously unseen environment. This challenge inspires

Figure 1. Key properties of Spacewalk-18: (1) Domain gen-
eralization: a side-by-side comparison of a sample frame from
Spacewalk-18 and Ego4D [18] illustrates our benchmark’s novel
domain. (2) Multimodal: the visual content of the top frame does
not align with its audio/speech. Instead, the speech corresponding
to the bottom frame describes the top frame. (3) Long-form: the
top frame shows the astronaut working on the solar array and the
bottom frame shows him releasing bolts. These contextualize each
other to identify that he is releasing the solar array in both frames.

the development of procedural video understanding systems
that are able to generalize to previously unseen scenarios,
and require minimal human supervision.

We introduce a new benchmark, Spacewalk-18, to ad-
vance multimodal, long-form, and procedural video under-
standing in a novel domain. Whereas most of the existing
procedural video benchmarks are sourced from daily house-
hold scenarios [10, 18, 19, 24, 46, 48], the Spacewalk-18
dataset comprises video clips from 18 recorded extravehic-
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ular activities (spacewalks) outside the International Space
Station. Videos in this domain are naturally limited by the
number of recorded spacewalks. As illustrated in Fig. 1, our
dataset is first and foremost a benchmark to test pre-trained
video-language models’ (e.g. [2, 55]) capability to leave the
capsule and generalize to novel domains. Spacewalk-18 is
also inherently multimodal and requires effective incorpo-
ration of long-form temporal context.

In Spacewalk-18, astronauts go on spacewalks for a va-
riety of reasons, including to perform experiments, test
equipment, or carry out maintenance/repairs. The record-
ings follow a fairly rigid agenda, often illustrated through
a short animated sequence giving an overview of the steps
planned for the spacewalk. Since our goal is to evaluate
a (pre-trained) model’s generalization capability, we follow
the design choice of recent benchmarks with similar goals
(e.g., [31, 36]) and provide a moderate-sized training data
for adaptation rather than pre-training. In order to collect
detailed and dense temporal annotations for the training,
validation, and test videos, we introduce a new protocol for
temporal segmentation and action labeling to efficiently an-
notate the recordings and categorize content from the mis-
sion into the corresponding animated steps.

As illustrated in Figure 2, the collected annotations pro-
vide a structured representation of each spacewalk record-
ing as a sequence of steps, each of which is in the form
of a text description (e.g., “install thermal blanket on de-
graded antenna”), an animated illustration, and the tempo-
ral boundaries within the recording where the step is per-
formed. We define two proxy tasks for evaluation:
1. The step recognition task evaluates the model’s ability

to generalize to the spacewalk domain and incorporate
video and text content into predictions.

2. The question answering task benchmarks the model’s
ability to perform spatiotemporal reasoning.
We evaluate state-of-the-art video-language models, in-

cluding contrastive video-language models (VLMs) [28, 55,
60] and video large language models (VLLMs) [8, 53, 66].
Through our experiments, we identify several best prac-
tices for incorporating multimodal information and long-
form temporal context. Our human evaluation shows that
an average English speaker achieves 67% step recognition
performance after viewing 3.5-minute “training” example
video, far exceeding any state-of-the-art VLLMs or propri-
etary APIs (e.g., GPT-4o), suggesting a large room for im-
provement. Surprisingly, we discover that the most effective
adaptation technique is to provide a frozen VLLM a sum-
marized video as its context, and the relative gain is signif-
icantly larger compared to directly fine-tuning a model on
the training split of Spacewalk-18.

Our contributions are three-fold: First, we propose a
new procedural video benchmark on learning structured
video representations and reasoning. Second, we collect the

Spacewalk-18 dataset with a new protocol for efficient an-
notation. It contains 96 hours of densely annotated videos
and spans over 455 animated steps. Finally, we conduct ex-
tensive experimental analyses and discover the adaptation
via summarization technique for effective domain general-
ization in Spacewalk-18.

2. Related Work
Procedural Video Understanding has important applica-
tions in video summarization [35], human machine inter-
action [34], procedural planning [7], and robotic learn-
ing [9, 58]. Common tasks defined for procedural video un-
derstanding include temporal action segmentation [13, 14]
and detection [38], step localization [48, 69] and predic-
tion [1, 17, 18]. They either use dense segment-level an-
notations or weak video-level labels [32, 39, 45]. Exist-
ing procedural video benchmarks are mainly sourced from
two domains, how-to videos from online platforms [32, 44,
48, 69], and ego-centric videos collected from recruited ac-
tors [10, 18, 42] in kitchens and other household scenar-
ios. More recently, the Perception Test [36] benchmark,
aims to evaluate the zero-shot generalization capabilities
of video-language foundation models. Our Spacewalk-18
benchmark is complementary to all of the existing pro-
cedural video understanding benchmarks: The spacewalk
recordings are scripted and narrated in detail, yet cannot be
solved by the visual or language modality alone. They ex-
hibit strong structures and dependencies, and unfold over
long temporal horizons. More importantly, unlike existing
videos that are captured in kitchens and on earth, the space
station is a novel domain, which simulates the real-world
scenario of model deployment in unseen environments.
Video-language Foundation Models. Inspired by the suc-
cess with large language models [6, 12], video-language
foundation models have been proposed by training with
large amounts of image and video data with masked to-
ken prediction [16] or video-task matching [67]. The
videos are often accompanied by text descriptions such as
speech narration [16, 47, 63, 64]. When video and lan-
guage are encoded separately, a contrastive learning ob-
jective can be employed [28, 60] in a similar fashion as
its image-based counterpart [37]. The objectives can be
combined [62] and the encoders for different modalities
can be shared [52]. In addition to joint multimodal pre-
training, researchers have demonstrated the effectiveness of
adapting visual descriptions into a large language model,
such as with gated cross-attention [2], instructional tun-
ing [8, 30, 66], linearly projecting the visual embeddings
into the language space [26, 33], or augmenting large lan-
guage models with video frame captions [53, 65]. Despite
their amazing progress, we have shown that the state-of-the-
art video-language models cannot generalize to Spacewalk-
18 benchmark, whether zero-shot or with fine-tuning.
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Figure 2. A spacewalk recording can be 7 or 8 hours long. The step recognition task aims to assign each video clip in the recording a step
label, which is illustrated by a short animation and a text description. The question answering task targets video reasoning with long-term
multimodal context. Both serve as intermediate benchmarks towards the “Goal”, which aims to represent a long procedural video as a
sequence of steps and their corresponding video demonstrations for understanding and reasoning.

Long-form Video Understanding is an important open
question for video representation learning. Earlier ap-
proaches [49] aim to extract high-level information such
as character relationships from movies, where the solu-
tion is dominated by language-based approaches. Wu et
al. [56] proposed an object-centric self-supervised frame-
work, along with a benchmark for long-form video un-
derstanding. To encode long-form temporal context,
memory-based approaches [57] have been proposed, along
with new architectures that better scale with longer se-
quences [22, 27]. Our work is inspired by the recent
dataset, EgoSchema [31], for question answering from
long-form videos. Spacewalk-18 is complementary to
EgoSchema, which is based on the same household videos
as in Ego4D [18]. We also compute the temporal certifi-
cate [31] to measure the context needed for humans to solve
a video understanding task, and observe that our task re-
quires 40% more temporal context than EgoSchema.

3. The Spacewalk-18 Dataset
As shown in Figure 2, our goal is to segment spacewalk
recordings into series of steps. A typical spacewalk video
contains an animated preview of the steps to be performed,
followed by the recording of astronauts performing the steps
over multiple hours. We aim to annotate the spacewalk into
a sequence of these steps. Each step corresponds to multiple
video clips from recording, denoted by start and end times.
Each step is accompanied with a text description annotated
by a human expert, and illustrated by a video clip from the
animated preview. We obtained 18 spacewalk recordings
from YouTube. The total duration is 96 hours. For each

video, we chunk the audio files into 10 minute clips and
feed them to Deepgram to extract speech transcripts.

3.1. Labeling Process
Building our dataset requires temporally segmenting and
labeling very long videos. Due to the presence of video
clips irrelevant to the spacewalk (e.g., scene of the mis-
sion control center in Figure 1), the temporal boundaries
of a single step can be fragmented, making annotating the
temporal boundaries time-consuming and measuring the
inter-annotator agreement challenging. We propose to over-
segment the recordings into short clips, each of which cor-
responds to at most a single step. We then ask the annotators
to label each clip from a pre-defined list of steps for a space-
walk, while having access to an unbounded-length context
from its neighboring video clips. The human annotators are
thus free from having to draw detailed temporal boundaries,
or to take multiple passes over the long video for step defini-
tion, temporal segmentation, and step labeling. We observe
that this design drastically reduced human worker hours.
Define the Label Space. Our label space is derived from
the animated preview for each spacewalk. We manually
segment the animations into steps ourselves, and label each
segment with a step caption. On average, this results in
around 25 steps per spacewalk video.
Create Video Clips. We segment each video into short
clips using PySceneDetect’s shot boundary detection algo-
rithm. We find that due to the long nature of the steps and
tendency of the camera to switch angles often in space-
walk recordings, a given shot-segmented clip rarely spans
over one step: we randomly inspect the annotated clips and
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observe that only 6% of them contain more than one step.
Overall, only 4% of the frames are mislabeled due to shot
boundaries. While imperfect, we believe the benefit of scal-
ing up annotation significantly outweights the minimal im-
pacts on evaluation metrics.
Annotation Interface. To collect annotations, we build
the Spacewalk Video Annotation Tool (example interface
is shown in Appendix A.1). The interface displays the ani-
mated steps and clips for human annotators to label. They
watch the annotation clips and select a label for each clip
from the set of step labels, “Irrelevant”, or “Unsure”. This
interface allows them to view the entire spacewalk record-
ing as context. The “Irrelevant” label categorizes any clip
that does not contain footage of one of the steps for the
given spacewalk. This includes shots of the mission con-
trol center, noisy shots (e.g., blue screen), and shots of “get-
ahead” steps that were not originally planned for the space-
walk. We have three human workers annotate each clip and
we choose the most commonly selected label as the true la-
bel. Our annotation tool is publicly released.
Merge Adjacent Clips. Since we intentionally over-
segment the long spacewalk recordings before collecting
annotations, we include a final step to use the collected an-
notations to obtain true temporal boundaries by merging all
adjacent clips with identical labels.

3.2. Dataset Statistics, Diversity, and Difficulty
We collect a total of 102,814 human annotations for 31,812
clips, spanning over 96 hours. We ensure that at least three
workers annotate each clip, and on average each clip is
annotated by 3.23 workers. Adjacent clips with the same
step labels are merged as post-processing, resulting in 3,753
merged clips with an average length of 92 seconds. There
are 455 animated step labels across the dataset (excluding
“Irrelevant”). Each step takes on average 5 merged clips
and has an average of 9 minutes of video. Our dataset has
51 diverse objects (e.g. battery and bracket) and 47 atomic
actions (e.g. install and ingress) (See Appendix A.3).

Spacewalk-18 is open-vocabulary, as the list of step la-
bels varies across different videos. Example labels in the
training set include “EV1 & EV2 remove the first battery”
and “EV2 ingresses foot restraint”. In the test set, there are
similar labels, such as “Chris & Bob remove new battery
from slot A” and “Chris enters foot restraint”.

The visual content in Spacewalk-18 is out-of-domain for
most existing models. The shots of astronauts working in
space are visually distinct from any worldly actions. There
is also a mix of first- and third-person point of view camera
angles. Additionally, the two astronauts in each spacewalk
often work on different steps in the same time, leading to
steps appearing in multiple non-continuous segments. To
reduce the impact of task difficulty on annotation accuracy,
we offer training to annotators from online platform, and

those who achieve at least 80% accuracy on a held-out set
after training are recruited to annotate the dataset.

3.3. Task Definition on Spacewalk-18
The 18 recordings in Spacewalk-18 contain varying num-
bers of steps. To ensure each split contains a balanced
number of steps, we manually split the dataset into train-
ing, validation, and test sets in a ratio of 10:2:6. We intro-
duce two multimodal long-form video understanding tasks
on Spacewalk-18, step recognition and question answering:
Task 1 - Step Recognition. Our dataset divides the multi-
hour spacewalk recording into several steps. Each step is
described by an animated video clip, the transcript of its nar-
ration, and an annotated caption. Our step recognition task
aims to recognize these steps from the spacewalk recording.
Given a timestamp t and the list of K steps in the corre-
sponding spacewalk mission, a model is tasked with deter-
mining the step occurring at timestamp t by predicting a la-
bel from {0, 1, 2, · · · ,K} (label 0 stands for “Irrelevant”).
We notice that temporal contexts are crucial for recogniz-
ing the steps, from which we can see the astronauts’ actions
and know the completed and remaining steps. However,
current video-language models are incapable of digesting
hours-long spacewalk recordings. So we set a context win-
dow length w and offer the video clip [t− w/2, t+ w/2] to
the model. The clip includes both visual content and tex-
tual speech transcripts. We test models with varying w to
investigate their ability to understand temporal contexts.

We construct 2000 samples from each training, valida-
tion, and test video, resulting in an average of 1 sample for
every 10 seconds of video. As the visual content of space-
walk videos does not change rapidly, these samples are suf-
ficient to represent an entire video. To balance the cate-
gories, 2000/(K + 1) timestamps are uniformly sampled
from each step’s corresponding video clips. These times-
tamps are used as the middle timestamps t in the task defi-
nition above across different context lengths.

To evaluate model performance, we calculate Accuracy
and mean Average Precision (mAP) to measure how accu-
rately each sample is recognized. By merging temporally
adjacent samples with the same predictions into intervals,
we derive a temporal segmentation of each spacewalk mis-
sion. We also adopt the standard intersection-over-union
(IoU) metric with the ground truth step boundary annota-
tions to measure the segmentation correctness. We found
that sampling more training or validation examples (thus
denser in time) has little impact on the IoU metric, which
are defined on continuous temporal boundaries. Detailed
metric discussions can be found in Appendix B.
Task 2 - Question Answering. For ease of evaluating
video-language models on temporal understanding and rea-
soning with Spacewalk videos, we further introduce the
question answering task. We first split each Spacewalk
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Figure 3. Temporal certificate (“long-form-ness”) lengths across
commonly adopted datasets with action recognition and question
answering annotations. Spacewalk-18 is 1.4x the length of the
nearest comparable (EgoSchema). Figure adapted from [31].

video into hour-long consecutive video segments, and then
manually collect questions that are either high-level (e.g.
what is the goal of this mission) or detailed and requires
temporal localization and reasoning (e.g. What type of
equipment does the astronaut retrieve first, and how is it uti-
lized during the mission). Question answering is formulated
as multiple-choice, where four candidates are provided. The
questions and all possible choices are annotated by experi-
enced annotators. To facilitate the question collection, we
leverage the step annotations to automatically generate cer-
tain types of questions, such as “What did EV1 do while
EV2 did [task]”. Overall, we collected 376 questions for
testing a pre-trained VLM’s zero-shot performance.

3.4. Characteristics of Spacewalk-18
Our benchmark requires semantic understanding and tem-
poral reasoning abilities in a truly unique domain. A
comparable benchmark is the recently released Perception
Test [36], which is also designed to measure similar skills
and generalization capabilities. Spacewalk-18 nicely com-
plements benchmarks like Perception Test as they focus on
different domains (daily life vs. space) and has comparable
total video durations (74 vs. 96 hours).
Long-form-ness: Spacewalk-18 not only contains long
videos, but also requires high amounts of context (long-
form video understanding) in order to annotate. We use
the temporal certificate [31] metric to quantify the long-
form-ness of our video dataset. The temporal certificate
measures the amount of video context required for a given
dataset/task. Human verifiers are provided with an anno-
tated video clip and are asked to select the amount of the
video they require to be confident that the provided label is
correct. EgoSchema [31] defines benchmarks with certifi-
cate length around 1 second as short video tasks, 10 seconds

Benchmarks Duration (h) # Annotations Domain

Step recog. (task 1) Temporal Segments

Ikea-FA [50] 4 2 k Assembling
Breakfast [24] 77 8 k Cooking
YouCook2 [68] 176 14 k Cooking

EPIC-KITCHEN [11] 100 89 k Cooking
Spacewalk-18 (ours) 96 4 k Spacewalk

Question ans. (task 2) Questions

EgoSchema [31] 250 5 k Open-domain
Video-MME-L [15] 206 900 Open-domain
P. Test 1hr-walk [20] 10 70 Tours
Spacewalk-18 (ours) 96 376 Spacewalk

Table 1. Statistics comparison with single-domain step recognition
benchmarks and recent long-form video QA benchmarks.

as long-form, and 100 seconds as very long-form.
To collect this metric, we split each clip into 5-second

chunks and task human workers with selecting the mini-
mum subset of these clips that they need to be confident
in the given label. In Figure 3, we benchmark our dataset
with eight annotators over 2.5 hours of spacewalk video.
Our dataset has an average clip length of 89 seconds and a
temporal certificate length of 140 seconds. This is 1.4x the
length of the nearest dataset and places it in the category of
“very long-form video datasets” [31].
Multi-modality: We also observe that the temporal un-
derstanding and reasoning tasks in Spacewalk-18 are in-
herently multimodal. Table 4 shows the human perfor-
mance when asked to solve the step recognition task, where
they can freely explore the temporal context from the entire
spacewalk video when needed. We can see that humans per-
form the best when both video and audio (speech transcipts)
are available, with an accuracy of 67.0%. This multimodal
performance is higher than when humans only have access
to video (52.2%) or audio (39.1%).
Comparison with Relevant Datasets: Table 1 compares
Spacewalk-18 with other single-domain step recognition
datasets. Our dataset has comparable total duration as rele-
vant datasets, while focusing on a unique domain than cook-
ing or assembling furniture. We also compare with recent
long-form video QA benchmarks, which shows that our
question size is reasonable as a single-domain benchmark.

4. Recognition and Reasoning Models
For step recognition, we benchmark both contrastive video-
language models (contrastive VLMs) and video large lan-
guage models (VLLMs). Contrastive VLMs can provide
aligned video and text embeddings while VLLMs can pro-
cess video and language simultaneously and perform video
question answering. Both of them are evaluated in zero-
shot scenario to demonstrate how pre-trained models gener-
alize to Spacewalk-18. We also evaluate contrastive VLMs
in fine-tuning scenario, which can effectively adapt pre-
trained models to novel domains [40]. Both last-layer and
all-layer fine-tuning are considered here.
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In Spacewalk-18, the animation of the i-th step is de-
scribed by an animation video V a

i , a transcript of its nar-
ration T a

i , and a step caption Ca
i . A spacewalk record-

ing clip centered at timestamp t with length w contains a
video clip Vt,w and a transcript Tt,w. When evaluating con-
trastive VLMs, we format recognition as retrieval, similar to
how contrastive VLMs can be used for zero-shot classifica-
tion. We employ separate video encoder Fv(·) and text en-
coder Ft(·) to derive clip features, and match the spacewalk
recording clips with step animations. To evaluate VLLMs,
we feed the videos and transcripts into the models and treat
our tasks as multi-choice video question answering. Un-
less otherwise mentioned, all the models use Sparse Frame
Sampling to process videos, where we uniformly sample
k frames from the entire clip Vt,w regardless of the video
length and feed them into the video encoder. k is the num-
ber of frames used during model pre-training, which may
differ between different models. For the question answer-
ing task, a model is given the entire hour-long input video,
and it needs to search for the relevant evidence from the
long-form input, making the task more challenging.

4.1. Step Recognition and QA by VLLMs
Zero-shot. We format the step recognition task as multi-
choice video question answering as the following. Given a
spacewalk clip with K steps in the mission, we provide the
video Vt,w and transcript Tt,w to the model and ask “Which
step does the frame in the middle of this video belong to?”
We also provide the caption Ca

i and transcript T a
i of each

step and require the model to choose a step index between
0 and K. See our prompt in Appendix C.2. We follow
the same strategy for the question answering task, with the
only difference that the choice candidates are provided by
each question. We focus on the zero-shot setup and report
performance not only on state-of-the-art VLLMs, but also
proprietary APIs, such as GPT-4o.

4.2. Step Recognition by Contrastive VLMs
Zero-shot. To derive a feature for a step animation, we
first extract the video, transcript, and caption features re-
spectively, and then concatenate them. Formally, the fea-
ture of the i-th step is fa

i = [Fv(V
a
i ), Ft(T

a
i ), Ft(C

a
i )].

To construct a feature for the “Irrelevant” category, we
write a textual description of it and extract its text fea-
ture. The description is DES=“The mission control cen-
ter, noisy shots (e.g. blue screen), or tasks not planned
for the spacewalk.” Hence the “Irrelevant” category feature
is fa

0 = [Ft(DES), Ft(DES), Ft(DES)]. For a record-
ing clip, we concatenate the video and transcript features:
fs = [Fv(Vt,w), Ft(Tt,w), Ft(Tt,w)]. Here, the transcript
feature is repeated so that the feature dimensionality is the
same as those of the animation features.

To form a prediction, we compute the similarities fs ·fa
i

between a recording clip and an animation step, and pick
the step with the highest similarity.
Last-layer Fine-tuning. In this setting, we fine-tune a lin-
ear layer upon the pre-trained models using the training set.
Specifically, we freeze the models and train a linear layer
Gθ(·) mapping the spacewalk clip features to the animia-
tion features. We minimize the cross entropy loss during
training, which is

L = − log
exp

(
Gθ(f

s) · fa
y

)∑
1≤i≤K exp (Gθ(fs) · fa

i )
. (1)

After training, instead of constructing or learning a feature
for the “Irrelevant” category, we find a threshold τ and rec-
ognize all clips whose similarities to task steps are all be-
low τ as “Irrelevant”. This is more reasonable than an “Ir-
relevant” feature because this category contains a subspace
formed by various concepts rather than a single concept.
With the threshold τ , we make predictions by

ŷ =

{
argmax1≤i≤K Gθ(f

s) · fa
i , maxGθ(f

s) · fa
i ≥ τ,

0, otherwise.
(2)

We find the τ with the best F1 score on the the validation
set and use it in the test phase. In practice, this method
performs better than constructing an “Irrelevant” feature
through text descriptions.
All-layer Fine-tuning. We fine-tune the entire backbone of
a pre-trained model to encode spacewalk video clips. We
freeze the animation features and use the same cross en-
tropy loss to fine-tune the model. The threshold τ for the
“Irrelevant” category is also set using the validation set.
Incorporating Longer Temporal Context. Our Sparse
Frame Sampling approach naturally incorporates long tem-
poral context with the same computational cost, but may
lose important details due to sampling. We therefore ex-
plore several alternatives to incorporate temporal context:
Dense Frame Sampling at 1 FPS, which are directly en-
coded by the video encoder to obtain a single video embed-
ding. This approach is bounded by GPU memory since the
number of frames scales linearly with the context duration.
Long-term Feature Bank (LFB) [57], which first divides
the long context into seconds-long segments and leverages
a frozen video encoder to extract one video embedding for
each segment with a frame sampling rate of 1 FPS.

We explore the following LFB variants following [57]:
Average pooling over the query and all of the context fea-
tures to form a single embedding (LFB Avg); Average pool-
ing the history context and future context separately, and
concatenate them together with the query embedding (LFB
Cat); Learning to aggregate temporal context via non-local
blocks [54] (LFB NL) or a two-layer Transformer encoder
(LFB TF). More details can be found in Appendix C.5.
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Method w = 1 min w = 3 min w = 5 min

Acc. mAP IoU Acc. mAP IoU Acc. mAP IoU

Random 4.22 - 1.51 4.22 - 1.51 4.22 - 1.51
Human∗ - - - - - - 67.0 - -

Zero-shot

EgoVLP 7.18 8.28 1.90 7.71 9.08 1.67 7.59 9.83 1.59
VideoCLIP 8.00 10.24 2.12 6.58 11.11 2.65 7.85 10.68 2.38
InternVideo 9.35 10.78 2.96 9.48 11.01 2.73 9.07 11.56 2.97

LLaVA-Next-Video 10.35 - 3.77 13.71 - 5.07 13.82 - 4.92
VideoLLaMA2 9.34 - 2.88 14.37 - 5.45 17.32 - 6.28

Caption-enhanced LLM 18.56 - 9.33 26.32 - 12.89 28.49 - 13.16
GPT-4o 15.47 - 6.36 21.65 - 9.41 26.40 - 11.55

Last-layer Fine-tuning

EgoVLP 6.34 8.92 2.17 9.68 10.66 3.03 10.21 10.86 3.18
VideoCLIP 8.40 9.80 3.21 9.98 11.14 3.71 8.87 10.39 3.46
InternVideo 10.12 12.17 4.02 11.13 12.68 4.04 10.08 12.53 4.04

All-layer Fine-tuning

InternVideo 13.21 11.77 4.60 13.34 12.93 4.54 12.93 13.09 4.63

Table 2. Model performances on Spacewalk-18 step recognition
task. Caption-enhanced LLM performs the best among all the
models in zero-shot setting. Both last-layer and all-layer fine-
tuning improves the performances of contrastive VLMs. ∗: Hu-
mans have access to unlimited context.

5. Experiments

Our experiments show that current video-language models
perform significantly worse than humans on Spacewalk-18.
We also demonstrate the importance of both vision and lan-
guage on our tasks. Furthermore, the capability of LFB in
incorporating temporal contexts is verified.

5.1. Evaluated Models

As described in Section 4, we evaluate contrastive VLMs
and VLLMs in our experiments. For contrastive VLMs, we
test EgoVLP [28], VideoCLIP [60], and InternVideo [55].
For VLLMs, we test open-source LLaVA-Next-Video [66]
and VideoLLaMA2 [8], and proprietary GPT-4o. More-
over, as recent works [53, 65] solve VideoQA tasks ef-
fectively by feeding generated video frame captions into
LLMs, we also develop a caption-enhanced LLM with
LLaVA-1.5-13B [29] as the video frame captioner and
GPT-4o as the LLM reasoner. See the selected checkpoint
and number of sampled frames in Appendix C.1.

5.2. Human Performance Evaluation

On the step recognition task, we allow human performers
to access to unlimited video context, and compute human
performance as the average accuracy:

Accuracy =
1

n

n∑
i=1

1

|Ji|
∑
j∈Ji

1aij=tj , (3)

where n is the total number of annotators, Ji is the set of
clip indices annotated by worker i, aij is worker i’s anno-
tation for clip j, and tj is the true label for clip j. It can be
viewed as the “upperbound” performance on our task.

Method #Frames Accuracy (%)

Random - 25.00
LLaVA-Next-Video-7B 32 25.53
LLaVA-Next-Video-34B 32 29.52

VideoLLaMA2-7B 8 27.13
VideoLLaMA2-7B 16 31.65

Caption-enhanced LLM 60 30.37
GPT-4o 8 31.65
GPT-4o 16 30.32
GPT-4o 32 32.45
GPT-4o 60 31.91

Table 3. Results on Spacewalk-18-QA.

5.3. Main Results

Table 2 shows the model performances on the step recog-
nition task. Due to the high computational cost of all-layer
fine-tuning, it is only employed on InternVideo. We report
the results under a few context lengths and conduct a thor-
ough exploration of it in Section 5.5. The best accuracy
on this task is achieved by caption-enhanced LLM, which
is only 28.49%, far less than the human performance of
67%. This verifies that our task is reasonable for humans but
challenging to VLMs. VLLMs generally outperforms con-
trastive VLMs, and significantly when the context window
is long. Among the contrastive VLMs, InternVideo per-
forms the best. Both last-layer and all-layer fine-tuning can
boost constrastive VLMs, and all-layer fine-tuning yields
higher performance than last-layer fine-tuning. However,
the improvements are marginal, indicating that adapting
models to extremely rare domains remains challenging.

Table 3 shows the model performances on the question
answering task. Regardless the number of frames we use,
none of the method, including GPT-4o, is able to outper-
form the random baseline by a significant margin. For both
tasks, we provide qualitative results showcasing the suc-
cess and failure scenarios in Appendix D.4.

5.4. Effect of Modality

In Table 4, we ablate the input modality on the step recog-
nition task using zero-shot video-language models. And we
also measure the human performances in multimodal and
unimodal cases. In most cases, human and open-source
video-language models perform the best when both modal-
ities are provided, demonstrating the inherently multimodal
nature of our task. However, GPT-4o and caption-enhaced
LLM (which uses GPT-4o API) achieve the highest accu-
racy when only text is given, probably due to the language
prior of LLMs. Besides, we notice that humans can better
use the visual inputs, while our models benefit more from
the texts. We hypothesize that humans excel in extracting
abstract concepts from videos and match them with other
modalities, while it is difficult for video-language models.
Moreover, while the overall performance of InternVideo is
worse than VLLMs, it is the best video-only model, demon-
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Method
Accuracy

w = 1 min w = 5 min

V T V+T V T V+T

Human∗ - - - 52.2 39.1 67.0
InternVideo 7.84 9.15 9.35 6.26 9.68 9.07

LLaVA-Next-Video 5.22 9.38 10.35 4.93 14.65 13.82
VideoLLaMA2 4.39 8.03 9.34 4.56 13.03 17.33

Caption-enhanced LLM 5.48 18.92 18.56 5.13 31.03 28.49
GPT-4o 6.86 18.92 15.48 6.68 31.03 26.4

Table 4. Ablation about input modality on step recognition task.
The models are evaluated in zero-shot scenario. V: video; T: text
(captions and transcripts). *: Human has unlimited context and
accesses transcripts in the form of audio.
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Figure 4. Ablation on context length. We test the models un-
der various context lengths. Contrastive VLMs are last-layer fine-
tuned while MLLMs are zero-shot. When the temporal context is
extremely long, the models can no longer benefit from it.
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Figure 5. Performances of different temporal context incorpora-
tion methods built upon frozen InternVideo features. While LFB
methods yield increasing mAP when the temporal context extends,
one-time feed-forward models with either sparse or dense frame
sampling cannot benefit from the context.

strating its better visual generalization to rare domains.

5.5. Leveraging Temporal Context
As shown in Figure 4, unlike humans that have temporal
certificate of 2.3 minutes, the open-source video-language
models cannot benefit from very long context on both tasks
(proprietary ones are not tested due to API cost). As the
context window length increases, their performances ini-
tially improve, but start to decline after reaching their peaks.

To address this issue, we explore the temporal con-
text incorporation approaches for contrastive VLMs intro-
duced in Section 4.2 on the step recognition task. As
Table 4 shows that contrastive VLMs have the most ro-
bust visual capability to rare domains, it is more effec-
tive to explore video context incorporation using them than
VLLMs. The performance curves with respect to context
lengths are shown in Figure 5. The two one-time feed-
forward methods – Sparse/Dense Frame Sampling – have
similar performances, and they are not improved given ex-
panded temporal context windows as well. This indicates
that naively sampling more frames cannot help pre-trained
video-language models to understand long-form videos. In

Task Method Summary Accuracy (%)

InternVideo - 9.48
Step InternVideo (fine-tuned) - 13.34

Recog. Caption-enhanced LLM - 23.50
Caption-enhanced LLM Step Oracle 28.49

GPT-4o - 32.45
QA GPT-4o Animation 55.59

GPT-4o Step Oracle 81.12

Table 5. Adaptation via summarization significantly improves
Spacewalk-18 performance on both tasks.

contrast, the mAP curves of all the LFB methods show sig-
nificant upward trends, verifying their ability to incorporate
temporal contexts in long videos. Among them, LFB Cat,
which concatenates past, present, and future video features,
outperforms other methods on the accuracy and IoU met-
rics, demonstrating its effectiveness.

5.6. Adaptation via Summarization
We finally investigate how to effectively adapt a pre-trained
model to solve Spacewalk-18. Our key inspiration is that for
long-form, novel-domain videos, a model may adapt to and
understand the videos by watching their summarizations.

In the step recognition task, the full list of steps is avail-
able to the VLLMs. This list in fact serves as an oracle sum-
marizing the overall spacewalk mission, which might con-
tribute to their better performance than contrastive VLMs.
To ablate its influence, we give the caption-enhanced LLM
only one step each time and ask it to rate each step from 1
to 10. In Table 5, the step oracle indeed improves its per-
formance from 23.50% to 28.49%, which is an even higher
gain than fine-tuning the InternVideo.

For the QA task, we simulate the summarization by ei-
ther re-purposing the 5-minute animation video of each
spacewalk, or by assuming a known list of steps that occur
within the question video. These steps are represented by
step captions and middle frames. In Table 5, the animation
and step oracle provide significant improvements over GPT-
4o. While both animation and step oracle should be consid-
ered as privileged information, they highlight the direction
to adapt pre-trained models via condensed knowledge.

6. Conclusion

We introduce the Spacewalk-18 benchmark to evaluate
video-language models’ capability to generalize to unseen
domains, and their comprehension of multimodal infor-
mation and long-term temporal context. We demonstrate
that while average human annotators achieve competitive
performance on our benchmark, existing video-language
models still struggle with domain generalization and long-
form video understanding. Meanwhile, we discover that a
promising direction for model adaptation is to provide video
summary as its context, even without model fine-tuning.
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Spacewalk-18: A Benchmark for Multimodal and Long-form
Procedural Video Understanding in Novel Domains

Supplementary Material

We first elaborate the construction and statistics of
Spacewalk-18 dataset in Appendix A. Appendix B de-
scribes the details of the evalutions metrics on the step
recognition task. In Appendix C, we introduce the details of
our evaluated models, VLLM prompts, fine-tuning strate-
gies, and variants of long-term feature bank. Appendix D
provides more experiment results, such as the influence of
training data size and qualitative results. Finally, we ex-
plore an additional task in Appendix E to investigate the
models’ ability to recognize the spacewalk mission steps
without pre-defined step lists.

A. Dataset Construction
Sourcing Live Streams. First, a list of spacewalks at the
International Space Station is sourced from NASA’s web-
site. For each spacewalk from 2019 to 2023, we identify
whether there is a recording available on YouTube with an
animation sequence near the beginning. We find a total of
18 spacewalk recordings that meet this criteria. Table A1
has a list of the NASA summary for each expedition and
the duration of each YouTube video.
Building Transcripts. We use Deepgram’s Automatic
Speech Recognition (ASR) service to transcribe the space-
walk videos. In order to choose an ASR algorithm, we had a
human verifier analyze transcriptions from Deepgram, Ope-
nAI’s Whisper, NVIDIA’s NeMo, YouTube’s Auto Gener-
ated Captions, and Google’s Speech-to-Text on the same
spacewalk audio clip. Deepgram proved to be the most ac-
curate. Through a similar process, we found that Deep-
gram’s ASR algorithm performs the best with approxi-
mately 10 minute audio clips. Thus, we chunk the multi-
hour audio files into 10 minute clips and feed them to Deep-
gram for transcription. This results in a list of sentences
with start and end timestamps for each spacewalk video.

A.1. Labeling Process
Building our dataset requires temporally segmenting and la-
beling very long videos (many hours). To do this, we intro-
duce a new annotation protocol and tool. Existing methods
of collecting temporal segment annotations require multiple
passes and/or for clips to be pre-labeled [19, 51]. While an-
notating our dataset would traditionally require three passes
(action identification, temporal segmentation, and task la-
beling), we pre-segment the videos into clips containing a
maximum of one step each, allowing us to collect annota-
tions in a single pass. This drastically reduces the number
of human worker hours required. The source code for the

Expedition Date/URL Video Duration

Training set
October 6, 2019 8:42:06
November 22, 2019 8:58:45
January 15, 2020 9:03:04
January 25, 2020 7:59:43
January 27, 2021 8:25:35
February 1, 2021 8:39:50
June 16, 2021 9:23:13
December 2, 2021 7:46:53
March 23, 2022 8:29:54
December 3, 2022 7:44:35

Validation set
March 15, 2022 9:14:30
November 15, 2022 10:38:40

Test set
November 15, 2019 8:25:23
December 2, 2019 7:49:37
June 26, 2020 8:14:13
February 28, 2021 9:28:07
September 12, 2021 8:44:29
June 9, 2023 8:12:25

Table A1. The Spacewalk recordings used in the Spacewalk-18
dataset, and their video durations. The recordings cover the space-
walk missions from 2019 to 2023.

tool will be publicly released. The protocol is as follows:
Define the Label Space. In our case, the label space comes
from the animation videos. We manually segment the an-
imations into clips containing a single step and label each
clip with a short description. We show the step lists of three
spacewalk missions in Table A2, A3, and A4, one from each
of the training, validation, and test sets.
Split the Videos. To reduce the burden of temporal segmen-
tation, we split the long live streams into sub-clips that each
contain at most one step. We find that due to the long nature
of the steps and tendency of the camera to switch angles of-
ten in spacewalk live streams, a given shot-segmented clip
(between camera angle changes) will contain at most one
action/step. Thus, to split the multi-hour long spacewalk
video into clips for the human workers to annotate, we em-
ploy a shot detection algorithm. PySceneDetect’s Content-
Detector uses changes in color and intensity between indi-
vidual frames to draw boundaries between shot changes in
videos. We find that it errs on the side of over-segmenting
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Step ID Caption

1 EV1 and EV2 exit airlock
2 EV1 heads outward and places safety tether

anchors
3 EV2 retrieves foot restraint
4 EV1 goes to carrier with solar array
5 EV1 and EV2 drop of PGT and bags
6 EV2 stows foot restraint and bag
7 EV1 preps iROSA for removal
8 EV2 installs bag and tools on mod kit
9 EV2 sets up cables for future installation

10 EV2 retrieves PGT and goes to EV1
11 EV1 does more prep for iROSA removal
12 EV1 retrieves foot restraint from CETA cart
13 EV1 installs, sets up, and enters foot restraint
14 EV1 removes bolts on iROSA
15 Robotic arm moves EV1 into position
16 EV2 gets into position for iROSA release
17 EV2 prepares iROSA for release
18 EV1 removes iROSA
19 EV2 stows tools and enters foot restraint
20 EV1 carries iROSA on robotic arm to EV2
21 EV1 hands iROSA to EV2
22 EV1 exits foot restraint and goes to EV2
23 EV2 rotates into position
24 EV1 enters foot restraint and receives iROSA
25 EV2 exits foot restraint and gets into position
26 EV1 and EV2 install iROSA
27 EV1 and EV2 swing iROSA into single tube
28 EV1 and EV2 drive mounting bolts
29 EV1 and EV2 clean up and prep for next EVA
30 EV1 and EV2 return to airlock
31 EV1 and EV2 enter airlock

Table A2. Step list of the spacewalk mission on June 16, 2021,
which is in the training set.

Step ID Caption

1 Luca and Drew exit airlock with pump system
2 Luca and Drew take pump system to external

support platform 2
3 Luca enter foot restraint on robotic arm
4 Drew hands Luca the pump system
5 Robotic arm takes Luca to AMS
6 Drew move to ELC 2
7 Luca and Drew install pump system
8 Luca and Drew connect power and data cables
9 Robotic arm takes Luca to aft side

10 Luca connect six fluid connections
11 Robotic arm takes Luca to underside of AMS
12 Luca and Drew complete final 2 suages
13 Robotic arm takes Luca to ESP 2
14 Drew bring bags back to airlock

Table A3. Step list of the spacewalk mission on December 2, 2019,
which is in the test set.

Step ID Caption

1 EV1 exit airlock and receive large bag
2 EV2 exit airlock
3 EV1 move to integrated equipment assembly
4 EV1 stow bag and begin prep work
5 EV2 move to phase 1
6 EV2 stow crew bag and retrieve tools
7 EV1 and EV2 assemble upper triangle
8 EV2 move to and enter foot restraint
9 EV1 hand upper triangle to EV2

10 EV2 dock upper triangle on gimbal assembly
11 EV1 stow pistol grip tool (PGT)
12 EV2 exit foot restraint and tilt it to the left side
13 EV1 pass left mid strut to EV2
14 EV1 hands lower strut to EV2
15 EV1 and EV2 install lower strut
16 EV1 and EV2 install mid strut
17 EV2 exit foot restraint and tilt it to the right

side
18 EV1 hand right mid strut to EV2
19 EV1 and EV2 install lower strut
20 EV1 and EV2 install mid strut
21 EV1 finish mid strut install
22 EV2 move to bag and stow tools
23 EV2 return to worksite and stow tools on body

restraint tether
24 EV1 take pictures of completed mod kit
25 EV1 move to battery charge/discharge unit and

begin prep work
26 EV2 translate to CETA cart and stow tools
27 EV2 retreive crew lock bag and move to EV1
28 EV1 and EV2 fold and restrain insulation
29 EV1 and EV2 break torque and reinstall
30 EV1 and EV2 clean up and retrieve crew bag
31 EV2 return to airlock
32 EV1 return to airlock

Table A4. Step list of the spacewalk mission on March 15, 2022,
which is in the validation set.

for our spacewalk live stream videos, further ensuring that
clips will contain at most one step.
Chunk into Segments. It is unreasonable to expect hu-
man workers to annotate a multi-hour video in one sitting.
Therefore, we chunk the videos into segments of approxi-
mately one hour. We design these segments to contain about
one hour of recording content and only contain steps from
a continuous subset of the animation. Each video has 5.11
segments on average.
Annotation Interface. To collect annotations, we build the
Spacewalk Video Annotation Tool, pictured in Figure A1.
The human worker inputs their unique user ID and selects
the video date and segment number that they are assigned.
The interface then loads the corresponding pre-labeled ani-
mation clips and the recording clips for them to label. The
platform saves their progress as they annotate clips so they
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Figure A1. Spacewalk Video Annotation Tool Interface. Row (1) contains a pre-labeled set of steps from the animation video. Row (2)
contains a set of live stream clips for the annotator to categorize into steps.

are able to start the task and return to it at any time. Once
they complete the task, a completion URL appears.
Source Human Annotators. We use an online platform to
source human workers to annotate the dataset. First, partic-
ipants are sent the training and screening phases where they
learn about the task and demonstrate proficiency in being
able to accurately label a small sample of spacewalk live
stream clips. In the training phase, as workers select la-
bels for live stream clips, they are given feedback about the
correctness of their annotations along with some reasoning.
They spend as much time as necessary in the training phase
before moving on to the screening phase. In this phase,
workers are tasked with labeling a set of 10 clips without
feedback, and those who achieve an accuracy of 80% or
greater are selected for the annotation phase.
Annotate Clips. In the annotation phase, human workers
are presented with animation and annotation clips from a
single segment of a spacewalk recording (Figure A1). They
watch the annotation clips and select a label for each clip
from the set of animation clip labels, “Irrelevant”, or “Un-
sure”. The “Irrelevant” label is used to categorize any clip
that does not contain footage of one of the tasks for the
given spacewalk. This includes shots of the mission control

Figure A2. Distributions of video segment durations before and
after merging adjacent clips.

center, noisy shots (e.g. blue screen), and shots of get-ahead
tasks that were not originally planned for the spacewalk. We
have three human workers annotate each clip and we choose
the most commonly selected label as the true label.
Merge Adjacent Clips. We intentionally over-segment the
long spacewalk recordings before collecting annotations, to
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(a) Merged Video Clip Duration. (b) Total Step Duration. (c) Video Clip Number per Step.

Figure A3. Distributions of (a) Merged video clip duration, (b) Total step duration, and (c) Video clip number per step.
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avoid the same clip spanning across multiple steps. We
thus include a final step to merge adjacent clips with the
same label. Rather than the traditional method of hav-
ing human workers provide temporal boundaries, the over-
segmentation allows us to break down the challenging tasks
of temporal segmentation and action recognition into a se-
ries of easier, smaller ones. We then use the collected anno-
tations to obtain true temporal boundaries by concatenating
all adjacent clips with identical labels. Figure A2 illustrates
how this balances the distribution of clip durations in the
dataset.

A.2. Illustrations of Annotated Data
Figure A7, A8, and A9 illustrate three examples of annota-
tions collected from human annotators.

A.3. Statistics
After merging adjacent clips with the same labels, we ob-
tain in total 3,753 clips with annotated spacewalk steps. We
show several distributions about the clips in Figure A3, in-
cluding the durations of the video clips, total durations of
the steps, and numbers of clips per step. On average, each
merged clip has a length of 92 seconds, each step spans 9
minutes, and each step is composed of 5 clips.

While each spacewalk video has a list of 25 steps on av-
erage, a small portion of the steps do not necessarily occur
following their order in the list. After manual examination,
we find that around 84% of the adjacent steps are logically
non-interchangable in order. For example, “installing the
battery” must happen after “taking the battery to the work-
site”. The remaining interchangable steps are mostly due
to the parallel work of the astronauts. For example, if “EV
2 retrieves foot restraint” happens while “EV 1 goes to the
carrier”, there is no guarantee about which step will occur
first.

To analyze the diversity of the dataset, we filter the nouns
and verbs from the step captions to obtain a list of objects
and actions. Figure A4 and Figure A5 illustrate the occur-
rence of each object and action in the step captions. In total,
we observe 51 objects and 47 actions across the dataset.

A.4. Question Types of Question Answering Task
As described in Section 3.3, our question answering task
includes 376 questions. 349 of them are generated by
templates using our step annotations, while the other 27
miscellaneous questions are manually created. Although
the manually created questions are fewer, they are more
video-specific than those generated by templates. For the
template-generated questions, we further categorize them
into four types: task before/at/after location, task be-
fore/after task, when task, and task order. Examples of the
different question types are listed in Table A6. The distri-
bution of the question types can be found in Figure A6.

Task        
before/at/after

location     
105

(27.9%)

Task      
before/after

task      

120
(31.9%)

When task

67
(17.8%)

Task order

57
(15.2%)

Miscellaneous

27
(7.2%)

Figure A6. Distribution of the question types of the question an-
swering task.

A.5. Temporal Certificate
Table A5 provides the numerical values we use to plot the
temporal certificate figure in Figure 3. It is extended from
[31] to include Spacewalk-18.

B. Evaluation Metrics of Step Recognition
We use accuracy, mAP, and IoU to evaluate a model’s per-
formance on step recognition. To eliminate the impact of
uneven numbers of task steps in each spacewalk video, we
first compute the following metrics per video and then av-
erage them across videos.
Accuracy. It is the percentage of timestamps whose corre-
sponding steps are correctly recognized.
Mean Average Precision (mAP). For methods that can
give a confidence score for each task step, we employ mAP
as an evaluation metric. We first compute the average preci-
sion of each task step except “Irrelevant” and then take the
mean.
Intersection over Union (IoU). After the models predict
the step label for each sampled timestamp, we merge adja-
cent timestamps with the same predictions into consecutive
temporal intervals. They form a segmentation of each step
across the entire spacewalk video. For each step, we calcu-
late the IoU with the ground truth segmentation of the step.
Finally, we take the average over all the steps as the IoU
measurement.
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Dataset Temporal Certificate Average Clip Length Test Duration

Kinetics 1.931 10 240000
AVA 0.25 1 117900

HVU Concept 0.77 10 650000
HVU Action 1.65375 10 650000

UCF 101 1.81 6.66 9457
Something Something 1.28 3 81471

LVU Relationship 17.12 210 5364
NextQA 2.7 44 47872

EgoSchema 100 180 90000
Youtube8M Segment 0.1 5 2520000000

MSRVTT 0.7 13 38870
IVQA 0.3 18 36000
AGQA 3.7 30 57600

How2QA 1.5 18 16263
ActivityNetQA 2.4 124.58 144000
Spacewalk-18 140 89 119664

Table A5. The numerical values of the temporal certificates. We extend this plot from [31] to include Spacewalk-18. The units for all three
columns are seconds. “Test Duration” is the total duration of each test set.

Question Type Example

Q: Which of the following tasks happens before the astronaut arrives at the external pallet?
(A) Chris sets up tools and prepares worksite.

Task before/at/after location (B) Bob moves to IEA.
(C) Chris & Bob retrieve battery from slot 1.
(D) Chris sets up tether.

Q: Which of the following tasks happens after EV1 move back inboard?
(A) EV1 retreive portable foot restraint with extension.

Task before/after task (B) EV1 & EV2 move to P6.
(C) EV1 & EV2 install respective bags on worksites.
(D) EV2 move to P1 and install anchor hooks for safety tether.

Q: In which part of the video does the task that EV1 & EV2 install mid strut happen?
(A) The first third of the video.

When task (B) The middle third of the video.
(C) The task does not happen in the video.
(D) The last third of the video.

Q: In which order do the tasks happen in the video?
(A) (1) Robotic arm takes Luca to aft side. (2) Drew move to ELC 2. (3) Robotic arm takes Luca to AMS.

Task order (B) (1) Drew move to ELC 2. (2) Robotic arm takes Luca to aft side. (3) Robotic arm takes Luca to AMS.
(C) (1) Robotic arm takes Luca to AMS. (2) Drew move to ELC 2. (3) Robotic arm takes Luca to aft side.
(D) (1) Drew move to ELC 2. (2) Robotic arm takes Luca to AMS. (3) Robotic arm takes Luca to aft side.

Q: What type of equipment does the astronaut retrieve first, and how is it utilized during the mission?
(A) Bags containing structure to assemble modification kit.

Miscellaneous (B) Articulating portable foot restraint to later attach to the Canada arm.
(C) Pump to be installed on the Alpha Magnetic Spectrometer.
(D) Bags containing structure to support new solar arrays.

Table A6. Question types and examples in the question answering task.
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Spacewalk Video Clip

cmiddle (c+1)startcend(c-1)end cstart
Transcript: [1786 words]
And just heard confirmation from Tina Cartman to the crew that they are building point five psi, and our go for hatch opening. Again, we 
are looking for that call for it to turn on internal battery power. And then the crew will head out to open the hatch. Okay. Frank, you 
might be catching on the strip there right now. K. Turkey. You're clear. Sure. That's on. And, Tina, the hatch is open and in the hatch key. 
Copy hatch open. Okay. Emergency m p have closed. Emergency access code. Copy, Duke. EV one and two on your DCMs. Switch power 
to bat, stagger your switch throws, …

Annotator 1 Annotator 2 Annotator 3
Step 1 Step 1 Step 1

Label: Step 1

Caption:
EV1 exits airlock and receives bags 
Transcript:
US spacewalk eighty one will be conducted by EV one, Josh Cassada, and EV two, Frank Rubio. EV one exits the airlock and gets handed 
one of the bags in preparation for the EVA. And the second bag, the strut bag gets handed out and put on EV one's body restraint tip. 

Figure A7. Annotation example 1 from the spacewalk recording from Nov. 15, 2022 (training set). All three annotators agree on the label
for the video clip.

Spacewalk Video Clip

cmiddle (c+1)startcend(c-1)end cstart
Transcript: [300 words]
Frank, there will be no changes to your PGT settings. You'll be going three to eight and a half additional turns to torque on m one through 
m four. Josh, for you, you'll be driving m twenty eight to torque, six and a half to nine turns. You can hand start it. Let me know when 
you're ready for PGT. Copy. There are no changes. You got three to eight terms. Do you want me to wait till Josh, second date? Okay. I 
think that's a good plan. Don't you worry about a half and a half and a half inch? On the engagement line. Yeah. I'm not sure. The hole. 
Yeah. Give me a look. We don't buy it again. Right. Far. Just to make it before. Correct? Yeah. Yeah. Could you see it on you can…

Annotator 1 Annotator 2 Annotator 3
Step 12 Step 12 Background

Label: Step 12

Caption:
EV1 & EV2 install mid strut on left side 
Transcript:
Frank will apply the final torque on the bolt and get into position for the mid strike. Again, working together, the two crew members will 
install the mid strike. And drive the bolts to put it in place. 

Figure A8. Annotation example 2 from the spacewalk recording from Nov. 15, 2022 (training set). One annotator disagrees with the other
two but since the majority of annotators selected step 12, the clip is labeled as step 12. The clips on either side appear to be of the same
step, which illustrates the effect of over-segmenting the spacewalk recordings and the necessity of merging adjacent clips after collecting
annotations.
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Spacewalk Video Clip

cmiddle (c+1)startcend(c-1)end cstart
Transcript:
Understand there's not much thing you can do about that at point, you might booms are set, but that's why I'm repeating calls back to 
you and just correct me if we ever get it wrong. Yeah. That's all good, Jenny. And, I try to be clear and change you. Do you copy me or you 
hit the same for you? No. I'm copying you. Good. Okay. Copy you. Good. Copy all. You're sure it's not my friend's accident. I've thrown 
you off. 

Annotator 1 Annotator 2 Annotator 3 Annotator 4
Step 7 Step 7 Background Step 7

Label: Step 7

Caption:
EV1 preps iROSA for removal 
Transcript: Continue translating outboard to the very end of the truss and owes his stowage bag. Toma prepares the Irosa by releasing 
the first hinge bolt, and stowing his pistol grip tool. Tomma makes his way outboard and releases an anti rotation device, which keeps the 
primary bolt locked in place during launch loads. Tomma retrieves, a handling aid for Irosa, we refer to this as a scoop. 

Figure A9. Annotation example 1 from the spacewalk recording from Jun. 16, 2021 (validation set). One annotator disagrees with the other
three but since the majority of annotators selected step 7, the clip is labeled as step 7. The clip immediately following this one demonstrates
an example of a blue screen that would be classified as “Background”.

C. Implementation Details

C.1. Evaluated Models
EgoVLP [28] is an egocentric video-language model
trained on EgoClip dataset. In our step recognition experi-
ments, we sample 4 frames from a video for feature extrac-
tion.
VideoCLIP [60] is a video-language model trained with
video-text contrastive learning. It uses a Transformer to
integrate S3D [59] video features and align it with text fea-
ture. 150 frames are sampled from a video to extract feature
in the step recognition experiments.
InternVideo [55] is a video-language model pre-trained
on a large corpus of video-language datasets including
HowTo100M [32] and WebVid10M [4]. It achieves state-
of-the-art performances across 39 video datasets from ex-
tensive tasks. In our step recognition experiments, we use
the checkpoint further fine-tuned for video-text retrieval on
MSRVTT [61]. 12 frames are sampled from each video clip
in the experiments.
LLaVA-Next-Video [66] is a video large language model
trained on a large video/image-language corpus. We
use the checkpoint LLaVA-NeXT-Video-34B-DPO and
uniformly sample 32 frames from each video as visual in-
puts on the step recognition task.
VideoLLaMA2 [8] is a multimodal large language model
capable of understanding video, audio, and language. It em-

ploys Spatial-Temporal Convolution connector to capture
the intricate spatial and temporal dynamics in the video in-
put. We use the VideoLLaMA2-7B checkpoint and sam-
ple 8 frames from each video on the step recognition task.

GPT-4o is a proprietary multimodal large language model
API. As it can receive multiple images as input but not
a video file, we uniformly sample a few frames from a
video and feed them to the API following the tempo-
ral order. The used checkpoint on both of our tasks is
gpt-4o-2024-05-13. The number of sampled frames
on the step recognition task is 8.

Caption-augmented LLM. Following [65], on both of our
two tasks, we use LLaVA-1.5-13B [29] to caption 60
uniformly sampled video frames with prompt “Describe the
image in 30 words”. The generated captions are delivered
into GPT-4o (gpt-4o-2024-05-13) to answer the given
question.

C.2. VLLM Prompts

To evaluate VLLMs on the step recognition task, we for-
mat the task into multi-choice video question answering.
Given the video content and transcript,we ask the model
to choose a step index from a given list. Specifically, the
VLLM prompt for the step recognition task is as following:
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<video>
You are given a spacewalk video, where the spacewalk
mission can be divided into <number of steps> steps.
The transcript of the video speech is:
<transcript>.
Please provide a single-number answer (from 0 to
<number of steps>) to the following multiple-choice
question, and your answer must be one of the numbers
from 0 to <number of steps>. You must not provide
any other response or explanation. If you are not
sure, answer with the most likely answer.
Here is the question: Which step does the frame in
the middle of this video belong to?
Here are the choices:
(0) Irrelevant: The mission control center, noisy
shots (e.g. blue screen), or tasks not planned for
the spacewalk.
(1) <step 1 caption>: <step 1 transcript>.
(2) <step 2 caption>: <step 2 transcript>.
... ...
(N) <step N caption>: <step N transcript>.

For our task 2, the question answering task, we use the
following prompt:

<video>
Please provide a single-letter answer (from A to D)
to the following multiple-choice question, and your
answer must be one of the letters from A to D. You
must not provide any other response or explanation.
If you are not sure, answer with the most likely
answer.
Here is the question: <question>
Here are the choices:
(A) <option_1>
(B) <option_2>
(C) <option_3>
(D) <option_4>

On both tasks, we set the all the VLLMs’ temperature to
be 0 to disable sampling during the answer generation.

C.3. Last-layer Fine-tuning Contrastive VLMs
When last-layer fine-tuning the contrastive VLMs, we use
Adam [23] optimizer with a learning rate of 1e − 4 and a
batch size of 2048. All models are trained for 20 epochs
and the checkpoint with the best validation loss is picked.

C.4. All-layer Fine-tuning Contrastive VLMs
We follow the code base of InternVideo [55] to fine-tune
its entire model backbone on our step recognition task. We
use Adam [23] optimizer with a learning rate of 4e − 6.
The learning rate warms up linearly in the first 10% training
steps, after which cosine annealing is adapted. Besides, a
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Figure A10. Architecture of a non-local block
Non-local(f (i−1)

m , fcontext) borrowed from [57]. It employs
attention mechanism between the query feature f

(i−1)
m and con-

text feature fcontext, and produces an updated query feature f
(i)
m .

When stacking multiple non-local blocks, the query feature is
iteratively updated while the context feature remains unchanged.

weight decay of 0.2 is used. We fine-tune the model for 1
epoch with a batch size of 16. We find that training for more
than 1 epoch always leads to over-fitting.

C.5. Long-term Feature Bank
To employ Long-term Feature Bank (LFB) [57] to solve
the step recognition task, we first divide the spacewalk
recording clip Vt,w into k-second-long segments and ex-
tracts their InternVideo features with a frame sampling rate
of 1 FPS, respectively. Since InternVideo is pre-trained with
12 frames per video, we set k = 12. There are in total
M = 60 × w/12 segments for a w-minute-long video and
the query timestamp falls in segment m = M/2. Denote
the feature of the i-th segment as f ′

i . LFB aims to incorpo-
rate the history feature f ′

H = f ′
1:m−1 and the future feature

f ′
F = f ′

m+1:M into the query timestamp feature f ′
m. Based

off [57], we design four context incorporation mechanisms
– LFB Avg, LFB Cat, LFB NL, and LFB TF. Each of
these methods integrate f ′

m, f ′
H , and f ′

F into a feature f for
the entire video clip Vt,w. We substitute f for fs in Equa-
tion (1) to train the linear layer Gθ(·) and the parameters
of NL/TF blocks jointly. The pre-trained video-language
encoders are always frozen in this process. Unless other-
wise specified, the training hyperparameters are the same
as those of last-layer fine-tuning in Appendix C.3.
LFB Avg. We pool the query, history, and future features
together to form a single feature, i.e.,

f = Average([f ′
H , f ′

m, f ′
F ]) = Average(f ′

1:M ). (4)
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LFB Cat. We first pool the history and future features, re-
spectively, and then concatenate them with the query fea-
ture, i.e.,

f = [Average(f ′
H), f ′

m,Average(f ′
F )] . (5)

LFB NL. We stack two non-local blocks [54] to learn the
interaction between the query feature and the context fea-
tures via attention mechanism. The architecture of a non-
local block is shown in Figure A10. Before feeding the
features into non-local blocks, we first add positional en-
coding to them and use a linear layer to project them into a
512-dimensional space. The output of the non-local blocks
is concatenated with the query feature to form the final clip
feature. Formally,

f = [f ′
m,Non-local (L(f ′

m + Pm), L([f ′
H + PH , f ′

F + PF ]))] ,
(6)

where L(·) is a linear projection and Pm, PH , and PF are
positional encoding for the query, history, and future times-
tamps. We use a learning rate of 1e− 3 and a batch size of
512 during training.
LFB TF. We employ a two-layer Transformer encoder upon
the concatenation of the history, query, and future features,
i.e.,

f = Transformer([f ′
H , f ′

m, f ′
F ]+P ) = Transformer(f ′

1:M+P ),
(7)

where P is positional encoding. The hidden size is the same
as the feature dimensions, which is 2304. We use a learning
rate of 1e− 4 and a batch size of 512 to train the model.

D. Additional Experiments
D.1. Accuracy of Each Question Answering Type
As discussed in Appendix A.4, our question answering task
includes five different types of questions. In Table A7, we
decompose the model performance in Table 3 into the five
question types. We find that most of models perform the
best on the task before/after task (TT) questions, while the
miscellaneous (MI) questions are generally difficult to the
VLLMs. However, given the transcript of the animation
video, the oracle model makes great improvement on the
miscellaneous questions, further highlighting the incapa-
bility of the VLLMs of abstracting the tasks in spacewalk
videos. We notice that the oracle model performs poorly on
the when task (WT) questions. This is expected because the
time period options of these questions are based on the seg-
mented one-hour video clip, while the oracle information
given to the model covers the entire spacewalk mission.

D.2. Ablation Study on Fine-tuning Data Size
We conduct experiments to explore the impact of data size
on all-layer fine-tuning InternVideo on the step recognition

(a) Number of training samples per video

(b) Number of training videos

Figure A11. Ablation studies on training data size. (a) Varying
number of training samples per video (10 training videos in to-
tal). (b) Varying number of training videos (2000 training sam-
ples from each video). We full-layer fine-tune InternVideo with
a context length of 1 minute. The blue curves are the fine-tuning
performances while the orange straight lines are the zero-shot per-
formances on the corresponding metrics.

task. In Figure A11a, we ablate the number of samples
drawn from each video in the training set. The model ac-
curacy and IoU first rise as the data size grows. However,
when more than 500 samples are drawn from each video (5k
samples in total), the performance becomes saturated (less
than 0.3% gain from 500 samples to 2k samples). This in-
dicates that the number of training samples per video is not
the bottleneck for our fine-tuning approach.

In Figure A11b, we vary the number of training videos,
while 2k training samples are drawn from each video. The
accuracy and IoU curves show significant upward trends
when the videos get more, while mAP is saturated when
more than 6 videos are used. This shows that fine-tuning
on more spacewalk videos might better adapt the model the
novel domain. However, the number of spacewalk videos is
naturally limited by the number of real spacewalk missions,
which disables large-scale data collection. So we urge the
need for domain adaptation method with higher data effi-
ciency.

All these experiments are conducted under a context
window length of 1 minute. For different training data
sizes, we keep the number of fine-tuning epochs the same.
Therefore, the less training data, the smaller number of fine-
tuning steps. However, we find that naively enlarging the
number of training steps always leads to over-fitting.

D.3. Temporal Context Incorporation
In Section 5.5, we test models under varying context win-
dow lengths to investigate their capability to incorporate
temporal context. The numerical results used in Figure 4
are listed in Table A8. Those used in Figure 5 are in Ta-
ble A9.
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Method #Frames TL TT WT TO MI Acc

Random - 25.00 25.00 25.00 25.00 25.00 25.00
LLaVA-Next-Video-7B 32 34.29 20.82 19.40 22.81 33.33 25.53
LLaVA-Next-Video-34B 32 26.67 33.33 25.37 29.82 33.33 29.52

VideoLLaMA2-7B 8 16.19 35.83 29.85 26.32 25.93 27.13
VideoLLaMA2-7B 16 25.71 40.83 20.90 36.84 29.63 31.65

Caption-enhanced LLM 60 33.33 35.00 26.87 15.79 25.93 30.37
GPT-4o 8 33.33 32.50 34.33 33.33 11.11 31.65
GPT-4o 16 27.62 36.67 29.85 24.56 25.92 30.32
GPT-4o 32 33.33 33.33 32.84 31.58 25.93 32.45
GPT-4o 60 30.48 34.17 37.31 28.07 22.22 31.91

Table A7. Accuracy on different question types of the question answering task. TL: task before/at/after location; TT: task before/after task;
WT: when task; TO: task order; MI: miscellaneous.

Method w = 1 min w = 2 min w = 3 min w = 5 min

Acc. mAP IoU Acc. mAP IoU Acc. mAP IoU Acc. mAP IoU

EgoVLP 6.34 8.92 2.17 7.73 9.83 2.59 9.68 10.66 3.03 10.21 10.86 3.18
VideoCLIP 8.40 9.80 3.21 9.01 10.40 3.28 9.98 11.14 3.71 8.87 10.39 3.46
InternVideo 10.12 12.17 4.02 11.22 12.30 4.22 11.13 12.68 4.04 10.08 12.53 4.04

LLaVA-Next-Video 10.35 - 3.77 12.03 - 4.53 13.71 - 5.07 13.82 - 4.92
VideoLLaMA2 9.34 - 2.88 12.43 - 4.32 14.37 - 5.45 17.32 - 6.28

Method w = 10 min w = 15 min w = 20 min

Acc. mAP IoU Acc. mAP IoU Acc. mAP IoU

EgoVLP 8.63 10.13 2.65 7.42 9.37 2.12 8.33 9.61 2.48
VideoCLIP 8.08 10.44 3.36 8.47 9.79 3.79 7.23 8.82 3.20
InternVideo 10.26 12.36 4.18 9.66 11.28 3.54 9.94 10.53 3.87

LLaVA-Next-Video 11.85 - 4.58 11.80 - - 12.05 - 4.00
VideoLLaMA2 20.98 - 8.03 19.72 - - 17.49 - 6.69

Table A8. Last-layer fine-tuning performances of contrastive VLMs and zero-shot performances of VLLMs on the step recognition task
under varying context window lengths. They are used to plot Figure 4.

D.4. Qualitative Results
In this section, we demonstrate qualitative results on the
step recognition task and the question answering task.
While we provide a few key frames for each video in our
figures.

We illustrate examples on the step recognition task with
a context window length w = 5min from Figure A12 to
Figure A17. The model makes predictions mainly based off
keywords shared by the transcript of the spacewalk video
and the caption/transcript of the step animation. Besides,
it is also aware of the objects (e.g., adapater plate in Fig-
ure A12) and actions (e.g., moving around in A13) appear-
ing in both the spacewalk and animation videos. While the
model correctly recognizes some steps, these cues can also
lead to failure cases. Sharing keywords in the transcripts
does not necessarily mean that the spacewalk clip belongs
to the step. The models need to better utilize the semantic
details in the spacewalk video and transcript to determine
the corresponding step. Moreover, all-layer fine-tuning
corrects InternVideo’s predictions in some examples. The
model learns the visual concept of airlock in Figure A14
and swages in Figure A15. Finally, there are still difficult

examples for the evaluated models (Figure A16 and A17),
demonstrating the room for model improvement.

In Figures A18 to A20, we show qualitative results on
the question answering task. Here, LLaVA-Next-Video
refers to LLaVA-Next-Video-34B. VideoLLaMA2 refers to
VideoLLaMA2-7B with 16 input frames. And GPT-4o
refers to GPT-4o with 32 input frames. In Figure A18, most
of the models recognize that astronauts are connecting the
cables after leaving from the robotic arm. However, In Fig-
ure A19, only the GPT4o with the overall spacewalk mis-
sion animation as oracle correctly identifies the temporal
relations between tasks. Some of the models choose “(D)
Luca and Drew remove debris shield”, which indeed hap-
pens before they hand off the debris shield. In Figure A20,
the models have difficulty localizing the spacewalk task of
interest.

E. Additional Task – Intra-video Retrieval
In our step recognition task, the list of steps in the corre-
sponding spacewalk mission is provided. However, the pre-
defined steps are not always available for all the spacewalk
mission. In this case, the segmentation of spacewalk steps
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Method w = 1 min w = 2 min w = 3 min w = 5 min

Acc. mAP IoU Acc. mAP IoU Acc. mAP IoU Acc. mAP IoU

Sparse Frame Sampling 10.12 12.17 4.02 11.22 12.30 4.22 11.13 12.68 4.04 10.08 12.53 4.04
Dense Frame Sampling 10.28 12.54 4.20 11.98 12.98 4.60 11.75 13.51 4.13 11.14 13.19 4.43

LFB Avg 11.47 13.92 4.39 11.98 15.15 4.49 11.71 16.14 4.29 12.37 17.25 3.73
LFB Cat 12.22 13.43 4.49 12.76 14.25 4.82 12.98 14.83 4.95 13.12 15.46 4.76
LFB NL 9.31 13.23 3.61 10.22 13.96 3.48 9.50 14.98 3.26 10.70 17.28 3.01
LFB TF 11.31 13.08 3.77 11.67 14.83 3.71 12.45 15.68 4.11 11.38 16.10 3.04

Method w = 10 min w = 15 min w = 20 min

Acc. mAP IoU Acc. mAP IoU Acc. mAP IoU

Sparse Frame Sampling 10.26 12.36 4.18 9.66 11.28 3.54 9.94 10.53 3.87
Dense Frame Sampling 10.72 13.23 4.20 - - - - - -

LFB Avg 10.86 18.11 3.35 11.39 18.65 3.03 10.77 18.29 2.68
LFB Cat 13.20 16.69 4.89 11.98 16.43 4.52 12.78 16.41 4.84
LFB NL 12.78 16.81 4.20 10.57 17.55 3.64 10.08 17.41 3.39
LFB TF 13.18 16.96 5.00 12.98 17.06 4.42 11.17 18.79 3.35

Table A9. Performances of different temporal context incorporation methods on the step recognition task. These methods are built upon
frozen InternVideo. They are used to plot Figure 5.

must be done in a unsupervised manner. Current approaches
to unsupervised video segmentation rely on clustering video
features [14, 25]. This requires models to form distinguish-
able embeddings across steps. With this in mind, we explore
an additional task – intra-video retrieval. This task evalu-
ates the models capability of retrieving video clips that are
from the same step as a query video, without any descrip-
tion about the step.

E.1. Task Definition
In a spacewalk video, given a query timestamp tq and two
candidate timestamps tc1 and tc2, the task is to determine
which of tc1 and tc2 is of the same step as tq . Note
that closer timestamps are more likely to be in the same
step. Therefore, to avoid this shortcut, we involve only two
equidistant candidates satisfying |tq − tc1| = |tq − tc2 |,
where one of them to a different step and serves as a hard
negative. To make them distinguishable, we ensure that
the candidates are at least 30 seconds away from the query.
Moreover, both the query and candidates should be at least
15 seconds away from their corresponding step boundaries
to avoid ambiguity. Similar to the step recognition task, we
set a context window length w and the model can access the
video and transcript in the w-long windows centered at tq ,
tc1, and tc2.

We construct 2000 samples from each spacewalk video
for this task. For each annotated spacewalk clip, we first
uniformly sample several query timestamps tq’s. Then, for
each tq , we randomly sample a distance d such that only one
of tq −d and tq +d is in the same step as tq and they follow
the restrictions in the task definition. Finally, we randomly
choose one of tq−d and tq+d as tc1 and the other as tc2. We
adjust the number of samples from each spacewalk clip to
ensure roughly uniform numbers of queries from different
spacewalk steps.

For performance measurement, we calculate the retrieval

accuracy as the evaluation metric. Random chance is 50%
accuracy on this task.

E.2. Evaluation Methods
E.2.1. Intra-video Retrieval by VLLMs
Zero-shot. To evaluate VLLMs on the intra-video retrieval
task, we format it as multi-choice video question answer-
ing by asking “Which candidate shows the same step as the
query?” after providing the query and candidate videos.
Specifically, the prompt is as following:

You are given three spacewalk video clips from a
spacewalk mission, one query clip and two candidate
clips. The mission can be divided into multiple
steps. Please provide a single-number answer (1
or 2) to the following question, and your answer
must be either 1 or 2. You must not provide any
other response or explanation. If you are not sure,
answer with the most likely answer.
Here is the question: Which candidate shows the
same step as the query?
Query video clip:
Eight uniformly sampled video frames: <query video
frame 1> ... ... <query video frame 8>
Video speech transcript: <query video transcript>
Candidate 1 video clip:
Eight uniformly sampled video frames: <candidate 1
video frame 1> ... ... <candidate 1 video frame 8>
Video speech transcript: <candidate 1 video
transcript>
Candidate 2 video clip:
Eight uniformly sampled video frames: <candidate 2
video frame 1> ... ... <candidate 2 video frame 8>
Video speech transcript: <candidate 2 video
transcript>
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Spacewalk video clip

t t + 150st + 75st - 150s t - 75s

Label: Step 23

Predictions:
Zero-shot InternVideo: Step 23    Fine-tuned InternVideo: Step 23   
LLaVA-Next-Video: Step 17    VideoLLaMA2: Step 23 
Caption-enhanced LLM: Step 23  GPT-4o: Step 23  

Caption:
Bob installs adapter plate in open slot 2.
Transcript:
Bob translates back to the truss to install the adapter plate in open slot two.

Caption:
Chris & Bob retrieve battery from slot 2.
Transcript:
Next, the battery in slot two is removed and translated over to the pallet.

Transcript:
The adapter plate is soft dock. Copy that, Bob. You can retrieve the PGT with the hex driver. That‘s the one that’s on battery four. And
settings will be alpha seven clockwise two. And, Chris, for you, as you get back on structure, you‘ll wanna prepare the e p for translation.
So make sure the ingress aid is stowed towards the boot plate and tethers are clear…… I’ve got the alpha seven Yep. And counters or
clockwise t set. Moving right to drive on each key. Affirm h two. You‘ll confirm one line flush. Looking for sixteen to seventeen turns. One
line flush. K. For sixteen to seventeen turns, here we go…… And Cassidy just completed the work to install the old battery in the slot that
was emptied for disposal, and banking is still working to install the adapter plate in open slot number two on the truss. Let me confirm
the two lines. One of them flush. Verify. And can you again remember the front? It'll be four and a half to five and a half turns……

Step 17

Figure A12. In this example of step recognition, the spacewalk video transcript mentions that the astronaut is installing an adapter plate,
and the video also shows them tightening the screws on the adapter plate. All models except LLaVA-Next-Video match this video with the
step of installing adapter plate.
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Spacewalk video clip

t t + 150st + 75st - 150s t - 75s

Label: Step 21

Predictions:
Zero-shot InternVideo:  Step 21      Fine-tuned InternVideo:  Step 21   
LLaVA-Next-Video:   Step 14       VideoLLaMA2:     Step 13    
Caption-enhanced LLM:  Step 20       GPT-4o:      Step 20    

Caption:
EV2 move to installation point for right lower strut.
Transcript:
And then EV two will translate around the mass canister for access to the installation point for the right lower strut.

Caption:
EV1 install upper triangle on mast canister.
Transcript:
Here you see EV one installing this on the mass canister. And there's a strong soft dock feature that will hold it in place. Once it's 
positioned in place, even one will use the pistol grip tool to drive four bolts.

Transcript:
Allowing Victor Glover to make his way over to the worksite on the base, on the right side of the mass canister. That will be the position 
he needs to be in in order to drive the bolts of that lower strut. Let‘s see some way. Five fingers in the way. Okay. Go ahead and control 
both…… He’ll be translating to the mass connector right side fob launch bracket…... You may wanna go around the canister. That should 
be a pretty good translation path around the bottom side of the canister. In this view, you can clearly see the masked canister. It is the 
soda can looking structure at the center of your screen. The astronaut with the red stripes is astronaut Kate Rubens. She‘s at the top of a 
portable foot restraint at the perfect angle to install the final two strats on the right side. Astronaut, Victor Glover is making his way over 
to his worksite at the bottom of the mass canister. His next task is to install the lower strut on the right side……

Step 13

Caption:
EV1 receive right lower strut.
Transcript:
So get back into the portable foot restraint. Receive the right lower strap.

Step 20

Figure A13. In this example of step recognition, both the spacewalk video and transcript indicate that the astronaut is translating around
the mass canister, which aligns with the transcript of step 21. However, only InternVideo models make the correct prediction. The four
VLLMs mismatch it, probably based on keywords “mast canister” (step 13) and “lower strut” (step 20).
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Spacewalk video clip

t t + 150st + 75st - 150s t - 75s

Label: Step 1

Predictions:
Zero-shot InternVideo: Step 14    Fine-tuned InternVideo: Step 1     
LLaVA-Next-Video: Step 1      VideoLLaMA2: Step 1     
Caption-enhanced LLM: Step 4      GPT-4o: Step 1     

Caption:
EV1 & EV2 exit airlock.
Transcript:
US EVA seventy seven will begin at the Quest Airlock. Jackson astronaut, Aki Hochde, EV one, noted by the red stripes, will egress first
and receive and hold the eight foot mod kid’s strut bag. European astronaut to Ma Pes Gay will egress second with the full white suit.

Caption:
EV2 stow strut bag.
Transcript:
While tomorrow is doing the very large strip bag at p four, Aki will complete his translation out to the p four beta Gimbal assembly where 
he will install and set up his quick fix.

Transcript:
His poles have been blocked. I‘m going for the log. Copy. EV one anchor…… Floting in the airlock, you can see the strut bag. That is a
specially designed bag that will that is carrying the pieces for the modification kit that will be built today. E v one, then I see a green light.
Okay. To my I am in position, so we The the the camera as it’s exposed camera is on the forward camera side. K. Eight. Are you ready for
the bag? Yeah…… That strap bag carries the parts that will be used to assemble the modification kit this morning. Okay. I think you can
look right. Straight back to your lock. You have a light on it. And here it comes the back…… I have control. Okay. Right now. Uh-huh. Go
ahead. I’m gonna stay on the outside. What are you with that? I think I can disconnect my waist tether from the dial up during extender
issue. Yes. You have a go for that. Yeah. We concur as well. Alright. And, Akie, while you‘re, waiting for Samantha egress……

Step 4

Caption:
EV2 collect tools and prepare for right side.
Transcript:
Small then gather tools and reset for the right hand side. Rubbering your tools back to the bag while arching egresses and reposition the 
foot restraint to bias it to the right side.

Step 14

Figure A14. In this example of step recognition, the spacewalk video shows the astronauts exiting the airlock. While zero-shot InternVideo
makes an incorrect prediction, fine-tuned InternVideo learns the concept of airlock and gives the true answer. The mistakes made by zero-
shot InternVideo and caption-enhanced LLM are probably due to keywords “strut bag” (step 4) and “egress” (step 14).
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Spacewalk video clip

t t + 150st + 75st - 150s t - 75s

Label: Step 10

Predictions:
Zero-shot InternVideo: Step 7      Fine-tuned InternVideo: Step 10   
LLaVA-Next-Video: Step 14    VideoLLaMA2: Step 1     
Caption-enhanced LLM: Step 10    GPT-4o: Step 11   

Caption:
Luca connect six fluid connections.
Transcript:
There'll be six fluid connections completed here at this VSP work site using, commercial off the shelf swages. Those swages have any
encased in a, custom fitting that the engineering team to develop to allow the astronauts pressurized gloves to operate the small ferrals
of the swage.

Caption:
Luca & Drew install pump system.
Transcript:
Drew will provide eyes on to assist Luca in aligning system and install it onto AMS into the mechanical attachment device.

Transcript:
Hey, Drew. Next, I can get the straightener. Okay. In hand. It looks like this card is unlocked. K. There we go. Back to me, administrator.
The right length‘s been on the straightener…… Luca. Oh, okay. K. I have the tape installed. Check me down the gauge. Okay. Copy that.
No. I have to retake it. It's moved to auto doing it. Okay. Copy that. Able to get it off completely. That it's not it's not completely, but I
won't be able to reboot it. Certainly not representative of Major's work, amazing work on this project….. For a good swage, the tube has
to be put into the alternate fitting, a very specific length marked off by the Kapton tape, measured by the tube straightener, both in the
hands of Luca Parmitano right now. Those precise measurements, required for a good swage to make sure it's pinched at just the right
point. This one's on. Primatano just working to make sure that that, measurement is precise……

Step 7

Caption:
Robotic arm takes Luca to underside of AMS.
Transcript:
Once those six swages are completed, the SSRMS will take Luca to the underside of AMS for two final swages.

Step 11

Figure A15. In this example of step recognition, the spacewalk videos shows the astronaut connecting swages, while its transcript also
mentions them. However, only fine-tuned InternVideo and caption-enhanced LLM make the correct predictions. The mismatch to step 11
by GPT-4o is possibly because of the keyword “swage”.
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Spacewalk video clip

t t + 150st + 75st - 150s t - 75s

Label: Step 11

Predictions:
Zero-shot InternVideo: Step 28    Fine-tuned InternVideo: Step 28   
LLaVA-Next-Video: Step 1      VideoLLaMA2: Step 11   
Caption-enhanced LLM: Step 12    GPT-4o: Step 11   

Caption:
EV1 enter foot restraint and receive strut.
Transcript:
Once complete with the upper triangle, Aki will egress the foot restraint, bias it to the left hand side while Tamal prepares the hand a left
mid strut for BRT stow. Aki will ingress the APFR and hold the lower strut while Tama reposition to the solar array blanket box for saab
bearing to install the left lower struts.

Caption:
EV1 & EV2 install lower left strut.
Transcript:
Tomah will begin driving this bolt by hand four turns while Aki aligns his end and drives his to the mounting bracket two turns. Tomaw
will finish his bolt by driving it with a pistol grip tool, followed by high torque with the EVA torque wrench. Once the bolt is deemed good, 
off you will be given a go to drive his bolt of torque using the crystal grip tool. This will complete our minimum config for the mod kit.

Transcript:
Am I having something? Oh, okay. Good…… I‘ll just do the five pound. Good words. Hey, Reddit. Kindly missed your ret. Nope. You have
three left. Okay. Oh, where’s the refi? I can do it. Yeah. Yeah. Okay. I‘m already turned out for sure. And, as in some IPs, I have the car.
Okay. Toma, you’ll be retrieving the Okay. Okay. Next tomorrow, you‘ll be retrieving the left lower stretch under straps five and six. And
handing that off. That’s all the slots five and six coming up. I mean, I got It‘s red on my BRT with the rest. It’s rattles out. Copy. Good
config, Okey. Pesk now working to treat the left lower strut from the strap bag. Once he has that, he‘ll pass it along to Hoshide, who is in
the AP far or articulating portable foot restraint? Once Hoshide has the lower strut, he will install it to the mounting bracket using the
PGT or the pistol grip tool, which has been used quite so far this morning. And tomorrow, you’ll be handing the clevis bolt side……

Step 12

Caption:
EV1 stow spare FPMU.
Transcript:
And meet Tamah at the FPMU at p one. He will stow the spare in a location optimal for hand off.

Step 28

Figure A16. In this example of step recognition, the spacewalk video is dark but the transcript includes a command that one astronaut
would hand off a strut to the other. As this example is complicated to understand, only VideoLLaMA2 and GPT-4o predict the step label
correctly. 17



Spacewalk video clip

t t + 150st + 75st - 150s t - 75s

Label: Step 31

Predictions:
Zero-shot InternVideo: Step 23    Fine-tuned InternVideo: Step 25   
LLaVA-Next-Video: Step 14    VideoLLaMA2: Step 18   
Caption-enhanced LLM: Step 6      GPT-4o: Step 16   

Caption:
Chris & Bob install new battery in empty slot 3.
Transcript:
They repeat the steps to release the bolts, translate back to the truss, And together, install an empty slot number three.

Caption:
Chris & Bob move battery to EP.
Transcript:
Next, the battery in slot two is removed and translated over to the pallet.

Transcript:
The alpha seven clockwise two. You're going to h two. Confirm socket tape line flush. Looking for sixteen to seventeen turns. Alpha
seven, a price two on h two. And if they find this flush okay. Matures moving. Are you appears to be going ahead? I agree. This one seems
snugger up against the wall than the other guy…… You'll confirm the tape line flush looking for four to five and a half turns. Copy. You can
remove it? It's twelve thousand indicator is not quite to a block nine point two And it looks like we had about that four turns. Copy. Four
turns. And torque was nine point two, but the status indicator doesn't quite look locked. Status indicator on battery is maybe a quarter
inch for a block. Okay. We're good with that. You can hand that PGT back to Chris to Stone a swing arm and release that RET. That far. Plus
with the JSON patterns, everything looks straight…..

Step 18

Caption:
Bob installs adapter plate in open slot 2.
Transcript:
Bob translates back to the truss to install the adapter plate in open slot two.

Step 23

Figure A17. In this example of step recognition, the video clearly shows an astronaut tightening the screws on a white battery. However,
all the models fail to recognize it.
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Spacewalk video clip

18 min 60 min42 min0 min 6 min 

Predictions:
LLaVA-Next-Video:  (B)       VideoLLaMA2:  (A)       GPT4o:  (B)   
Caption-enhanced LLM: (B)      GPT4o-Oracle:  (B)   

Question: Which of the following tasks happens after the astronaut leaves from the robotic arm?
Choices:  (A) Robotic arm takes Luca to AMS
   (B) Luca & Drew connect power and data cables
   (C) Drew move to ELC 2
   (D) Drew hands Luca the pump system

Figure A18. In this example of spacewalk question answering, the astronaut is on the robotic arm in the first 18 minutes. After that, as
shown in the 42nd minute, they are connecting cables to an equipment. So the answer to the question is “(B) Luca & Drew connect power
and data cables”. All the models except VideoLLaMA2 correctly answer the question.

Spacewalk video clip

12 min 60 min42 min0 min 6 min 

Predictions:
LLaVA-Next-Video:  (C)        VideoLLaMA2:  (D)       GPT4o:  (C) 
Caption-enhanced LLM: (D)     GPT4o-Oracle:  (A)   

Question: Which of the following tasks happens after Luca hands off the debris shield to Drew?
Choices:  (A) Luca and Drew install handrails
   (B) Luca picks up WIF extender
   (C) Arm wraps around the backside of AMS and brings Luca to worksite
   (D) Luca and Drew remove debris shield

Figure A19. In this example of spacewalk question answering, the astronaut first remove and jettison the debris shield and then install
handrails. They remove the debris shield in the 0th minute, hand it off in the 6th minute, and jettison it in the 12th minute. So the only
option happened after they hand off the debris shield is “(A) Luca and Drew install handrails”. Only the GPT4o model with the spacewalk
mission animation as oracle manages to answer the question.
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Spacewalk video clip

36 min 60 min48 min0 min 18 min 

Predictions:
LLaVA-Next-Video:  (B)        VideoLLaMA2:  (D)       GPT4o:  (D)   
Caption-enhanced LLM: (C)    GPT4o-Oracle:  (D) 

Question: In which part of the video does the task that EV1 & EV2 install respective bags on worksites happen?
Choices:  (A) The task does not happen in the video
   (B) The first third of the video
   (C) The last third of the video
   (D) The middle third of the video

Figure A20. In this example of spacewalk question answering, the astronauts exit the airlock in the first third of the video, move along the
handrails in the middle third, and finally install the respective bags in the last third. Therefore, the correct answer is “(C) The last third of
the video”. Only the caption-enhanced LLM gives the correct answer to the question.

Because this task has three videos as input, we only eval-
uate VLLMs that can process interleaved videos and texts.

E.2.2. Intra-video Retrieval by Contrastive VLMs
Zero-shot. In this task, we match a query spacewalk clip
centered at timestamp tq with one of two candidate clips
centered at tc1 and tc2 respectively. In contrast to step
recognition, we only use video features and ignore the
transcripts. This proved the best in Section E.3. After calcu-
lating the similarities between the query and the candidates,
we pick the candidate with higher score as the prediction.
Last-layer Fine-tuning. We freeze the models and train
two linear layers to align the query and candidate features.
One is Gq

θ(·) for queries and the other is Gc
θ(·) for candi-

dates. We optimize cross entropy loss during training. De-
noting the query feature as fq and candidate features as f c

1

and f c
2 , it is

L = − log
exp

(
Gq

θ(f
q) ·Gc

θ(f
c
y)
)∑

1≤i≤2 exp (G
q
θ(f

q) ·Gc
θ(f

c
i ))

. (8)

After training, the candidate with higher similarity to the
query, Gq

θ(f
q) ·Gc

θ(f
c
i ), is pick as the prediction.

We use the same hyperparameters as the last-layer fine-
tuning for the step recognition task in Appendix C.3.
All-layer Fine-tuning. We fine-tune the backbone of the
pre-trained models using the same training objective as that
of the last-layer fine-tuning. The models learn to extract fea-
tures that are critical to distinguish spacewalk steps. Specif-
ically, we fine-tune EgoVLP on the intra-video retrieval task
using AdamW [21] optimizer with a learning rate of 1e−6.
The model is trained for 1 epoch with a batch size of 32.

E.2.3. Unsupervised Segmentation Method
TW-FINCH [41] is a clustering-based unsupervised action
segmentation method. We employ it to solve the intra-video
retrieval task as a baseline. For a spacewalk recording in the
test set, we first extract InternVideo features with a sliding
window. The window length is 12 seconds and the step is 1
second. We sample video frames at 1 FPS to feed the video
encoder, i.e., 12 frames per video clip. Based on these clip
features, TW-FINCH clusters the entire spacewalk record-
ing into Nseg segments, each of which is regarded as a step.
For a retrieval query timestamp tq with two candidate times-
tamps tc1 and tc2, if exactly one of the candidates falls in the
same segment as tq , we regard it as our prediction. Other-
wise, we randomly pick one of them as the prediction. We
find that the best configuration is Nseg = 100 with only
video features.

E.3. Evaluation Results
Table A10 shows the model performances on the intra-video
retrieval task. GPT-4o achieves the best performance of
71%, while the 70.93% accuracy of EgoVLP is compet-
itive. Different from the step recognition task, last-layer
fine-tuning cannot improve the model performance in most
cases. All-layer fine-tuning only increases the model ac-
curacy very slightly. Besides, while the context window
length expands, the model performance first increases and
then degrades after a peak. This observation is in line with
the step recognition results, which reveals their incapability
of digesting long video contexts.

Table A11 ablates the modalities on intra-video retrieval
in zero-shot setting. The video-only approach achieves the
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Method Accuracy

(w=)10s 20s 30s 1min 2min 3min

Random 50.00 50.00 50.00 50.00 50.00 50.00
TW-FINCH∗ - - - - - 64.10

Zero-shot

EgoVLP 69.04 69.95 70.92 65.76 60.20 56.43
VideoCLIP 66.91 67.48 67.88 63.52 50.72 52.07
InternVideo 67.60 69.12 69.82 66.76 56.46 56.45

GPT-4o 71.00 71.00 70.83 58.50 53.08 56.67

Last-layer Fine-tuning

EgoVLP 68.63 69.91 70.12 66.51 57.46 52.36
VideoCLIP 61.15 60.53 61.29 59.00 54.08 52.23
InternVideo 65.11 65.33 64.97 62.62 56.02 52.24

All-layer Fine-tuning

EgoVLP 68.78 70.18 70.93 69.79 62.58 58.80

Table A10. Model performances on the intra-video retrieval task.
GPT-4o achieves the highest accuracy while EgoVLP is compara-
tive. ∗: TW-FINCH have unlimited context.

Method
Accuracy

w = 20 s w = 30 s

V T V+T V T V+T

EgoVLP 69.95 48.73 63.71 70.92 47.85 64.95
VideoCLIP 67.48 51.65 56.56 67.88 50.04 57.14
InternVideo 69.12 51.55 63.15 69.82 50.23 63.08

GPT-4o 71.00 52.42 69.25 70.83 53.67 69.92

Table A11. Ablation about input modality on intra-video retrieval.
The models are evaluated in zero-shot scenario. V: video; T: text
(captions and transcripts).

highest accuracy across all models, while the text-only one
performs poorly. This is different from step recognition
where videos contribute less than texts. Because the query
and candidates here are the same modality with the same vi-
sual distribution, whereas we need to match the real space-
walk videos with their animations in the step recognition
task. Moreover, combining video and text does not im-
prove the performance, indicating that transcript is effec-
tively noise for the current method on this task. This mo-
tivates the future development of stronger models that can
utilize the text signal on this task to facilitate unsupervised
segmentation of spacewalk videos.

E.4. Qualitative Results
On the intra-video retrieval task, we show two qualitative
examples with context window length w = 30s in Fig-
ures A21 and A22. We find that the models tend to retrieve
candidate videos naively based off the visual scene appear-
ance. This helps them do well in simple scenarios (Fig-
ure A21). However, there are more difficult test samples.
In Figure A22, the query and candidate 1 show the same
step but from different views. All the models fail in this ex-
ample. Better spacewalk video understanding capability is
necessary for future models to solve it.
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Query

t t + 15st + 7.5st - 15s t – 7.5s
Step label:
Step 13 - EV1 install upper triangle on mast canister
Transcript:
Now it's up. And you'll engage the left side first and then pivot the right side to engage the soft dock. Mike, you'll be working on stowing
your short PGT on handrail five three seven two. That's near the APFR wrenches. Handbrake embedded in the soft dock.

Candidate 1

Predictions:
Zero-shot EgoVLP: Candidate 1    Fine-tuned EgoVLP: Candidate 1   
GPT-4o: Candidate 1   

Step label:
Step 13 - EV1 install upper triangle on mast canister
Transcript:
Great views from the high definition camera view of Kate Rubin's helmet camera. Alpha two, clockwise two. She's confirming the pistol
grip settings before she goes ahead and starts driving some of the bolt that you see on the center pad there that's currently soft dock to
the mass canister. Driving those bolts will secure it in place. Through mic eight to torque. We anticipate eleven and a half turns. Copy.
Eleven and a half torque.

Candidate 2

Step label:
Step 12 - EV2 hand upper triangle to EV1
Transcript:
Yeah. We want the RET back in the bag. Sorry. You you don't have to release it from the mounting bracket. Okay. Either you can relocate
or you can hook it back this way, and I'll be No. It'll text me. Okay. I'm sending it back to a queue. It's still of control. Again, Rubens has
control of that upper bracket. They're just making sure that the tether configuration is okay before she begins the work of installing it to
the mass canister.

Figure A21. In this example, both the query video and candidate 1 show an astronaut installing an upper triangle. They are in the same
scene while candidate 2 is different. All the models make the correct predictions.
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Query

t t + 15st + 7.5st - 15s t – 7.5s
Step label:
Step 12 - EV2 hand upper triangle to EV1
Transcript:
And I have my RET on the right. K. Let me know when you already take control. I already take control. And you guys I I got control. Alright.
Glover just handed off the upper triangle to Kate Rubins. Okay. And, like, on case go, you can release the bad RET. And I have control. I
have it ready to go. The back. RET. He wants the RET to go back to the back or to the mounting bracket.

Candidate 1

Predictions:
Zero-shot EgoVLP: Candidate 2    Fine-tuned EgoVLP: Candidate 2   
GPT-4o: Candidate 2   

Step label:
Step 12 - EV2 hand upper triangle to EV1
Transcript:
Like, looks like you're doing a great job on MOI. I think they're happy with that config, and you can pass the triangle up to Kate when
you're ready. Works.

Candidate 2

Step label:
Step 13 - EV1 install upper triangle on mast canister
Transcript:
And you'll engage the left side first and then pivot the right side to engage the soft dock. Mike, you'll be working on stowing your short
PGT on handrail five three seven two. That's near the APFR wrenches. Handbrake embedded in the soft dock. Copy. Soft dock. Thank you.
K. On your long PGT, your settings will be alpha two clockwise two.

Figure A22. In this example, all three videos are visually dissimilar. The query video shows an astronaut handing an upper triangle to the
other from a third-person view, while candidate 1 shows it from a first-person view. In candidate 2, they are installing the upper triangle.
However, all the models fail to recognize candidate 1 as the same step as the query.
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Contributions to Spacewalk-18: Scalable
Annotation of Multimodal Long-Form
Procedural Videos in Novel Domains
Rohan Myer Krishnan1
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ABSTRACT

Spacewalk-18 is a novel benchmark for advancing multimodal, long-form procedural video understanding.
It comprises 96 hours of annotated spacewalk recordings from the International Space Station—an entirely
new domain for video-language research. A key contribution of this work is the design and implementation
of a scalable annotation pipeline and a publicly released annotation interface, the Spacewalk Video
Annotation Tool (https://spacewalk-data.org/), which enables efficient collection of high-quality temporal
step annotations from non-expert annotators. This report details the dataset curation process, including
video and transcript preparation, segmentation, and annotation. The resulting Spacewalk-18 dataset and
tooling provide the first large-scale resource for benchmarking multimodal, long-range video-language
models on structured procedural tasks in an extreme, real-world environment.

Keywords: video understanding, multimodal learning, temporal segmentation, human annotation,
dataset curation

INTRODUCTION
Spacewalk-18 introduces a new frontier for multimodal video understanding: long-form procedural
demonstrations recorded in the highly specialized domain of extravehicular activities (spacewalks) outside
the International Space Station. Existing video-language benchmarks focus primarily on short, everyday
activities in household or internet-sourced settings. In contrast, Spacewalk-18 comprises 18 multi-hour
expert demonstrations in a zero-gravity, visually distinct environment, making it the first benchmark of its
kind.

A critical enabler of this benchmark is the Spacewalk-18 dataset, a structured collection of over
96 hours of annotated spacewalk video. This report describes the novel data collection and annotation
pipeline, including the development of a publicly released annotation interface that made it possible to
scale high-quality human-in-the-loop labeling to this extreme domain.

DATASET CONSTRUCTION

Video and Transcript Preparation
We sourced 18 full-length spacewalk recordings from NASA’s publicly available YouTube broadcasts,
each spanning 7 to 8 hours. Each recording begins with a procedural animation outlining the planned
steps of the mission, which served as the basis for constructing the annotation label space.

Audio tracks were processed using Deepgram’s Automatic Speech Recognition (ASR) system, selected
after comparative evaluation of multiple ASR providers. Recordings were segmented into 10-minute
audio chunks to optimize transcription accuracy, producing time-aligned transcripts for the entire dataset.

Clip Segmentation
Given the extreme length of the source videos, we applied automatic shot boundary detection using
PySceneDetect to segment recordings based on camera angle changes. This over-segmentation strategy
ensured that each clip contained at most a single procedural step, simplifying the annotation task and
reducing cognitive load on annotators.



Label Space Definition
We manually segmented the animated mission previews into distinct procedural steps and authored
corresponding textual descriptions. These labels formed the step taxonomy for each spacewalk, capturing
mission-specific objectives and ensuring consistency in downstream annotation.

ANNOTATION PIPELINE
Novel Annotation Interface
A key contribution of this work is the design and public release of the Spacewalk Video Annotation Tool,
available at https://spacewalk-data.org/. This purpose-built, web-based interface enabled
scalable human annotation of long-form, multimodal procedural videos. The tool provided:

• Interactive access to the full sequence of animated step previews and descriptions.
• A focused video clip to label, with navigable access to surrounding context clips.
• Labeling options including predefined steps, “Irrelevant” for off-task footage, and “Unsure” for

ambiguous content.

The interface uniquely allowed annotators to reference the entire spacewalk timeline, balancing local
clip-level labeling with global procedural awareness. This design significantly reduced annotation effort
compared to traditional boundary-drawing methods, while maintaining high labeling quality.

Quality Assurance and Aggregation
To ensure label reliability, all annotators completed a qualification task requiring 80% accuracy on a
held-out validation set. Each clip was labeled by at least three independent annotators, and majority
voting was used to resolve the final label. Post-processing merged adjacent clips with identical labels into
continuous temporal segments, producing high-quality procedural annotations.

CONTRIBUTION TO BENCHMARK DEVELOPMENT
In addition to leading dataset construction and tool development, I contributed to the writing of the
Spacewalk-18 benchmark paper. This included documenting the dataset collection methodology, describ-
ing the annotation interface, and analyzing the dataset’s novel multimodal and long-form characteristics.

CONCLUSION
Spacewalk-18 represents the first large-scale dataset for procedural video understanding in a domain as
specialized and visually distinct as spacewalks. The Spacewalk Video Annotation Tool, publicly available
at https://spacewalk-data.org/, is a novel contribution that enables scalable human-in-the-
loop annotation of long-form multimodal videos. Together, these contributions provide a foundation for
advancing research in multimodal reasoning, domain generalization, and long-range video understanding.
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