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Abstract

Recent work has shown that by combining speculative execution attacks with memory corruption vulnerabilities, an adversary can effectively bypass both Spectre and memory corruption mitigations. A certain class of these attacks, called Speculative Probing, allows an attacker to leak sensitive program data using Spectre-like primitives, by causing a corrupted code pointer to be transiently dereferenced via a speculatively-executed indirect branch instruction. Speculative Probing attacks have severe security implications, since the attacker can use the disclosed information to bypass memory corruption mitigations and eventually mount an end-to-end exploit.

In this project, we present a mitigation against Speculative Probing attacks. The mitigation leverages the inability of CPUs to speculatively execute instructions that rely on unresolved data dependencies. By artificially introducing data dependencies between vulnerable indirect branches and preceding conditional branches, the mitigation prevents potentially corrupted code pointers from being dereferenced in the speculative domain. By only restricting speculative execution of potentially vulnerable instructions, programs can maintain some performance benefits gained from speculation. We implement the mitigation as an LLVM compiler pass and evaluate its performance overhead on the SPEC2017 benchmarking suite. The mitigation introduces to 0%-6.6% overhead on the evaluated benchmarks.

1 Introduction

Memory corruption bugs have been a prevalent problem for computer security researchers for decades. By corrupting sensitive program data, attackers can take control of the control-flow of the vulnerable program. Security researchers have been developing defense mechanisms for years which aim to make it more difficult for adversaries to leverage such bugs [19]. A lot of these mechanisms, such as address space layout randomization (ASLR) [17], stack canaries [6] and non-executable memory can be found in most commodity software.

Another, more recent class of attacks is the Spectre family of attacks [13]. Using these types of attacks, adversaries can leverage speculative execution [8] to speculatively access sensitive program data, bring them into microarchitectural buffers and leak the data using side channels [15]. Mitigations against a lot of the Spectre family variants have been rolled out [2], but researchers keep introducing new ways of exploiting speculative execution [22, 21].

Researchers have so far treated Spectre attacks and memory corruption attacks as two separate domains. However, recent work [7, 16] has shown that memory corruption vulnerabilities can be combined with Spectre-like primitives to bypass both memory corruption and Spectre mitigations. In particular, a class of these types of attacks, namely Speculative Probing attacks, allow an adversary to cause a program to speculatively dereference a corrupted code pointer and subsequently extract sensitive program information. Since the corrupted code pointer is only dereferenced in the speculative domain, the attacker circumvents memory corruption mitigations, which are only triggered when the offending instructions are executed architecturally. As a consequence, the attacker can use the leaked information as a means to bypass state-of-the-art memory corruption mitigations. Göktaş et al. [7] have demonstrated how an adversary, armed
with a single memory corruption vulnerability, can bypass both standard and function granular ASRL to leak the program’s code layout, discover ROP gadgets, leak the locations of data regions and eventually mount an end-to-end exploit on the Linux kernel to gain root privileges. Because these attacks can be carried out without causing any crashes, critical crash-sensitive software such as operating system kernels become an attractive target.

Speculative Probing attacks are not trivial to mitigate, since standard memory corruption mitigations are not effective when instructions are executing speculatively, while none of the deployed mitigations for speculative execution attacks is effective against Speculative Probing either.

In this work, we present a comprehensive mitigation against Speculative Probing attacks. The core insight behind the mitigation is that CPUs cannot predict unresolved values, so instructions that have unresolved data dependencies cannot be executed, even in the speculative domain, until their dependencies are resolved. Our mitigation introduces artificial data dependencies on code pointers in order to prevent the CPU from speculatively dereferencing them. We implement the mitigation for the x86 architecture as a compiler pass using the LLVM toolchain [1].

We make the following contributions:

- Discuss how Speculative Probing attacks can be mitigated by artificially introducing data dependencies.
- Implement the mitigation as an LLVM compiler pass.
- Evaluate the performance of the mitigation using the SPEC2017 benchmarking suite.

2 Background

2.1 Speculative execution and Spectre attacks

Modern CPUs leverage various mechanisms such as out-of-order execution, instruction-level parallelism, etc., in order to avoid idle CPU cycles and maximize performance. One of these mechanisms is speculative execution. When the CPU tries to execute a control-flow instruction which has an unresolved data dependency, instead of stalling the pipeline until the dependency is resolved, the CPU will speculate what outcome of the control-flow instruction will be and start speculatively executing instructions down the guessed path. If the CPU has correctly predicted the outcome of the control-flow instruction, the pipeline stall will be successfully avoided. If the prediction turns out to be incorrect, the CPU reverts its architectural state and re-executes down the correct path. However, any changes made to the microarchitectural state of the CPU by these speculatively-executed instructions do not get reverted, leaving observable side effects.

Spectre attacks [13] exploit the fact that, after a misspeculation, data brought in the CPU’s microarchitectural buffers by the transiently executed instructions can be leaked. Even though there are multiple variants of Spectre [5], all the attacks can be divided in three general steps that an attacker needs to carry out. First, the attacker trains or tampers with some CPU predictor to cause the CPU to later speculatively execute an attacker-chosen piece of code. Second, the attacker triggers speculative execution by causing a control-flow instruction to be executed before its data dependencies are resolved. The CPU will use the attacker-influenced predictor and start speculatively executing attacker-chosen instructions. These instructions will access sensitive program data, bringing them into the microarchitectural state (e.g., the cache). Finally, the attacker uses a side channel to extract the secret data from the microarchitectural state.

Researchers and CPU vendors have been coming up with both software and hardware techniques [3, 10] that mitigate many of the variants of the Spectre family of attacks by either preventing speculative execution [14, 20], hindering side channels [24] or preventing CPU predictors from being mistrained or tampered-with [11, 12].
2.2 Combining Spectre with memory corruption vulnerabilities

Recent work has shown ways of overcoming some of the limitations of Spectre attacks by combining them with memory corruption bugs.

SPEAR attacks [16] aim to abuse speculative execution to bypass conventional memory safety mechanisms. The attacker overwrites some control-flow influencing data that would normally trigger a memory corruption mitigation, preventing program exploitation. However, the adversary can still achieve a \textit{speculative control-flow hijack} and leak sensitive data from memory, before speculative execution eventually ends and the memory corruption mitigation is triggered.

Blindside [7] introduces a second, more powerful primitive, called Speculative Probing. Speculative Probing allows an attacker to combine Spectre-like primitives with a single memory corruption vulnerability to leak data from a running process without triggering any memory corruption mitigation mechanisms. This allows attackers to target more high-value, crash-resistant software such as the kernel and leverage leaked data to bypass strong memory mitigations such as ASLR to eventually mount an architectural control-flow hijacking attack without crashing the program.

2.3 Speculative Probing

Speculative Probing is a technique that allows an attacker to combine a single memory corruption bug with Spectre-like primitives in order to bypass randomization-based memory corruption mitigations. In particular, the program under attack contains a code pointer that is conditionally dereferenced based on the outcome of a preceding conditional branch, as seen in Figure 1. Due to the memory corruption, the attacker is able to control both the value of the function pointer, as well as the outcome of the conditional branch.

One of the most comprehensive memory corruption mitigations an attacker needs to overcome to successfully mount an exploit is ASLR. In the presence of ASLR, the location of code and data regions in the address space are randomized. As a result, the attacker cannot reliably hijack the control-flow of the program, since the location of the exploit payload is unknown.

Using Speculative Probing, the attacker can bypass such randomization schemes. For example, to carry out a successful ROP exploit [18], the attacker first needs to locate code region of the program, as seen in Figure 1. To do so, he first trains the conditional branch predictor by causing the program to repeatedly invoke the conditional branch with a value which causes the branch to be taken. Then, he corrupts the code pointer, overwriting it with an address where he believes the binary was potentially loaded and flips the branch condition to prevent the program from architecturally dereferencing the corrupted pointer. However, when the CPU needs to speculate the outcome of the conditional branch, it will predict that it needs to dereference the code pointer because of the mistrained predictor. As a result, the corrupted pointer is speculatively followed, dereferencing a potentially invalid address. Even though the code pointer points to an address which does not contain any code, speculative execution will suppress any crashes. During speculative execution, the CPU tries to fetch instructions to execute from the attacker controlled address. If the attacker has correct guessed the address of the program code, the instructions are brought into the cache, else speculative execution stops. The attacker now uses a side channel to check if the cached was filled. If the address is indeed in the cache, the attacker successfully learns the location of the code of the program. If there was no activity in the cache, the attacker repeats the process guessing a new address every time, until he eventually finds the correct address.

By leveraging similar techniques, the attacker can locate other desired addresses in the address space, such as the address of data regions, specific objects in the data regions, or even specific code gadgets. After having all the necessary information, the attacker builds a payload and architecturally hijacks the control-flow using the corrupted code pointer to mount an exploit and gain control of the program.
/* 1. Train branch */
/* 2. Corrupt func. ptr.
 * and flip condition */
if (condition) {
    fptr();
}
/* 3. CPU predicts branch and
 * speculatively dereferences
 * corrupted pointer */
/* 4. Time for cache activity */
/* 5. Repeat until detecting
 * cache access */

Figure 1: The attacker corrupts the code pointer and makes it point to an address which potentially contains the program’s code region. When the he successfully guesses the code address, he will see activity in the cache.

2.4 Current approaches for preventing Speculative Probing attacks

Traditional Spectre mitigations try to prevent speculative hijacking of an indirect control-flow instruction by hindering attempts to tamper with indirect branch predictors [11, 12]. However, such approaches are ineffective against Speculative Probing, where an attacker does not rely on tampering with the indirect branch predictor, since he can architecturally corrupt the value of a code pointer. Similarly, using Speculative Probing techniques, an attacker can leak information that allows him to bypass conventional memory corruption mitigations, such as ASLR, that would normally hinder his attempts of exploiting a corrupted code pointer.

Currently, Speculative Probing attacks could be prevented by using a serializing instruction (e.g., lfence) to stop speculative execution before dereferencing code pointers. Stopping speculative execution using lfences has been the recommended way to prevent any type of speculative execution attacks by CPU vendors [9]. However, this approach can incur large performance penalties, since it completely prevents the CPU from speculatively executing instructions past the lfence.

2.5 Conditional instructions in the x86 architecture

Conditional instructions is a family of instructions which conditionally perform some action, depending on whether or not a condition is met. In the x86 architecture, this condition is encoded in a special register called rflags, which is implicitly read by every conditional instruction. Each conditional instruction is associated with a condition code (CC), which indicates which bits in the rflags register the instruction should read.

The most ubiquitous conditional instruction in the x86 architecture is the conditional branch instruction (jCC). Conditional branches jump to the address denoted by their operand if the condition associated with their condition code is satisfied, else the jump is skipped.

Another class of x86 conditional instructions are the conditional move instructions (cmovCC). Similarly to conditional branches, conditional moves rely on the certain bits of the rflags register, determined by the conditional move’s condition code, to determine whether the value held in their source operand will be copied into their destination operand.

3 Threat model

We assume a realistic threat model, where the attacker is co-located on the same machine as the process running the vulnerable program and can observe the state of the cache using a microarchitectural
side channel. The target program contains a memory corruption vulnerability which allows the attacker to arbitrarily corrupt memory. The program also contains an indirect branch which conditionally dereferences a code pointer based on the outcome of a preceding conditional branch. Both the code pointer and the outcome of the conditional branch are controlled by the attacker, whose goal is to use Speculative Probing to bypass randomization-based memory corruption mitigations, such as ASLR. Our goal is to prevent an attacker from leaking program information using Speculative Probing primitives.

4 Mitigation approach

4.1 Low-level attack example

Figure 2 presents an assembly code snippet which corresponds to the C code of the vulnerable program as described in Section 2.3.

In what follows, we describe what occurs during the execution of the program when the attack takes place.

1. First, the CPU tries to execute the compare (cmpl) instruction on line 1, which implicitly sets some bits in the rflags register. However, the instruction is data dependent on the value of the rax register, which has not yet been resolved. As a result, the compare instruction cannot yet be executed and the value of rflags is now unknown.

2. Next, the CPU executes the conditional branch (je) on line 2. Since conditional branches are data dependent on the rflags register, the true outcome of the branch is unknown and the CPU has to speculate.

3. Because the attacker has mistrained the CPU predictor, the CPU will speculate that the indirect branch on line 3 needs to be executed. Assuming that the rcx register contains the function pointer which was corrupted by the attacker, the CPU will speculatively dereference it and continue speculatively executing instructions from the attacker-chosen address.

4. Eventually, the value of the rax register is resolved. The CPU then also resolves the value of rflags by executing the cmpl instruction. Finally, it resolves the correct outcome of the conditional branch, stops speculation and jumps to the correct target of the branch on line 5.

The goal of our mitigation is to prevent the CPU from speculatively dereferencing the code pointer, as described in step 3.

4.2 Artificial data dependencies

The main observation we base our mitigation on is that, even though the CPU can predict the outcome of control-flow instructions (e.g., conditional branches) and start speculative execution, unresolved data dependencies cannot be predicted. As a result, the CPU has to stall the execution of encountered instructions which rely on unresolved data dependencies, even in the speculative domain.

When an attacker carries out a Speculative Probing attack, he relies on the fact that when execution reaches the desired conditional branch, an unresolved data dependency will force the CPU to speculate the outcome of the conditional branch and speculatively dereference the corrupted pointer.

The core idea behind our mitigation is to identify all indirect branches that can potentially be speculatively executed due to a conditional branch misprediction and artificially make the value of the code pointer data dependent on the same unresolved data that caused the conditional branch outcome to be speculated. As a result, the value of the code pointer will not be resolved until the CPU resolves the data dependency. However, when the data dependency is resolved, so will be the correct outcome of the preceding conditional jump, which will cause speculative execution to stop.
4.3 Introducing data dependencies with conditional moves

We leverage conditional move instructions, described in Section 2.5, as the main building block for our mitigation. Conditional moves allow us to introduce a common data dependency between code pointers dereferenced by indirect branches and their preceding conditional branches.

We present a code snippet hardened by our mitigation in Figure 3. Similarly to 4.1, we step through program execution during the attack and describe how our mitigation prevents the CPU from speculatively dereferencing the corrupted function pointer.

1. First, in lines 1-2, two registers are initialized with the values 0 and -1. These registers will later on be used as the operands of the conditional move instruction. Henceforth, we will be referring to the first register (r12) as the state register and the second register (r11) as the poison register. The reasoning behind initializing the registers with these specific values is discussed in 4.4 and 4.5.

2. Next, similarly to 4.1, the CPU tries to execute the compare instruction in line 3, but fails to do so because of the value of rax being unresolved.

3. The outcome of the conditional branch in line 4 is speculated. Because of the mistrained predictor, the CPU speculates that it needs to not take the branch and execute the next instruction.

4. The CPU now tries to execute the conditional move (cmove) on line 5. However, as mentioned in Section 2.5, the conditional move is also data dependent on the rflags register. Thus, the instruction cannot yet be executed and the value of the state register is now also unknown to the CPU.

5. The final instruction introduced by our mitigation is the or instruction on line 6, which uses the state register as the source operand and the code pointer inside the rcx register as the destination operand. Since the value of the state register is unknown, this or instruction can also not be currently executed. As a result, the value of the code pointer is now also unknown.

6. Finally, when execution reaches the indirect call on line 7, the code pointer cannot be speculatively dereferenced since its value is now unresolved.

7. Eventually, the value of the rax register is resolved and the CPU executes the correct target of the conditional jump, stopping speculation.

The CPU can still speculate the outcome of the indirect branch at step 6 until the value of the pointer is resolved. However, the attacker cannot mistrain the indirect branch predictor to use the corrupted code pointer as the speculated target, since attempts to architecturally dereference the pointer to perform the training would cause program crashes if the pointer does not point to a code page. Other techniques that could allow the attacker to poison the indirect branch predictor and speculatively dereference a desired value [4] are orthogonal to Speculative Probing and our mitigation does not attempt to hinder them.

4.4 Keeping regular program execution intact

The instrumented code produced by our mitigation should not alter the behavior of the program during regular (non-speculative) execution. This is achieved by initializing the state register with the value 0 and carefully choosing the condition codes of the inserted conditional moves.

Our instrumentation works as follows during regular program execution:

1. The state and poison registers are initialized with the values 0 and -1.

2. When execution reaches the conditional branch (je) on line 4, there are two possible outcomes: either the condition is true and the jump is performed, jumping over our instrumented code, or the condition is false and the program continues executing the instruction on line 5.
### Figure 2: Vulnerable code snippet. The indirect call can be speculatively dereferenced by training the CPU predictor to not take the conditional jump.

```assembler
  cmp  $0x0, %rax
  je   no_call
  callq *%rcx
  .no_call:
```

3. If the instruction on line 5 is executed, it is guaranteed that the condition was false. Consequently, the conditional move will not perform the move, thus retaining the value 0 in the state register.

4. The `or` instruction on line 6 will not alter the value of the code pointer, since the state register contains the value 0.

5. The indirect call on line 7 will dereference the correct, unaltered value of the code pointer in the `rcx` register.

### 4.5 Poisoning the code pointer

There is a final edge-case scenario that can occur during the attack which we need to address. When the value of the `rax` is resolved (during step 7 of the execution as described at 4.3, because of out-of-order execution the CPU may choose to execute the conditional move on line 5 and its subsequent instructions before executing the conditional branch on line 4 and stopping the mispredicted speculative instructions from executing. As a result, this still gives a window for the attacker-controlled pointer to be dereferenced speculatively.

Our mitigation prevents the value of the code pointer from being dereferenced when this scenario occurs as follows:

1. If a misspeculation occurred, the condition is guaranteed to have been true, since the conditional branch on line 4 should have been taken. As a result, if the conditional move on line 5 gets executed first, the move will be performed and the poison value (i.e., -1, all 1s in binary format) will be moved into the state register.

2. The `or` instruction will also change the value of the `rcx` register holding the code pointer to -1.

3. The indirect call on line 7 will try to dereference address -1 (0xffffffffffffffff), which is guaranteed to not contain any code.

As a result, even if the value of the code pointer is controlled by the attacker, the value is guaranteed to be altered to -1 before it is dereferenced when this scenario occurs.

### 5 Implementation

We implemented the mitigation as an LLVM machine-function pass for the x86 architecture (≈1100 LoC). The pass runs right before the register-allocation phase of the compiler pipeline.

The pass runs on each function and performs the following actions:

```assembler
  mov  $0x0, %r12
  mov  $0xffffffffffffffff, %r11
  cmp  $0x0, %rax
  je   no_call
  cmov %r11, %r12
  or  %r12, %rcx
  callq *%rcx
  .no_call:
```

### Figure 3: Hardened code snippet. The indirect call is now data dependent on the `rflags` register and cannot be executed speculatively.
1. Collects all indirect branches that be conditionally executed (i.e., lie on a path that can be reached from an edge of a conditional branch). If there are none, it returns without modifying the function.

2. Collects all conditional branches that lie on the path of the collected indirect branches.

3. Initializes a register with a poisoning value (i.e., -1) to be used as the poisoning register.

4. Initializes a register with a neutral value (i.e., 0) to be used as the masking register.

5. Inserts a conditional move after every edge of the collected conditional branches that lie within a path of a vulnerable indirect branch. The condition required to execute the conditional move is picked such that the move will never execute along a valid control-flow path.

6. Hardens all vulnerable indirect branches by masking them with an \texttt{or} instruction, using the masking register as the source operand and the register holding the code pointer to be used by the indirect branch as the destination operand.

The assumed threat model, as described in Section 3, allows an attacker to arbitrarily corrupt memory. As a result, if the state register is spilled in memory, the attacker could corrupt it and change is value, which would allow him to bypass our mitigation. In order to avoid memory spilling, our pass reserves a general-purpose register to be used only as a state register.

In order to verify the correctness of the pass and ensure that no modifications were made to the instrumentation during the later stages of the compilation pipeline, we leveraged the Egalito binary rewriting tool [23] to perform static analysis on the instrumented binary. The analysis pass (≈550 LoC) follows a similar approach to the compiler pass. It first disassembles the binary, collecting the vulnerable indirect branches and conditional branches in their path for each function. It then ensures that the masking and poisoning registers are properly initialized, conditional moves are inserted on every necessary conditional branch edge and every vulnerable indirect branch is properly masked (i.e., \texttt{ored} with the state register).

6 Evaluation

6.1 Performance evaluation

We evaluated the performance overhead introduced by our mitigation using the SPEC2017 benchmarking suite. We run each evaluated benchmark 15 times using the \texttt{test} workload and report the average overhead.

6.1.1 Experimental setup

Our experiments were run on a machine running Debian v11 (Bullseye), on a 16-core Intel Xeon W-2145 3.70GHz CPU and 64GB of RAM.

6.1.2 Comparing against \texttt{lfence} mitigation

We compared our approach against mitigating the attack by stopping speculative execution using a serializing instruction, which is the recommended way of preventing speculative execution attacks, as described in Section 2.4. Specifically, we modified our compiler pass to insert the x86 \texttt{lfence} instruction before every indirect branch that is preceded by a conditional branch (i.e., the \texttt{or} instructions inserted by our approach are replaced with \texttt{lfences}).

The main advantage of our approach is that it does not block speculative execution, but it only delays the CPU from learning the value of the code pointer until it has resolved the data dependency. The CPU can still speculatively execute any other non-data-dependent instructions. Furthermore, even though our approach prevents the CPU from learning the architectural value of the code pointer when speculatively
executing, it still allows it to perform (nested) speculative execution by predicting the outcome of the indirect branch until it resolves the value of the code pointer. As a result, even with the artificial data dependency in place, the overhead introduced by our mitigation is minimal in cases where the CPU can correctly predict the outcome of the indirect branch (e.g., when the architectural value of the code pointer does not change often and the indirect branch predictor is trained to predict the same target). On the other hand, an lfence instruction completely prohibits any speculation from occurring.

### 6.1.3 Results

Table 1 presents the average performance overhead of the two approaches on the evaluated benchmarks. Our approach introduces up to a 6.6% overhead, whereas the lfence approach introduces up to 40% overhead.

We observe that for some benchmarks (i.e., 602.gcc_s, 638.imagick_s, and 657.xz_s), the lfence approach slightly outperforms our approach. We hypothesize that the reason for this is the following: overall, our approach requires more instructions to be introduced in the binary: indirect branches need to be masked with an or instruction and cmovs need to be inserted at the edges of preceding conditional branches. Furthermore, it requires a register to be reserved (Section 5), which increases register pressure in the program and cause more memory spills. On the other hand, the lfence approach only inserts one lfence per indirect branch. When lfences are inserted in blocks containing a large number of instructions, the performance penalty is more observable, since it prevents speculative execution of all the instructions in the block. However, when the basic blocks containing lfence have a small number of instructions, the performance cost of stopping speculation is lower and the extra instructions and register pressure introduced by our mitigation dominate the performance benefits gained from not stopping speculative execution.

### 6.2 Security evaluation

In order to evaluate whether our mitigation successfully protects against speculative probing attacks, we built a small proof-of-concept code snippet simulating the attack as described in the original Speculative Probing paper [7] and used it to evaluate the effectiveness of our mitigation in preventing the attack.

The main parts of the snippet can be seen in Figure 4. The program contains a function pointer which is conditionally dereferenced based on a conditional branch (lines 19-22). Initially, the program executes line 19 multiple times with the condition set to 1, such that the CPU predictor will be trained to take the branch and dereference the code pointer. In the final iteration, the condition is set to 0 and the value of the function pointer is replaced with the address of a gadget which uses a secret value as an index to access an attacker-controlled side-channel array, simulating a Flush and Reload gadget. Lines 11-17 flush the condition from memory, in order to force the CPU to speculate, bring the secret value into the cache and flush the attacker-controlled array to prepare for the Flush and Reload side-channel. When execution reaches line 19, the CPU will start speculatively executing until the value of the condition is resolved. Since the conditional branch predictor was trained to take the branch, the code pointer will be

<table>
<thead>
<tr>
<th>Benchmark (# ind. br. hardened)</th>
<th>Our Mitigation</th>
<th>lfence Mitigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>600.perlbench_s (370)</td>
<td>≈0%</td>
<td>≈0%</td>
</tr>
<tr>
<td>602.gcc_s (3658)</td>
<td>2.1%</td>
<td>1.85%</td>
</tr>
<tr>
<td>605.mcf_s (28)</td>
<td>≈0%</td>
<td>40.1%</td>
</tr>
<tr>
<td>619.lbm_s (0)</td>
<td>≈0%</td>
<td>≈0%</td>
</tr>
<tr>
<td>625.x264_s (832)</td>
<td>≈0%</td>
<td>7.62%</td>
</tr>
<tr>
<td>638.imagick_s (238)</td>
<td>6.61%</td>
<td>2.77%</td>
</tr>
<tr>
<td>644.nab_s (3)</td>
<td>≈0%</td>
<td>≈0%</td>
</tr>
<tr>
<td>657.xz_s (77)</td>
<td>1.46%</td>
<td>0.73%</td>
</tr>
<tr>
<td>Range</td>
<td>0 - 6.6%</td>
<td>0 - 40%</td>
</tr>
</tbody>
</table>

Table 1: Overhead of the mitigations over uninstrumented baseline.
dereferenced speculatively and access the secret value, bringing it in the cache. Finally, a cache-access timing measurement is performed on line 26 to determine whether the secret value was brought into the cache.

We run this code snippet with and without our mitigation. When the code is not protected, the secret value can be observed in the cache, signalling that the code pointer was speculatively dereferenced and the secret-leaking instructions were speculatively executed. When applying our mitigation, we can no longer observe the secret value in the cache, indicating that the code pointer was not speculatively dereferenced.

```c
/* access_secret accesses a 'secret' byte, simulates a secret-leaking gadget */
int (*fptrs[6])( ) = {&hello, &hello, &hello, &hello, &hello, &access_secret};
int flags[6] = {1, 1, 1, 1, 1, 0};
/* Repeat multiple times to train the conditional branch */
for (int i = 0; i < TRAINING_ITERS; i++) {
    /* Load function pointer */
    fptr = fptrs[i];
    if (i % (TRAINING_ITERS - 1) == 0) {
        /* Flush the flags to cause speculative execution */
        _mm_clflush(&flags[i]);
        /* Bring secret into the cache to avoid stalling when speculating */
        dummy ^= secret;
        /* Flush the attacker-controlled side-channel array that will be used
           * to leak the secret */
        _mm_clflush(side_channel_arr);
    }
    if (flags[i]) {
        /* Dereference the pointer */
        (*fptr)();
    }
}
/* Time the side-channel array slot. If the secret was accessed
   * speculatively, the cache access time will be low */
hit_time = probe(side_channel_arr);
if (hit_time < CACHE_THRESHOLD)
    /* Record hit */
```

Figure 4: Code snippet simulating Speculative Probing. The conditional branch predictor is trained to take the conditional branch on line 19, then the condition is flipped the code pointer is changed to point to a secret-leaking gadget.

7 Conclusion

Speculative Probing attacks allow an attacker to bypass both Spectre and memory corruption mitigations by leveraging a memory corruption vulnerability to speculatively probe the program’s address space. In this work, we introduced a mitigation which stops Speculative Probing attacks by introducing artificial data dependencies in order to prevent the CPU from speculatively dereferencing code pointers. We implemented our approach as an LLVM compiler pass and evaluated its security and performance overhead. Our approach introduces up to 6.6% overhead on the evaluated benchmarks, compared to up to 40% when mitigating the attack by stopping speculative execution.
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