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It is widely hoped that the study of sequence variation in the human genome will provide a means of elucidating the
genetic component of complex diseases and variable drug responses. A major stumbling block to the successful
design and execution of genome-wide disease association studies using single-nucleotide polymorphisms (SNPs) and
linkage disequilibrium is the enormous number of SNPs in the human genome. This results in unacceptably high
costs for exhaustive genotyping and presents a challenging problem of statistical inference. Here, we present a new
method for optimally selecting minimum informative subsets of SNPs, also known as “tagging” SNPs, that is efficient
for genome-wide selection. We contrast this method to published methods including haplotype block tagging, that is,
grouping SNPs into segments of low haplotype diversity and typing a subset of the SNPs that can discriminate all
common haplotypes within the blocks. Because our method does not rely on a predefined haplotype block structure
and makes use of the weaker correlations that occur across neighboring blocks, it can be effectively applied across
chromosomal regions with both high and low local linkage disequilibrium. We show that the number of tagging SNPs
selected is substantially smaller than previously reported using block-based approaches and that selecting tagging
SNPs optimally can result in a two- to threefold savings over selecting random SNPs.

[Supplemental material is available online at www.genome.org.]

In anticipation of cost-effective SNP genotyping technologies
and the availability of databases of a large number of candidate
SNPs, many investigators are seriously considering genome-wide
SNP scans with the hope of performing hypothesis-free disease
association studies as opposed to hypothesis-driven candidate
gene or region studies. Although the cost of SNP genotyping may
be rapidly decreasing, it is still infeasible to genotype all available
SNPs across the human genome. In this paper we examine the
challenging problem of choosing an optimal or “minimal infor-
mative subset” of SNPs to be used in such a study. The end ob-
jective is to be able to identify DNA sequence variation within
human populations that is associated with elevated risk of dis-
ease or adverse drug reaction caused by linkage disequilibrium
(LD) with a causative variant. Challenges for this approach are
the many unknowns regarding the nature of common or com-
plex disease. We do not know how many genes influence the
susceptibility to a given disease and their type of interaction or
what the frequency of the causative alleles is; nor do we know the
magnitude of the increased risk associated with those alleles in
the study population. In the absence of this information, the best
we can do is try to identify subsets of SNPs that at least allow us
to reconstruct the haplotypes inferred by genotyping all the
other previously known SNPs. In this sense, the problem is like a
data compression problem: We start with the full pattern of all
available SNPs for a relatively small sample, and want to devise

an algorithm to select SNPs that will allow us to reconstruct the
full data set. We hope that even though only a subset of all SNPs
would be genotyped, that the statistical power for identifying
phenotype–genotype associations would be minimally compro-
mised.

In this paper, we give an algorithmic framework for select-
ing a minimum informative set of SNPs avoiding any reference to
haplotype blocks. We argue that the selection of tagging SNPs
can be partitioned into the three following steps:

1. Determining neighborhoods of linkage disequilibrium: Deter-
mine which sets of SNPs can be meaningfully used to infer
each other.

2. Tagging quality assessment: Define a quality measure that de-
scribes how well a set of tagging SNPs captures the variance
observed.

3. Optimization: Minimize the number of tagging SNPs.

Identifying those pairs of SNPs for which each member of the
pair can be used to infer the other meaningfully is essential when
dealing with large regions, because occasional spurious, long-
range correlations can be observed but are not biologically rel-
evant. The very large number of SNPs in the genome implies that
in even a fairly large study population, a pair of SNPs will be
found to be correlated by random chance when in a larger cohort
these observed correlations may prove to be unsubstantiated. Se-
lecting tagging SNPs based on these correlations is thus likely to
identify only the study population (training set) and not be ex-
tensible to the overall population. In this paper, we define LD
neighborhoods and argue that they are a reasonable way to re-
strict our attention to extensible trends.

Several papers have recently been published on selecting
tagging SNPs (Avi-Itzhak et al. 2003; Hampe et al. 2003; Ke and
Cardon 2003; Meng et al. 2003; Sebastiani et al. 2003; Stram et al.
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2003; Thompson et al. 2003; Wang and Todd 2003; Weale et al.
2003). The main concern of these papers is the problem of de-
fining a quality measure, that is, how well a set of tagging SNPs
captures the variance observed (step 2). The investigators gener-
ally assume that the region dealt with is not very large, and thus
the number of candidate SNPs is not very large. The investigators
can then assume that most observed correlations are true corre-
lations and LD neighborhoods need not be defined. The main
contribution of this paper is to present an optimal algorithm for
minimizing the number of tagging SNPs (step 3) that is appli-
cable to large data sets. This paper does not attempt to determine
which quality measure is best suited for a particular purpose, and
the generic algorithm presented can be extended to incorporate
the quality measures presented elsewhere.

We evaluate the algorithm on a data set of 4102 SNPs cov-
ering most of the genomic span of Chromosome 22 genotyped
on 45 DNA samples of individuals of European ancestry. These
evaluations show that selecting tagging SNPs optimally can result
in a two- to threefold cost savings over selecting tagging SNPs
randomly. Secondly, our work is also evaluated on publicly avail-
able data sets of SNP haplotypes across Chromosome 21 (Patil et
al. 2001) and the human lipoprotein lipase (LPL) gene (Clark et
al. 1998; Nickerson et al. 2000). These evaluations show that the
number of tagging SNPs selected is substantially smaller than
using haplotype-block-based approaches.

METHODS
The primary concern of the present work is defining subsets of
“haplotype tagging” SNPs that can characterize the overall ge-
netic diversity of a region. More specifically, we seek to identify
a subset of SNPs that allow reconstruction, with some margin of
error, of the full set of haplotypes determined by the entire SNP
set. This section is organized into three subsections correspond-
ing to the three steps described above. We start by showing how
neighborhoods of predictive SNPs can be determined and con-
trast this with the more rigid notion of haplotype blocks. Subse-
quently, we present a measure of “informativeness” of an SNP
that is related to measures of haplotype diversity (Johnson et al.
2001), but provides a direct measure of how an SNP, or a set of
SNPs, can be used to characterize another SNP, or a set of SNPs.
This is an easily computable function that correlates well with
alternative multiloci linkage disequilibrium measures such as
haplotype r2 (Weale et al. 2003). As we showed in previous work
(Bafna et al. 2003), the computation of sets of SNPs with maximal
informativeness is NP-hard in the general case, but is tractable in
most cases of practical interest when the number of SNPs pre-
dicting each SNP is small. Lastly, we present an algorithm for
obtaining a minimal set of tagging SNPs.

Finding Neighborhoods of Potentially Predictive SNPs
Although significant LD can occur between SNPs physically dis-
tant on the genome, such distant relationships are likely to re-
flect common ancestry only in the case of very recent admixture.
In practice, if high LD is observed at greater distances than a
reasonable threshold, such as 200 kb, it is commonly ignored
(Gabriel et al. 2002) and is considered to be an artifact of a small
sample size. Our primary concern in locating SNPs in LD with
one another is finding those sets of SNPs that are predictive not
only of other SNPs in our sample, but also of those SNPs that were
not typed in our sample population. We therefore wish primarily
to identify those SNPs that characterize regions of common re-
cent ancestry (conserved haplotypes) rather than those distant
SNPs that might be associated because of selection, admixture, or
random chance. SNPs associated by recent common ancestry are
likely to be those that are sufficiently close that recombination

has not occurred frequently between them. We therefore restrict
our search for predictive SNPs to those that are in relatively close
proximity to the targets for which they might be predictive.

In practice, it is neither efficient nor desirable to have a fixed
neighborhood in which to look for SNPs. Recombination rates
(Kong et al. 2002) and historical LD (Gabriel et al. 2002) vary
across the genome. Because of variability in SNP density and
recombination rate, we note that for most SNPs, the neighbor-
hood of SNPs that are in LD with it, or are otherwise informative
for it, is highly variable. We exploit this by making a neighbor-
hood graph with SNP sites as vertices. Two vertices are connected
by an edge only if one can be used for predicting another. For
each SNP s we thus define a set of neighbors, N(s).

In determining whether one SNP can be used for predicting
another, one must determine whether the allelic states of two
SNPs are significantly correlated. A variety of statistics have been
devised for quantifying this correlation, or linkage disequilib-
rium. But the special case of selecting informative SNPs requires
a bit more than simply quantifying correlation. In the haplotype-
block-tagging approach (Johnson et al. 2001; Patil et al. 2001;
Zhang et al. 2002, 2003a,b), two SNPs are considered to have a
useful level of correlation if they occur in the same haplotype
block, that is, if they both occur in the same region with little
evidence of recombination. We note that this is not entirely the
same as saying that one SNP can be used to predict another if
there is little evidence of recombination between the two SNPs.
Hence, if a given method is effective in detecting regions of low
recombination rate and that low recombination rate between
SNPs allows one to use one SNP to predict another, then the set
of SNPs that can be used to predict an SNP s can be found by
taking the union of all putative haplotype blocks that contain
SNP s. Figure 1 shows how the union of possible haplotype blocks
over a region can differ from a partition of the region into hap-
lotype blocks. The latter situation is common with the rule-based
algorithms to find haplotype blocks, because many overlapping
possible block decompositions that meet the rules are often pos-
sible (cf. Schwartz et al. 2003). Figure 1 illustrates the potential
value of using the union of blocks by showing optimal SNP sets
selected based on two distinct minimal block decompositions
using the method of Zhang et al. (2003a) and those selected from
the union of the two decompositions by our block-free method.
The figure shows how the broader correlations allow one to char-
acterize the information content of the region with fewer SNPs,
each of which has predictive power across the boundaries of any
one block decomposition.

Another way to determine a meaningful neighborhood of
predictive SNPs is to use the metric LD maps described by Mani-
atis et al. (2002); only those SNPs that are within a distance of <1
LD unit are considered to be significantly correlated to each
other. Beyond this distance, the correlation (LD) between SNPs
falls to levels unlikely to be useful for mapping (Morton et al.
2001).

Using either one of these methods, neighborhoods are gen-
erally small in the data sets studied here (about five SNPs for the
genotype data, using the Gabriel et al. [2002] definition of blocks
to define neighborhoods).

Defining Informativeness
In this section, we define a measure of how well a set of SNPs can
predict a single target SNP. Informativeness measures how well
one can reconstruct a target SNP, t, from a set of its neighbors,
N(t); given the haplotype pattern of a set of its neighbors, look at
the pairs of haplotypes that have a different allele at t, count how
many of these also do not have the same set of alleles on all of the
SNPs in N(t), and divide by the total number of pairs. This is one
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of many such measures one could use; we show below that this is
highly correlated with alternate measures such as haplotype r2

(Weale et al. 2003).
A set S of n SNPs specifying a collection of m haplotypes can

be denoted by an n � m matrix M. The columns of M correspond
to SNPs in the population, and rows correspond to haplotypes.
For an SNP s, denote si = M[i, s]. We assume for simplicity that all
SNPs are biallelic (taking on only two values); consequently M[i,
s] ∈ {0, 1} � i, s. Let a “target” SNP t be associated with a trait of
interest. If t is not typed, its state is predicted using proximal
SNPs. We define a measure of ”informativeness” of an SNP s with
respect to t to quantify the accuracy with which we can make this
prediction.

For an SNP s and haplotypes i, j, let Ds
i,j be the event that M[i,

s] � M[j, s]. We define the “informativeness” of SNP s with re-
spect to an SNP t as

I�s, t� = Probi�j�Di,j
s |Di,j

t � (1)

where i, j are two haplotypes drawn uniformly at random from
the set of all distinct haplotype pairs. Observe that I(s, t) = 1
implies complete predictability, and I(s, t) = 0 when t is mono-
morphic in the population. I(s, t) is estimated easily from a
sample as follows: Consider the complete graph GH on m nodes
labeled 1, 2, …, m. Each SNP s defines a subgraph that is a bipar-
tite clique with m nodes. The edge set E(s) is defined by the rule
(i, j) ∈ E(s) if and only if si � sj. Then

I�s, t� �
|E�s� ∩ E�t� |

|E�t� |

is the informativeness of s with respect to t. The definition is
easily extended to a subset of SNPs. For S� ⊆ S, let DS�

i,j be the event
that M[i, s] � M[j, s] for some s ∈ S�. Likewise, let E(S�) = ∪s∈S�E(s).
Then,

I�S�, t� = Probi�j �Di,j
S� |Di,j

t � �
|E�S�� ∩ E�t� |

|E�t� | (2)

When predicting a set of SNPs from a set of tagging SNPs, we
need to be aware that each SNP can only be predicted from its set
of neighbors, and we define for all S�, T ⊆ S,

I�S�, T� = �
t∈T

I�S� ∩ N�t�, t�

In Supplemental material 2, we make connections between In-
formativeness with measures of LD and Diversity.

Dealing With Genotype Data
The definition of informativeness above assumes the availability
of haplotype phases. In practice, genotype data are much more
easily determined experimentally than haplotypes. We overcome
this problem by computationally inferring haplotypes over each

neighborhood using a maximum likeli-
hood/expectation maximization approach
(Abecasis et al. 2001). For the purpose of our
discussion, we assume that this method can
infer accurately all common haplotypes of a
neighborhood. Further work into the sub-
ject of how genotype data can be used for
selecting tagging SNPs has been done by
Zhang et al. (2004).

SNP Selection Algorithm
We now present our algorithm for optimiz-
ing a measure I of informativeness, such as
the metrics presented in the previous sec-
tion, or one of those presented in Stram et
al. (2003), Weale et al. (2003), and Meng et
al. (2003).

We start by defining the k-most informative SNPs problem.

k-MIS: k Most Informative SNPs
Input: A set of n SNPs S, 0 < k � n.
Output: Find the subset S � ⊆ S such that I(S � , S) =

maxR⊂S, |R|�kI(R, S).

Consider again the informativeness of a subset S� with respect to
an SNP t. For ease of exposition, we define the distance between
SNPs s and t simply by the number of SNPs in between s and t. We
now show how we can solve the minimum informative SNPs
problem if we assume that the neighborhoods are not overly
large, that is, their size is bounded by some constant (say, 13 or
21). Informally, we would like to find a most informative subset
of SNPs given that only SNPs that are a distance w apart can be
used in the prediction.

In Figure 2 we give pseudocode for an algorithm that solves
the k-MIS problem. In Supplemental material 1, we show that
this algorithm can be used to solve the k-MIS efficiently, when
the size of each neighborhood is bounded by a constant w.

Test Data Sets
For evaluation, we rely on three data sets. The first is a chromo-
some-wide data set from human Chromosome 21 described by
Patil et al. (2001), which consists of 24,047 SNPs typed on 20
haploid copies of the chromosome. This data set contains a large
contiguous set of closely spaced SNPs, but the small number of
sampled chromosomes, the cosmopolitan origin of the popula-
tion sample, and high rate of missing data (21.7%) make this data
set less suitable for our purposes. To limit the amount of com-
putation, those experiments that leave out one test were done on
only the first 1000 SNPs of this data set. This subset was found to
be highly representative of the overall data set.

We also use a data set derived from 71 individuals typed at
88 polymorphic sites in the human lipoprotein lipase (LPL) gene
(Clark et al. 1998; Nickerson et al. 2000), from which we ignored
one multiallelic site to simplify our analysis. The greater sample
size allows us to draw more confident predictions. The haplotype
phase is known in this data set, allowing for comparisons with
the method of Zhang et al. (2003a) and cross-validation studies.

The third data set consists of 4102 SNPs distributed along
most of the genomic span of Chromosome 22 with a median
spacing of 4 kb, genotyped by the 5� nuclease assay (TaqMan
Assays-on-Demand SNP Genotyping Products, Applied Biosys-
tems; de la Vega et al. 2002) on 45 DNA samples of Caucasian
individuals obtained from the NIGMS Human Variation Panel
(Coriell Institute for Medical Research, Camden, NJ). The SNP
density and sample size of this data set are close to that used by
the International HapMap Project (International HapMap Con-
sortium 2003), and thus is particularly interesting to analyze.

Figure 1 The three panels display a region of Chromosome 22. The lower triangle of each
panel shows the LD between pairs of SNPs, where red denotes high LD and blue low LD. The
upper triangles show the pairs of SNPs where one is used to predict the other. (A,B) The
haplotype blocks as determined by two different runs of the block detection method of Gabriel
et al. (2002). (C) The neighborhoods determined from taking the union of all possible Gabriel
et al. blocks in the interval. The diamonds on the diagonal display the tagging SNPs selected for
the three sets, using the algorithm of Zhang et al. (2003a) for the first two figures and the
algorithm presented in this paper for the third figure.
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Cross-Validation Procedure
To assess the quality of the solution given by the tagging SNP
selection algorithm, we performed leave-one-out cross-
validation. For each haplotype in our data set, we trained our
algorithm on the rest of the data set to determine a minimum
informative SNP set. The performance of the SNP selection for
the haplotype left out was evaluated by counting the number of
alleles in that haplotype that were correctly imputed from the
SNPs that were “typed.” The accumulated accuracy over all hap-
lotypes gives a global measure of the accuracy for the given data
set. Implicitly, all SNPs that were typed in the test haplotype were
considered to be correctly imputed. SNPs that were not typed
were imputed by looking at the typed SNPs in their neighbor-
hood; if there are training haplotypes that had the same allele
call on all the typed SNPs in their neighborhoods, then the allele
was determined by a majority vote of those haplotypes (cf. Fig.
3). If no such haplotype existed, then the majority vote was taken
over all training haplotypes that have the same allele call on all
but one of the typed SNPs in the neighborhood. Furthermore, if
no haplotype existed having the same allele call on all but k SNPs
typed in the neighborhood, then the allele call was determined
over all training haplotypes with the same allele call on all but
k + 1 SNPs typed. If the majority vote was ambiguous, then we
counted the SNP as being one-half predicted.

Comparison With Other Tagging Methods
We compared our method with the tagging SNP selection
method presented by Zhang et al. (2003a), which like our
method can deal with large SNP data sets. The method presented
there partitions a chromosome into haplotype blocks and within
each block selects a set of tagging SNPs. To select a set of tagging
SNPs with limited resources, a cost is imposed with not tagging a
given SNP. In our experiments, we fixed the cost of an untagged
SNP to be 1, the same as the cost of typing a SNP. A block was
considered to be tagged if 90% of the haplotype diversity
(Johnson et al. 2001) was captured by the tagging SNPS. To ju-
dicially compare our approach and the approach presented in
Zhang et al. (2003a), we eliminated the effect of neighborhood or

block definition by assuming that an SNP i is in the neighbor-
hood of an SNP j if i and j both occur in the same putative block.

To look at the effect of different quality measures, we also
performed tagging SNP selection replacing the informativeness
quality measure described here with the haplotype r2 metric of
Weale et al. (2003).

RESULTS
We first consider how well our formal definition of informative-
ness correlates with a key practical benchmark of the value of an
SNP subset: its utility in predicting missing values. In Figure 4, we
plot informativeness and the number of SNPs correctly imputed
in a leave-one-out cross-validation test as a function of the num-
ber of SNPs typed. Informativeness and fraction of SNPs imputed
in cross-validation studies closely track one another until >80%
of their maximal value is achieved by both measures. The infor-
mativeness measure thus appears to be minimally affected by
overfitting on sparse data up to this accuracy level. For higher
numbers of SNPs, cross-validated imputation fraction slightly
lags informativeness. This latter observation is consistent with
the idea that a small fraction of the SNPs capture the common
haplotype variants that account for most population variation
and that are easily inferred from even very small population
samples, but that a minority of the variation is explained by rarer
haplotype patterns that are more difficult to infer accurately
from small population samples. Nonetheless, if we type only 20%
of the SNPs, we can correctly impute 90% of them using our
algorithm. We would expect informativeness to track imputation
accuracy even more closely when larger population samples are
used for inference.

We can further ask how this block-free method compares
with block-based informative SNP selection through comparison
to the Zhang et al. (2003a) algorithm. In Figure 5, we examine the
fraction of SNPs correctly imputed with leave-one-out cross-
validation as a function of the number of SNPs typed. We per-
form this comparison under two different conditions—the long-
range, small chromosome sample of the Patil et al. (2001) data
and the short-range, larger individual sampling of the LPL data—

Figure 2 An O(nk2w) algorithm for the k-MIS problem, assuming a
maximum size w on all neighborhoods.

Figure 3 Method of imputing the second SNP present in the test hap-
lotype from the four training haplotypes. The “haplotype” column shows
the original haplotypes. The “typed” column shows only the SNPs that
are typed, the first and the fourth SNP. The “imputed” column shows the
haplotypes used in the imputation of the second SNP; only those haplo-
types that are identical to the test haplotype on the first and fourth SNP
are used in the imputation. A is imputed as of those haplotypes that
agreed with the test haplotype on the first and fourth SNP, two haplo-
types have an A, and one has a C.

Figure 4 The x-axis shows the number of SNPs typed, and the y-axis
shows the fraction of total informativeness or total number of SNPs cor-
rectly imputed in a leave-one-out experiment. The solid (upper) curve
represents informativeness and the dashed (lower) curve shows the frac-
tion of SNPs that are correctly imputed in a leave-one-out experiment.
The data set used is the first 1000 SNPs of the Chromosome 21 data set
of Patil et al. (2001) using the no-four-gamete violation definition of
blocks and neighborhoods. Neighborhoods were restricted to have sizes
no larger than 13.
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allowing us to judge not just overall accuracy of the methods but
also their relative sensitivities to sample size. For almost all values
in both data sets, the number of correctly imputed SNPs is higher
for this method than for the one presented by Zhang et al.
(2003a). For the Chromosome 21 data, both methods show the
sort of rapid initial increase followed by a more gradual approach
to 100% informativeness that we observed in Figure 4. The block-
based method, however, almost immediately shows a slower rate
of growth in informativeness. This effect presumably reflects the
cost imposed by artificially restricting the range of influence of
the few SNPs chosen based on block boundaries. Both methods
level off and approach similar slow rates of growth upon reaching
∼80% accuracy, suggesting that both methods may encounter
similar problems of inferring rare haplotype patterns from the
smaller sample size. The LPL data show a slower initial growth,
perhaps reflecting the relatively high apparent historical recom-
bination rate of that genetic region or the presence of compar-
atively rare variants in that data set. For both methods, the slope
of the curve falls off more slowly with increasing SNP count for

LPL, consistent with the hypothesis that the larger population
sample for LPL versus Chromosome 21 reduces the difficulty of
inferring rare haplotypes.

We next investigated whether informative SNP selection
provides a significant advantage over random SNP selection us-
ing the genotype data from Chromosome 22. In Figure 6, we
compare the results of our algorithm with the random selection
of SNPs across the chromosome. The plot shows a substantial
advantage to informative SNP selection over random selection in
preserving informativeness. That advantage persists across the
range of SNP set sizes. For example, with randomly chosen SNPs,
we must genotype half of the data set (2051 SNPs) to reach 78.8%
accuracy, whereas an optimally chosen set can exceed that accu-
racy with only 636 SNPs (15.5%). Approximately the same accu-
racy can thus be achieved with a more than threefold reduction
in cost by choosing optimal tagging SNPs as opposed to random
SNPs. To compare the methods another way, the 2051 SNPs we
require to capture 78.8% of informativeness when the SNPs are
randomly chosen are enough to yield 99.6% of the informative-
ness when the SNPs are optimally selected. Thus, whether our
goal is to choose a specific subset size of maximum utility or to
achieve a fixed level of utility with minimum cost, informative
SNP selection appears to have considerable value.

One final issue we explore is the relationship between the
informativeness measure used in this paper and other multiloci
metrics of linkage disequilibrium. For this purpose, we compare
our informativeness measure with the haplotype r2 described by
Weale et al. (2003), a generalization of the pairwise r2 measure to
haplotypes. We compare with this measure because it provides a
simple analog into the space of haplotypes of a well-understood
and widely used traditional measure of pairwise LD. In Figure 7,
we examine the informativeness captured by SNPs when we se-
lect them to optimize average haplotype r2 compared with that
derived when we select SNPs so as to optimize directly for infor-
mativeness. For comparison, the figure also shows the informa-
tiveness captured by randomly chosen SNPs. The figure shows
that the results of optimizing for informativeness and for haplo-
type r2 are extremely close and are both very different from re-
sults achieved with randomly chosen SNPs. In Figure 8, we re-
verse this test and explore the fraction of total haplotype r2

correlation captured when we optimize separately for informa-
tiveness and for haplotype r2, with randomly chosen SNPs again

Figure 5 The x-axis shows the number of SNPs typed, and the y-axis
shows the fraction of SNPs correctly imputed in a leave-one-out experi-
ment. The solid (upper) curve represents the fraction of SNPs correctly
imputed by the block-free method presented in this paper, and the
dashed (lower) curve represents the fraction of SNPs correctly imputed by
the method of Zhang et al. (2003a). The no-four-gamete violation defi-
nition was used for blocks and neighborhoods. (A) Results from the first
1000 SNPs of Chromosome 21 data set. (B) Results from the LPL data set.

Figure 6 The x-axis shows the number of SNPs genotyped and the
y-axis the fraction of the informativeness captured by those SNPs. The
upper (solid) line represents the optimal solution and the lower (dashed)
line a random solution. Computations are done for the Chromosome 22
Caucasian genotype data set.
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included for comparison. The figure again shows that optimizing
for either measure optimizes very well for the other. The results
thus suggest that informativeness and haplotype r2, although
distinct measures, are closely related in practice.

Table 1 shows a summary of the number of tagging SNPs
obtained by optimally selecting tagging SNPs maintaining rea-
sonable informativeness values ranging from 85% to 100% on
the Chromosome 22 data set. As a comparison, we also show the
results using the haplotype r2 metric instead of informativeness,
and for randomly selected SNPs. As shown in Table 1, when
maintaining 100% of informativeness or haplotype r2, a reduc-
tion in genotyping of 34% is observed. Furthermore, if one is
willing to accept lower levels of informativeness, savings in geno-
typing up to 80% are achievable at 85% of informativeness. Simi-
larly savings of up to 70% are achievable at 85% of haplotype r2.

DISCUSSION
We present a new measure for the identification of subsets of
SNPs that are predictive of other SNPs identified in population
samples. As we argue above (and in Supplemental material 2),
this measure avoids some of the difficulties traditional linkage
disequilibrium measures have experienced when applied to tag-
ging SNP selection, particularly when dealing with small popu-
lation samples. Furthermore, the concept of pairwise LD does not
reliably capture the higher-order dependencies implied by ob-
served haplotype structures, whereas the extension to second-
order and higher LD would be tremendously complex analyti-
cally. The latter problem often leads to very inflated estimates of
the number of tagging SNPs required for genome-wide associa-
tion studies by requiring that all pairwise values of a LD metric
like r2 surpasses a minimum arbitrary threshold (e.g., r2 > 0.85;
Wang and Todd 2003; Carlson et al. 2004). These estimates are
flawed because they ignore the fact that multiple tagging SNPs
can predict the state of another SNP, as has been pointed out by
Goldstein et al. (2003). In addition, the sampling properties of
statistics for higher-order LD are quite poor, so that much larger
sample sizes are needed. Our notion of informativeness provides
a practical framework for formalizing the problem of tagging SNP

selection suitable for generalized structures of higher-order local
dependency. On the other hand, a consequence of using metrics
that leverage higher-order interactions, is that the data analysis
of association studies that used the tagging SNPs might need a
deconvolution function to map back the SNPs that were tagged
but not genotyped, in particular if a marker-by-marker analysis is
used. However, this may not be necessary if a haplotype-based
analysis is performed. One possible drawback of our new metric
is that it may not seem intuitive in the context of population
genetics theory and thus its relationship to other study design
parameters like power and sample size may not be obvious. Our
empirical studies confirm the practical value of this measure and
its relevance to prior work in the field. We have shown that the
informativeness measure closely follows both the r2 measure
when extended to haplotypes (Stram et al. 2003; Weale et al.
2003) and the intuitive notion of imputation accuracy of missing
data. It has been suggested that the haplotype r2 measure also
correlates well to sample size requirements (Stram et al. 2003;
Weale et al. 2003), and owing to the high correlation between the
latter and informativeness, we expect that setting thresholds on
our new metric can also inform on the power loss and sample size
trade-offs. We have presented algorithms for efficiently solving
the problem of optimally finding minimum informative SNP
subsets in most practical cases. The bounded-width method pro-
vides a means of solving the problem without resorting to a hap-
lotype block decomposition, which may be an important advan-
tage given the uncertainty about the definition and utility of
haplotype blocks (Wall and Pritchard 2003).

By not relying on haplotype block structures, we overcome
the limitations of tagging methods that are restricted to those
blocks and cannot tag SNPs outside these (Avi-Itzhak et al. 2003;
Sebastiani et al. 2003; Zhang et al. 2003a), and that ignore block-
to-block LD. We have shown that there is considerable value to
our particular method for block-independent selection of infor-
mative SNP subsets, compared with both random selection and a
leading block-based selection method. We further show that our
method is not significantly impaired by overfitting even when
inferring from small population samples. These results are estab-
lished across several data sets representing a range of numbers of
SNPs and depths of coverage.

Figure 7 The effects of changing the quality function being optimized
on the Chromosome 22 Caucasian genotype data set. The x-axis repre-
sents the number of SNPs genotyped, and the y-axis shows the fraction
of haplotype r2 captured. The solid line shows the haplotype r2 if tagging
SNPs are chosen optimally, the dashed line shows the haplotype r2 if the
tagging SNPs are selected by maximizing haplotype informativeness, and
the dotted line shows the informativeness from choosing random sets of
tagging SNPs.

Figure 8 The effects of changing the quality function being optimized
on the Chromosome 22 Caucasian genotype data set. The x-axis repre-
sents the number of SNPs genotyped, and the y-axis shows the fraction
of informativeness captured. The solid line shows the informativeness if
tagging SNPs are chosen optimally, the dashed line shows the informa-
tiveness if the tagging SNPs are selected by maximizing average haplo-
type r2 correlation, and the dotted line shows the informativeness from
choosing random sets of tagging SNPs.
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As one exemplar method for defining sensible neighbor-
hoods of SNPs that can predict the state of another, we took
advantage of the uncertainty in the heuristics for finding haplo-
type blocks, and used as neighborhood the union of alternative
block decompositions that are possible for a given region. How-
ever, a better alternative would be to use map distance thresholds
not in the physical map, but in the metric LD map that has
additive distances proportional to the strength of LD (Maniatis et
al. 2002). This would provide a truly block-free method that
would factor in map location in a meaningful way, using a neigh-
borhood description that is resilient to the issues of pairwise LD
metrics described above, and robust to SNP density (Ke et al.
2004). We also emphasize that this algorithm can be used with
our informativeness measure or with other quality metrics more
appropriate for a particular study design. For example, when
there is more knowledge on the disease mode of inheritance or
on the range of disease allele frequency, alternate objective func-
tions may be considered such as maximizing the power for de-
tecting association.

There are several avenues for future work in this area. We
note that although we have presented an optimal algorithm for
selecting tagging SNPs in the three-step framework presented
here, methods that are demonstrably optimal for all cases have
not been presented for the first two steps; selecting sets of pre-
dictive SNPs and defining the best quality measure. Another
question to explore is the necessary sample size to select a tagging
SNP set that can be extrapolated to larger sample sizes. Thomp-
son et al. (2003) suggested that samples as small as 25 individuals
may be sufficient for the screening of a panel of SNPs from which
to select a useful tagging SNP set. This sample size is smaller than
the one used in our Chromosome 22 data set and in the HapMap
project (International HapMap Consortium 2003). However, fur-
ther exploration of this parameter in our framework is warranted.
Finally, the issue of which starting density of sampled SNPs is
appropriate to select a tagging SNP set with suitable coverage of
all genomic regions needs to be studied. Clearly, the data sets
being generated by the HapMap project and others (Ke et al.
2004) will be helpful to perform this assessment.
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