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PCA: Principal Component Analysis
Å The best possible lower dimensional 

representation based on linear projections.

Å A basis of directions of variance ordered by 
their significance.

Å Throw away least variance dimensions to 
reduce data representation.

R.P.W. Duin

http://rduin.nl/prtools.html




K-means algorithm

Illustration: http://en.wikipedia.org/wiki/K-means_clustering

1. Randomly 

select K centers 

2. Assign each 

point to nearest 

center

3. Compute new 

center (mean) 

for each cluster

Back to 2

http://en.wikipedia.org/wiki/K-means_clustering


More techniques in notes

ÅK-means
ïIteratively re-assign points to the nearest cluster center.

ÅAgglomerative clustering
ïStart with each point as its own cluster and iteratively 

merge the closest clusters.

ÅMean-shift clustering
ïEstimate modes of probability density function.

ÅSpectral clustering
ïSplit the nodes in a graph based on assigned links with 

similarity weights.





ImageNet

ÅImages for each 
category of 
WordNet

Å1000 classes

Å1.2mil images

Å100k test

ÅTop 5 error



Dataset split

Training 

Images

Testing 

Images

Validation 

Images

- Secret labels
- Measure error

- Train classifier - Measure error
- Tune model 
hyperparameters

Random train/validate splits = cross validation



Prediction
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Slide credit: D. Hoiem and L. Lazebnik



Features

ÅRaw pixels

ÅHistograms

ÅTemplates

ÅSIFT descriptors

ïGIST

ïORB

ïHOGé.

L. Lazebnik


