
 

































Deepti Raghavan
General lecture flow:
- Lecture 2 of CS229s 2023, given by Simran Arora: https://docs.google.com/presentation/d/1Pqu-TYLSnL9XNXF6BHlWahEtgNGNbm1lwQzpgxduJJc/edit#slide=id.g2863f73f1c2_0_0
- Transformers and Attention Lecture of CMU 15-442

Images:
- Sequence Modeling: Simran’s slides, # 7
- RNN breakdowns and challenges: Simran’s slides, 34-37
- Attention Figure: Attention is All You need Paper (Vaswani et. Al): https://arxiv.org/pdf/1706.03762
- Encoder, Decoder, Encoder-Decoder diagrams: slides 27-29 of simran’s lecture
- Heatmap of attention: Neural Machine Translation by Jointly Learning to Align and Translate: https://arxiv.org/abs/1409.0473
- Self attention matrix diagrams: 44-55 of Simran’s lecture
- Multi head attention diagram: Are 16 heads better than 1: https://blog.ml.cmu.edu/2020/03/20/are-sixteen-heads-really-better-than-one/ 
- Transformers Architecture Build Up: Slide 66 - end of Simran’s lecture

Other references:
Megatron Paper: https://arxiv.org/pdf/2104.04473



