






Neuron layers
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Neural net
Friday, December 2, 2022 1:14 PM



L is the loss function (error between 
expected/actual output of the training 
data)
Want to find weights that get it as close 
to 0 as possible
When we don't know what the global data 
looks like, we do this in small localized 
steps by following the slope
We can write down formulas for these 
slopes for a neural net
Performing such a gradient descent for a 
neural net is called "backpropagation"

Gradient descent/backpropagation
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