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Abstract

The vast majority of virtual environments concen-
trate on constructing a realistic visual simulation while
ignoring non-visual environmental cues. Although
these missing cues can to some extent be ignored by
an operator, the lack of appropriate cues may con-
tribute to \cybersickness" and may a�ect operator per-
formance. Here we examine the role of vestibular cues
to self-motion on an operator's sense of self-motion
within a virtual environment. We show that the pres-
ence of vestibular cues has a very signi�cant e�ect on
an operator's estimate of self-motion. The addition of
vestibular cues, however, is not always bene�cial.

1 Introduction

Virtual environments have been proposed for
many, varied applications including the treatment of
phobias[16], providing control for a mobile robot[1]
and even providing a safe place for children to prac-
tice crossing the street[7]. In many virtual simulations
e�ort has concentrated on constructing an accurate,
realistic, visual simulation while other environmental
and motion cues tend to be ignored.

There are many cues that normally contribute to
the perception of motion. Consider the common vir-
tual environment in which an operator equipped with
a head-mounted display is physically limited to the
tracking region of the head tracker and \
ies" about
an environment using a joystick or some other point-
ing device to signal desired motion. Such a subject
is then presented with a wealth of visual cues to self
motion, but the non-visual cues that are found in the
real-life version of the experience are sorely missing.

There are several visual cues that contribute to
telling operators of VR simulation that they have
moved in their environment. These include judging
their change in position against the visually-provided
position and visual direction of objects in the environ-

ment. Another visual motion cue is optic 
ow; when
moving through a three-dimensional environment the
components of the retinal image stream across the
retina and the resulting optic 
ow contains informa-
tion about the direction and velocity of the operators'
movement[3, 18]. Optic 
ow alone can generate a very
strong impression of self-motion which is called vection
[6].

A virtual environment with only visual cues ignores
the physical cues to linear self motion which are largely
signaled by the acceleration-sensitive otolith division
of the vestibular system[10]. Periods of constant veloc-
ity cannot be registered by this acceleration-sensitive
system; but for motions with changing velocities, po-
sition can be obtained by double integration of the
acceleration signal. Humans are able to use vestibular
information to assess a position change [2, 8, 9, 11]
and direction of travel [17, 12, 19].

So an operator \moving" within a vision-only vir-
tual environment is presented with at least two con-
tradictory cues to self motion; the visual stimulus is
carefully arranged to signal motion of the operator,
while the vestibular system provides a signal which is
consistent with no motion or motion at constant ve-
locity.

There are many possible outcomes of this unnatu-
ral combination of visual and vestibular cues. It may
be the case that one or the other of the two cues dom-
inates, or the operator may average the two cues in
some way. Disparate cues, generating an inter-sensory
con
ict have been postulated as a major reason for
motion sickness [13, 15]. The associated nausea can
be expected to reduce the e�ciency of an operator
working in a virtual environment.

This paper describes an experiment in which we
pitted optic 
ow against non-visual cues to linear self
motion to reveal which was the dominant sense in de-
termining the perception of how far one has moved.



Figure 1: Experimental setup. Panel A shows the starting conditions and panel B shows typical movements
experienced during the experiment. The left side of each panel shows the subject's visual perception and the
right side shows the actual motion for the visual plus vestibular condition. For vision-only trials, the chair did
not move but the subject's visual perception was as in panel B.

2 Methods

Participants

Ten subjects took part in this experiment. They
were drawn from the graduate student population at
York University and all had normal visual and vestibu-
lar functioning. The experiments were approved by
the York University ethics committee. Subjects were
paid at a standard rate for experimental subjects.

Apparatus

In order to examine the relationship between opti-
cal 
ow and non-visual cues to self motion we con-
structed an apparatus capable of generating di�er-
ent visual-vestibular conditions and controlling for the
possibility that the subject could track outstanding
visual features in the environment. To achieve this
we presented visual information by in a virtual reality
(VR) system and, at the same time vestibular cues by
physical movement. Figure 1 shows the experimental
arrangement. Subjects sat in a chair on a cart and
viewed a computer-generated display in a VR helmet.
This was a single-screen device so the two eyes viewed
exactly the same optic 
ow. The armrest on the chair
was equipped with a set of buttons to record operator
responses.

Virtual Reality Equipment

Imagery was generated using an R10000 SGI
Indigo2 computer. Output video was converted to
NTSC format and presented to the subject via a Liq-
uid Image MRG3 head-mounted display. The display
provided binocular viewing of a single colour 768x556
pixel liquid crystal display with a 84o (horizontal) by
65o (vertical) �eld of view. The head-mounted dis-
play was equipped with a six-degree-of-freedom Flock
of Birds head tracker. The Flock of Birds provided
simultaneous measurement of head position and ori-
entation over a range of �3ft. Motion was tracked to
accuracies of 0:5o and 0:07in. at rates up to 144Hz.
In order to extend the range of the head tracker, the
transmitter was mounted on the cart and thus only
measured subject motion relative to the cart. The
cart was attached by a rope to a weight hung from pul-
leys. When this weight was released, it pulled the cart
at a constant acceleration (0.1 - 0.4 ms�2 depending
on the subject's weight and the pulley arrangement)
along a 4 meter track. This is shown in the part of Fig-
ure 1A labeled \actual arrangement". Motion of the
cart was measured by sliding an optical encoder (res-
olution over 3000 encoder counts per meter) along an
earth-�xed cable. Head position in space could then
be deduced by adding the head-on-cart signal from the
Flock of Birds to the cart-on-earth signal provided by



the optical encoder.

Visual Stimulus

The part of Figure 1A labeled \subject's visual per-
ception" illustrates the virtual environment in which
subjects perceived themselves during this experiment.
Subjects appeared to be located in a virtual corri-
dor 50m long, 2m wide and 2.5m high, roughly mod-
eled on the standard cross-section of the corridors at
York University. The walls were textured with verti-
cal stripes 0.5m wide which changed colour on a ran-
dom schedule approximately once a second. The du-
ration of a particular colour on any stripe was chosen
randomly from a uniform distribution. The coloured
stripes are indicated by grey shades in the black-and-
white diagram. This 
ickering between colours was
added in order to reduce the possibility that the sub-
ject could track a feature on the wall. We wanted to
force subjects to use only optical-
ow information and
not to track objects. The video imagery was updated
at approximately 6Hz.

Experimental Conditions

Condition 1: Vision alone

For the vision-only condition, the subject did not move
physically at all but moved only visually down the cor-
ridor. The pattern of visual motion was derived from
pre-stored information obtained in other trials when
the subject actually did move. Thus we could ensure
that visual stimulation was identical in the vision-only
and vision-plus-vestibular trials.

Condition 2: Vestibular alone

The video signal was turned o� and the subject phys-
ically moved in complete darkness.

Condition 3: Vision plus Vestibular

The vision-plus-vestibular condition was the \natural"
condition. The subject's visual position in the virtual
corridor was derived from the simultaneous physical
motion of the subject.

Procedure

Subjects were positioned within the virtual corri-
dor so that they were facing down its length. At the
beginning of the experiment (panel A in Figure 1)
subjects were presented with a visual target at a dis-
tance of between 1 and 8m in front of them. Subjects

were encouraged to move their heads about and get a
good idea of how far away the target was using par-
allax and perspective cues. When they were ready,
subjects pressed a button which made the target dis-
appear and started them moving down the corridor
(panel B in Figure 1) under one of the three possi-
ble conditions described above (vision only, vestibular
only or vision plus vestibular). The subject did not
know which condition was about to be experienced
while they were judging the target distance. The sub-
ject was instructed to press a button when they felt
that their nose would have touched the target had it
been visible.

Data Analysis

The computer recorded the subjects' position in
the corridor when they pressed the button. These
distances were then averaged and subjected to a lin-
ear regression analysis to determine if the relationship
between the actual target distance and the point at
which the button was pushed varied between the three
conditions.

3 Results

Figure 2 shows the distance that a subject had to
travel in order to feel that the target had been reached.
The means and standard deviations of 10 subjects are
plotted against the actual target distances. Regres-
sion lines are forced through the origin. Perfect per-
formance is shown as the shaded bar with a slope of
1.0. Subjects were very accurate at judging movement
under vision-only conditions (slope=0.95) but consis-
tently and dramatically over-estimated the distance
traveled in the dark (slope=0.30).

When visual and non-visual cues were presented in
their natural combination, that is, when optic 
ow and
vestibular cues were present, subjects still consistently
over-estimated their motion (slope = 0:45, Figure 2)
for all target distances tested (up to 8m). This is
despite the fact that the very same visual cue when
presented alone was associated with accurate perfor-
mance. In the vision-plus-vestibular condition sub-
jects' judgments were signi�cantly earlier than in the
optic-
ow-only condition (F=148.2; dof=106; p<0.01)
and were not signi�cantly di�erent from the judg-
ments made in the vestibular-only condition (F=0.27;
dof=151; ns).



Figure 2: Judged target distance. Graph showing the relationship between actual target distance (horizontal
axis) and perceived target distance (vertical axis) for three conditions. When judgements were made to \vision
only" stimuli (open diamonds), performance was very close to veridical (slope = 1:0); when movement was in
the dark and only vestibular information was available (�lled diamonds), performance was poor (slope = 0:3)
and physically-traversed distances were judged to be much longer than they actually were (1m was judged to be
3m); when both visual and vestibular cues were present (�lled triangles), performance was much closer to the
vestibular alone than the vision alone condition and distances continued to be overestimated.

4 Discussion

The results of this study showed that while subjects
are capable of judging the distance of their self-motion
accurately using our visual display alone, their perfor-
mance was seriously degraded when they were moved
at the same time. When given a target at between
one and eight meters down the corridor, our subjects
could accurately estimate when they had traveled the
speci�ed distance under the visual alone condition. In
the movement-in-the-dark (vestibular only) condition,
however, they pressed the button when they had trav-
eled only about one third of the required distance.
That is subjects overestimated their distance traveled
when constantly accelerating in the dark. If the dis-
tance to match was 3m, for example, subjects felt they
had traveled through this distance when they had gone
only 1m. That is 1m traveled at constant acceleration
in the dark feelt like 3m.

When subjects were really, physically moved, pro-
viding both visual and vestibular cues in the natu-
ral arrangement, they again pressed the button much
too soon; close to the distance they had indicated un-
der the vestibular-alone condition. That is under con-
stant acceleration in the light, with only optic 
ow and

vestibular cues, subjects consistently over-estimated
their motion. We conclude from this study that opti-
cal 
ow alone is not the dominant factor in assessing
distance traveled, although it can be used accurately
when there are no competing cues. Instead vestibular
cues, when present, capture the perception and dictate
the perceived distance traveled.

Why is the vestibular-only condition so
powerful?

Other studies (eg [4, 8]) have also reported subjects
overestimate their perceived distance traveled when
accelerating in the dark. This might be due to an
overshoot in otolith activity to a step in acceleration
[11, 21]. It might also be viewed as an open-loop re-
sponse of a system whose loop is usually closed by
active control of the movement of the head.

Why vestibular capture?

Perceptual thresholds for object motion are raised
and object velocity is underestimated during head
movement [14] (see [5] for a review). The reduction
in the use of visual movement clues under our vision-
plus-vestibular condition might represent another ex-



ample of this. Anecdotally, our subjects often reported
that the visual stimulus did not appear to be working
during combined trials.

How generalizable are our �ndings?

At �rst glance, our �ndings are rather counter-
intuitive: why, when vision and vestibular cues are
both present, are subjects not accurate at judging the
distance they travel? It is important to realize that
our experiments were designed to pit only two of the
many cues normally available to help in the estima-
tion of self motion. Our visual cues were deliberately
not as rich as the natural visual cues available during
self motion. We did not have position cues or stereo-
scopic cues for example. Also, the visual system may
not be well able to deduce the meaning of an optic

ow generated by a constant acceleration of the person
[20]. In contrast to this impoverished visual signal, our
vestibular cue was particularly powerful. Continuous,
passive acceleration is an unusual cue under natural
circumstances.

Can we generalize from our experiments using op-
tic 
ow only, passive movement, and constant acceler-
ation to situations containing other combinations of
sensory stimuli? Our experiments suggest that we
should expect the unexpected and that the only way
to explore the role of multi-sensory contributions to
the perception of self motion, so important if we are
to simulate self-motion convincingly, is to design and
carry out further experiments.

Applications of our �ndings.

Understanding the conditions under which the
vestibular system dominates in the perception of self
motion might provide an underpinning for develop-
ing powerful techniques in virtual reality technologies.
The virtual reality experience is at present often un-
convincing and even nauseogenic. This has been at-
tributed to a lack of appropriate vestibular cues. But
how much extra-visual motion should be provided?
This study has shown that just presenting vestibular
cues during passive VR simulation can lead to un-
wanted e�ects. Our results show that when vestibular
cues are present they can capture the visual system
with the undesired and unexpected result of rendering
the combined system less accurate than the vision-
alone system. Designers of immersive environments
which attempt to provide vestibular information in
order to overcome some of the nauseogenic properties
of VR environments must take special care that the
introduction of even \correct" vestibular information

may degrade operator performance in the resulting en-
vironment.
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