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Many figures courtesy Kevin Murphy’s textbook, 
Machine Learning: A Probabilistic Perspective 



Dimensionality Reduction 
Supervised Learning Unsupervised Learning 

D
is

cr
et

e 
C

on
tin

uo
us

 

classification or 
categorization 

regression 

clustering 

dimensionality 
reduction 

•!Goal:  Infer label/response y given only features x 
•!Classical:  Find latent variables y good for compression of x 
•!Probabilistic learning:  Estimate parameters of joint  
distribution p(x,y) which maximize marginal probability p(x) 



Principal Components Analysis (PCA) 
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PCA as Low Rank Approximation 



Maximizes Variance & Minimizes Error 

C. Bishop, Pattern Recognition & Machine Learning 



PCA for Handwritten Digits 

C. Bishop, Pattern Recognition & Machine Learning 
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Probabilistic PCA 

C. Bishop, Pattern Recognition & Machine Learning 



PCA versus Probabilistic PCA 

Standard PCA 
(orthogonal projection) 

Probabilistic PCA 
(shrunk towards mean) 



Prediction of Validation Data 

Standard PCA 
(reconstruction error) 

Probabilistic PCA 
(negative log likelihood) 



Factor Analysis Example 

Features of 
Cars in 2004 


