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Many figures courtesy Kevin Murphy’s textbook, 
Machine Learning: A Probabilistic Perspective 



Gaussian (Normal) Distributions 

Summaries:  Mean, median, mode, variance, standard deviation 



Beta Distributions 



Sequence of Beta Posteriors 



Multinomial Simplex 



Dirichlet Probability Densities 



Dirichlet Probability Densities 



Summaries of Posterior Distributions 
Central Credible Interval Highest Posterior Density Region 



Model Selection: Bayes’ Factors 

As suggested by Jeffreys.  Caveats:  Can exhibit sensitivity  
to choice of priors for each model’s parameters. 

Most reliable when comparing pairs of “similar” models. 



Binary MAP Estimation 

Likelihood Functions Posterior Probabilities 



False Positives vs. False Negatives 



ROC Curves 


