Linear Basis Function Models (1)

Example: Polynomial Curve Fitting
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Slides adapted from Bishop’s “Pattern Recognition and Machine Learning”



Linear Basis Function Models (2)

Polynomial basis functions:

¢i(z) = 27,

These are global; a small
change in X affect all basis

functions.




Linear Basis Function Models (3)

Gaussian basis functions:

¢;(x) = exp {—(x — Mj>2}

252

These are local; a small change
in X only affect nearby basis
functions. Parameters control
location and scale (width).

0.75 1

0.5 |

0.251




Linear Basis Function Models (4)
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Fourier Basis Wavelet Basis




Sum-of-Squares Error Function




The Gaussian Distribution

N(z|p,0?)

N (|, 0?) = —— exp{—i(fc—uf}

a (2%02)1/2 20

N, %) = i s e { =50 S - ) |




Geometry of Least Squares

Consider
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Polynomial Curve Fitting
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y(x,w) = wp + w4+ wox® + ... +wyr™ = ijxj




Ot" Order Polynomial




15t Order Polynomial




3"d Order Polynomial




9th Order Polynomial




Over-fitting

—©— Training
—O— Test

Root-Mean-Square (RMS) Error: Egrys = /2E(w*)/N




Polynomial Coefficients

M=0 M=1 M=3 M =9
wg | 019 082  0.31 0.35
wk 1.27  7.99 232.37
W -95.43 -5321.83
wk 17.37  48568.31
W -231639.30
wi 640042.26
wi -1061800.52
wk 1042400.18
wi -557682.99
W 125201.43




Data Set Size: N = 15

9th Order Polynomial




Data Set Size: N = 100

9th Order Polynomial




Regularized Least Squares (1)

Consider the error function:
ED<W) -+ )\Ew<W)

Data term + Regularization term

With the sum-of-squares error function and a
qguadratic regularizer, we get
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, is called the
regularization
coefficient.

which is minimized by
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Regularized Least Squares (2)

With a more general regularizer, we have
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Lasso Quadratic




Regularization: In \ = —18




Regularization: In\ =0




Regularization: Egug VS. 1In A
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Polynomial Coefficients

InA=—-00 InA=-18 InA=0
wy 0.35 0.35 0.13
wy 232.37 4.74 -0.05
w3 -5321.83 -0.77 -0.06
w3 48568.31 -31.97 -0.05
wy -231639.30 -3.89 -0.03
wi 640042.26 55.28 -0.02
wg | -1061800.52 41.32 -0.01
wy | 1042400.18 -45.95 -0.00
w3 -557682.99 -91.53 0.00
wy 125201.43 72.68 0.01




