






People in the 

computer vision community

integral to effort!

Paper describing 

technique @ CVPR 2016

Had 11 citations 

up to last week…



How does it work?



Problems:

• Very noisy data!

• Significant phase shifts

Computer vision to the rescue!

- Image modeling in Fourier domain -> represent phase

- Data-driven priors using Gaussian mixture models on 
patches of signal -> represent expected statistics!

- Expected Patch Log Likelihood – Zoran and Weiss ICCV 
2011 -> generic prior method for image reconstruction

- Simulated data to build prior



[Zoran and Weiss, 2011]



Multiple view geometry

Hartley and Zisserman

Lowe

Camera calibration

Epipolar geometry

Dense depth 

map estimation
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Correspondence problem

Multiple match 

hypotheses 

satisfy epipolar 

constraint, but 

which is correct? 

Figure from Gee & Cipolla 1999
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Results with window search

Window-based matching

(best window size)

‘Ground truth’
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“Shortest paths” for scan-line stereo
Left image

Right image

Can be implemented with dynamic programming

Ohta & Kanade ’85, Cox et al. ’96, Intille & Bobick, ‘01
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Coherent stereo on 2D grid
• Scanline stereo generates streaking artifacts

• Can’t use dynamic programming to find spatially 

coherent disparities/ correspondences on a 2D grid
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Stereo matching as energy minimization

I1
I2 D

Energy functions of this form can be minimized using graph cuts.

Y. Boykov, O. Veksler, and R. Zabih, Fast Approximate Energy 
Minimization via Graph Cuts,  PAMI 2001
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Source: Steve Seitz

http://www.csd.uwo.ca/~yuri/Papers/pami01.pdf
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Better results… 

Graph cut method
Boykov et al., Fast Approximate Energy Minimization via Graph Cuts, 

International Conference on Computer Vision, September 1999.

Ground truth

For the latest and greatest:  http://www.middlebury.edu/stereo/

http://www.cs.cornell.edu/rdz/Papers/BVZ-iccv99.pdf
http://www.middlebury.edu/stereo/


Building Rome in a Day

By Sameer Agarwal, Yasutaka Furukawa, Noah Snavely, Ian Simon, Brian Curless, Steven M. Seitz, Richard Szeliski

Communications of the ACM, Vol. 54 No. 10, Pages 105-112

SIFT + Fundamental Matrix + RANSAC + dense correspondence



SIFT + Fundamental Matrix + RANSAC + dense correspondence



Stereo correspondence

• Let x be a point in left image, x’ in right image

• Epipolar relation
• x maps to epipolar line l’

• x’ maps to epipolar line l
l’l

x x’



How does a depth camera work?

Intel laptop depth camera

Microsoft Kinect v1



Active stereo with structured light

• Project “structured” light patterns onto the object
– Simplifies the correspondence problem

– Allows us to use only one camera

camera 

projector

L. Zhang, B. Curless, and S. M. Seitz. Rapid Shape Acquisition Using Color Structured 

Light and Multi-pass Dynamic Programming. 3DPVT 2002

Stereo system!

http://grail.cs.washington.edu/projects/moscan/


Kinect: Structured infrared light

http://bbzippo.wordpress.com/2010/11/28/kinect-in-infrared/

http://bbzippo.wordpress.com/2010/11/28/kinect-in-infrared/


How does a depth camera work?

Stereo in infrared.



Time of Flight (Kinect V2)

• Depth cameras in HoloLens use time of flight
• “SONAR for light”

• Emit light of a known wavelength, and time how long it 
takes for it to come back



With either technique…
…I gain depth maps over time.

Optex Depth Camera Based on Canesta Solution



Yisheng Zhou

Rendered from different viewpoint



Once I have my depth map, 

what can I do with it?

Measure.

Combine! (Reorganize?)



What if we want to align…
but we have no matched pairs?

• Hough transform and RANSAC not applicable

(tx, ty)

Problem: no initial guesses for correspondence



Medical imaging: match 

brain scans or contours
Vision/Robotics: match point clouds

Kwok and Tang

Applications



Iterative Closest Points (ICP) Algorithm

Goal: 

Estimate transform between two dense point sets S1 and S2

1. Initialize transformation 
• Compute difference in mean positions, subtract

• Compute difference in scales, normalize

2. Assign each point in S1 to its nearest neighbor in S2

3. Estimate transformation parameters T
– Least squares or robust least squares, e.g., rigid transform

4. Transform the points in S1 using estimated parameters T

5. Repeat steps 2-4 until change is very small (convergence)



Example: solving for translation

(tx, ty)

Problem: no initial guesses for correspondence
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1. Initialize t by mean point translation

2. Find nearest neighbors for each point

3. Compute transform using matches

4. Move points using transform

5. Repeat steps 2-4 until convergence



Example: aligning boundaries
1. Extract edge pixels 𝑝1. . 𝑝𝑛 and 𝑞1. . 𝑞𝑚

2. Compute initial transformation (e.g., compute translation and scaling 
by center of mass, variance within each image)

3. Get nearest neighbors: for each point 𝑝𝑖 find corresponding 
match(i) = argmin

𝑗
𝑑𝑖𝑠𝑡(𝑝𝑖, 𝑞𝑗)

4. Compute transformation T based on matches

5. Transform points p according to T

6. Repeat 3-5 until convergence

p q



ICP demonstration

Bouaziz et al.

Time = iterations of ICP








