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Continuous Discrete

Machine Learning Problems

Supervised Learning  Unsupervised Learning

classification or

- clustering
categorization

dimensionality
reduction

regression




Supervised learning

f(x) =y
N

Prediction Image Output (label)
function feature

Training: Given a training set of labeled examples:

{(xllyl)l eeey (leyN)}
Estimate the prediction function f by minimizing the
prediction error on the training set.

Testing: Apply f to a unseen test example x and output the
predicted value y = f(x) to classify x.



Image Categorization

Training Training
Labels

4
o[ o B e [

Features Training




Classifiers

/ Training \

Training [

-

Image
Features

|

Training
Labels

|

Classifier
Training

Trained
Classifier

|




Learning a classifier

Given a set of features with corresponding labels,

learn a function to predict the labels from the
features.

+ = Data point from class 1

X2

0 = Data point from class 2

+ Each data point has a
feature vector (x1,x2).




Image Categorization

Labels

Image Classifier Trained
|| St g2

Features Training

Training [ Training ]

Testing
)
Image ]‘[ Trained ]‘ Prediction
Features Classifier Outdoor
\ J

Test Image



Example: Scene Categorization

e |s this a kitchen?




Bias-Variance Trade-off

Bias: error in model assumptions; how much the average
model over all training sets differs from the true model.

Variance: how much models estimated from different training
sets differ from each other.

v, Sample? Models with too few parameters are
inaccurate because of a large bias.
\ ."' * Not enough flexibility!

Models with too many parameters are
inaccurate because of a large variance.
* Too much sensitivity to the sample.




Recognition: Overview and History

Slides from James Hays, Lana Lazebnik, Fei-Fei Li, Rob Fergus, Antonio Torralba, and Jean Ponce



How many visual object categories are there?
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OBJECTS
I

ANIMALS PLANTS INANIMATE
VERTEBRATE NATURAL MAN-MADE
MAMMALS BIRDS
TAPIR BOAR GROUSE CAMERA




Specific recognition tasks

Mﬂll s
- .muuuun"lu {ul

Svetlana Lazebnik



Scene categorization or classification

e outdoor/indoor
e city/forest/factory/etc.

S

v AR
= B 1] 4 b
T 01 L
T
Nl Il

i
2 nuuuluu ln lué
07 AN f
n -
-
£33 2 i
il 1 e h
i
p—
= i
o )

Svetlana Lazebnik



Image annotation / tagging / attributes

|« street

* people

W,,_ building

3 ""ﬁ' Rr"""‘f'
st mountain :
i “4 * tourism

Svetlana Lazebnik



Image parsing / semantic segmentation
sky -

mountain

udl!l I*’ l

W bqulng

tree

e —

OGRS —

. street Iamp

‘. people ‘
¥  we'lE

Svetlana Lazebnik



Object detection

* find pedestrians

Svetlana Lazebnik



Scene understanding?

Mﬂll n

Svetlana Lazebnik



Category vs. instance recognition

Category:
— Find all the people
— Find all the buildings
— Often within a single image
— Often ‘sliding window’

Instance:
— |s this face James?
— Find this specific famous building
— Often within a database of images




Scene recognition dataset

industrial tall bulldmg inside city

coast open country mountain

Instance or category?



Recognition is all about modeling variability

Variability: Camera position

Svetlana Lazebnik



Recognition is all about modeling variability

Variability: Camera position
Illumination

Svetlana Lazebnik



Recognition is all about modeling variability

Variability: Camera position
lHlumination
Pose/shape parameters

Svetlana Lazebnik



Recognition is all about modeling variability

Variability: Camera position
lHlumination
Pose/shape parameters

:> Within-class variations?

Svetlana Lazebnik



Within-class variations

Svetlana Lazebnik



Recognition is all about modeling variability

Variability: Camera position
lHlumination
Pose/shape parameters

Within-class variation

Svetlana Lazebnik



History of ideas In recognition

 1960s — early 1990s: the geometric era S

Svetlana Lazebnik



Ny

Set of

Images

Variability; Camera position
[Hlumination

Shape 1s known

Roberts (1965); Lowe (1987); Faugeras & Hebert (1986); Grimson & Lozano-Perez (1986); Huttenlocher & Ullman (1987) Svetlana Lazebnik



Alignment

« Alignment: fitting a model to a transformation
between pairs of features (matches) in two images

Xi o
l X; Find transformation T
0 T ® that minimizes
o —p© O
_ o D residual(T (x;), X))
i

Svetlana Lazebnik



Recognition as an alignment problem:
Block world

L. G. Roberts

Machine Perception of
Three Dimensional Solids,
Ph.D. thesis, MIT
Department of Electrical
Engineering, 1963.

e)

Fig. 1. A system for recognizing 3-d polyhedral scenes. a) L.G. Roberts. b)A blocks
world scene. c¢)Detected edges using a 2x2 gradient operator. d) A 3-d polyhedral
description of the scene, formed automatically from the single image. e} The 3-d scene
displayed with a viewpoint different from the original image to demonstrate its accuracy
and completeness. (b) - e) are taken from [64] with permission MIT Press.)

J. Mundy, Object Recognition in the Geometric Era: a Retrospective, 2006



http://www.di.ens.fr/~ponce/mundy.pdf
http://www.packet.cc/files/mach-per-3D-solids.html

Representing and recognizing object categories Is harder...

Trd

ACRONYM (Brooks and Binford, 1981)
Binford (1971), Nevatia & Binford (1972), Marr & Nishihara (1978)



General shape primitives?

Generalized cylinders
Ponce et al. (1989)

Forsyth (2000)

Zisserman et al. (1995)

Svetlana Lazebnik



Cube

Straight Edge
Straight Axis
Clonstant

Arch

i}

Straight Edge
Curved Axig
Conatant

Recognition by components

Biederman (1987)

Primitives (geons)

Wedge

Pyramid

Cylinder

> DO

Sftraight Edge
Straight Axis
Expanded

Cone

A

—_—

Curved Edge
Sfraight Axis
Expanded

Straight Edge
Straight Axis
Expanded

Expanded
Cwylinder

Curved Edge

Sftraight Axis
Expanded

Curved Edge
Straight Axis
Clonstant

Handle

(5

Curved Edge
Curved Axig
Constant

8

Curved Edge ‘5&@
Straight Axis

Exzp & Cont

Expanded

Handle

0

Curved Edge
Curved Axis
Expanded

http://en.wikipedia.org/wiki/Recognition by Components Theory

Svetlana Lazebnik


http://en.wikipedia.org/wiki/Recognition_by_Components_Theory

History of ideas In recognition

 1960s — early 1990s: the geometric era S
« 1990s: appearance-based models Slow compute!

Svetlana Lazebnik



Known
A target
image

Set of

Images

Empirical models of image variability

Appearance-based techniques

Turk & Pentland (1991); Murase & Nayar (1995); etc.

Svetlana Lazebnik



Eigenfaces (Turk & Pentland, 1991)

Experimental Correct/ Unknown Recognition Percentage
Condition Lighting | Orientation Scale
Forced classification 06 /0 850 64 /0
Forced 100%, accuracy 100/ 19 100/ 349 100}/ 60
Forced 20% unknown rate | 100/20 04/20 74/20

Svetlana Lazebnik



Color Histograms

Swain and Ballard, Color Indexing, IJCV 1991.

Svetlana Lazebnik


http://www.inf.ed.ac.uk/teaching/courses/av/LECTURE_NOTES/swainballard91.pdf

History of ideas In recognition

 1960s — early 1990s: the geometric era S
« 1990s: appearance-based models Siow compute!
« 1990s — present: sliding window approaches

Svetlana Lazebnik



Sliding window approaches




Sliding window approaches

o

« Turk and Pentland, 1991

« Belhumeur, Hespanha, &
Kriegman, 1997

« Schneiderman & Kanade 2004
 Viola and Jones, 2000

Schneiderman & Kanade, 2004
Argawal and Roth, 2002
Poggio et al. 1993



History of ideas In recognition

1960s — early 1990s: the geometric era  Suiompue
1990s: appearance-based models Siow compute!
Mid-1990s: sliding window approaches

Late 1990s: local features

Svetlana Lazebnik



Ny

Set of

Images

Variability: Camera position
[llumination

Shape is partially known

Roberts (1965); Lowe (1987); Faugeras & Hebert (1986); Grimson & Lozano-Perez (1986); Huttenlocher & Ullman (1987) Svetlana Lazebnik



Local features for object
Instance recognition

D. Lowe (1999, 2004)



arge-scale image search
Combining local features, indexing, and spatial constraints

Philbin et al. ‘07



arge-scale image search
Combining local features, indexing, and spatial constraints

Model images

or exemplars C\Z{} ng‘:‘Jj

m23 im7 im37

iml1l0 im29 im33 im929 iml13 im71

im101 im22 im22 im7

Input features in Local feature descriptors Candidate matches based
new image from model images on descriptor similarity

Image credit: K. Grauman and B. Leibe



arge-scale image search
Combining local features, indexing, and spatial constraints

Google Goggles in Action

Click the icons below to see the different ways Google Goggles can be used.

]

Landmark

Available on phones that run Android 1.

q Web Results

encyclopedia

United States ..,

Google goggles s

‘ Landmark
-Golden Gate Bridge

Q Golden Gate Bridge

Golden Gate Bridge - Wikipedia, the free

The Golden Gate Bridge by night, with part of
downtown San Francisco ... Golden Gate Bridge
15 the maost popular place to commit suicide in the

Seacliff Webcam - Weather Seacliff, Golden
ddes (Coacliff

6+ (i.e. Donut or Eclair]

Svetlana Lazebnik



History of ideas In recognition

1960s — early 1990s: the geometric era
1990s: appearance-based models
Mid-1990s: sliding window approaches
Late 1990s: local features

Early 2000s: parts-and-shape models



Parts-and-shape models

« Model:
— Object as a set of parts
— Relative locations between parts
— Appearance of part

MOUTH

Figure from [Fischler & Elschlager 73]



Constellation models

1 | > 5 ‘“ | | N ' \7‘{‘1 4
o SUITHTID S
e RN ' ANNENN YA (g =g
o a PETS Y

ScanG AL,

Weber, Welling & Perona (2000), Fergus, Perona & Zisserman (2003)



History of ideas In recognition

1960s — early 1990s: the geometric era
1990s: appearance-based models
Mid-1990s: sliding window approaches
Late 1990s: local features

Early 2000s: parts-and-shape models
Mid-2000s: bags of features (next!)

No digital cameras!
Slow compute!

Slow compute!

Early GPU compute.

Svetlana Lazebnik



History of ideas In recognition

1960s — early 1990s: the geometric era
1990s: appearance-based models
Mid-1990s: sliding window approaches
Late 1990s: local features

Early 2000s: parts-and-shape models
Mid-2000s: bags of features (next!)

Present trends:
Combined local and global methods,
context, deep learning

No digital cameras!
Slow compute!

Slow compute!

Early GPU compute.

GPU/cloud compute.

Svetlana Lazebnik



Recognition Issues

How to summarize the content of an entire image?
How to gauge overall similarity?

How large should the vocabulary be?
How to perform quantization efficiently?

How to score the retrieval results?

How might we add more spatial verification?

Kristen Grauman



Recognition Issues

How to summarize the content of an entire image?
How to gauge overall similarity?

How large should the vocabulary be?
How to perform quantization efficiently?

How to score the retrieval results?

How might we add more spatial verification?

Kristen Grauman



Bag-of-features models

Bag of
‘words’

Object

Svetlana Lazebnik



Origin 1: Bag-of-words models

* Orderless document representation: frequencies of words
from a dictionary saiton & McGil (1983)



Origin 1: Bag-of-words models

* Orderless document representation: frequencies of words
from a dictionary saiton & McGil (1983)

2007-01-23: State of the Union Address
George W. Bush (2001-)

ahandon accountable affordable afghanistan africa ally anbar armed army baghdad bless challenges chamber chaos
choices civilians coalition commanders commitment confident confront congressman constitution corps debates deduction

deficit deliver democratic deploy dikembe diplomacy disruptions earmarks eCC)nomy einstein €lections eliminates
expand extremists failing families freedom fuel funding god haven ideology immigration impose

L
insurgents iran ] ra q islam julie lebanon love madam marine math medicare neighborhoods nuclear offensive

palestinian payroll anda radical regimes resolve retreat rieman sacrifices science sectarian senate

te rro ri Sts threats uphold victory

violence violent Wal™ washington weapons wesley

US Presidential Speeches Tag Cloud
http://chir.ag/phernalia/preztags/



Origin 1: Bag-of-words models

* Orderless document representation: frequencies of words
from a dictionary saiton & mcaill (1983)

2007-01-23: State of the Union Address

abandon
choices d

expand

TNsUrger

palestini

George W. Bush (2001-)

1962-10-22: Soviet Missiles in Cuba
John F. Kennedy (1961-63)

abandon achieving adversaries aggression agricultural appropriate armaments @' ITS assessments atlantic ballistic berlin

buildup burdens college commitment communist constitution consumers cooperation erisis Ccu b da dangers

= deficit depended disarmament divisions domination doubled E‘COI’IOITI'iC education
elimination emergence endangered equals @Urope expand exports fact false family forum frE‘E‘dom fulfill gromyko
halt hazards hemiﬁphere hospitals ideals independent industries inflation labor latin limiting ministe missiles
modernization neglect nUClear nas obligation observer Offens'ive peril pledged predicted purchasing quarantine quote

recession reje ' retaliatory safeguard sites solution SOV.I et space spur stability standby St reﬂgth

surveillance tax treaty undertakings unemployment Wal warhead Weapons welfare western widen withdraw

US Presidential Speeches Tag Cloud
http://chir.ag/phernalia/preztags/



Origin 1: Bag-of-words models

* Orderless document representation: frequencies of words
from a dictionary saiton & mcaill (1983)

2007-01-23: State of the Union Address

George W. Bush (2001-)

abandon

) 1962-10-22: Soviet Missiles in Cuba
choices John F. Kennedy (1961-63)

1941-12-08: Request for a Declaration of War
Franklin D. Roosevelt (1933-45)

abandoning acknowledze aggression aggressors airplanes armaments armed army assault assembly authorizations bombing
britain british cheerfully claiming constitution curtail december defeats defending delays democratic dictators discdose

economic empire endanger faCtS false forgotten fortunes france freedom tulfilled fuliness fundamentat gangsters
german germany god guam harbor hawaii hemisphere hint hitler hostilities immune improving indies innumerable

invasion 15l@ands isolate ] a p a n ese labor metals midst midway NaVYy nazis obligation offensive

officially paCTﬁC partisanship patriotism pearl peril perpetual philippine preservation privilege reject
repaired r@sisting retain revealing rumors seas soldiers speaks speedy stamina strength sunday sunk supremacy tanks taxes

treachery true tyranny undertaken victory Wa r wartime washington

US Presidential Speeches Tag Cloud
http://chir.ag/phernalia/preztags/



Origin 2: Texture recognition

« Characterized by repetition of basic elements or textons

* For stochastic textures, the identity of textons matters,
not their spatial arrangement

Julesz, 1981, Cula & Dana, 2001; Leung & Malik 2001; Mori, Belongie & Malik, 2001;
Schmid 2001; Varma & Zisserman, 2002, 2003; Lazebnik, Schmid & Ponce, 2003



Origin 2: Texture recognition

- histogram
T —

OAN =B NEE GERNT
Universal texton dictionary

i

I . .
OANESEN®NMmFE 6N

. —Y III
=i I

OANESEE SN mFE &N

Julesz, 1981; Cula & Dana, 2001; Leung & Malik 2001; Mori, Belongie & Malik, 2001;
Schmid 2001; Varma & Zisserman, 2002, 2003; Lazebnik, Schmid & Ponce, 2003



Bag-of-features models

Svetlana Lazebnik



Objects as texture

 All of these are treated as being the same

* No distinction between foreground and
background: scene recognition?

Svetlana Lazebnik



Bag-of-features steps

1. Feature extraction

Learn “visual vocabulary”

Quantize features using visual vocabulary
Represent images by frequencies of “visual words”

> W N




1. Feature extraction

* Regular grid or interest regions
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1. Feature extraction

-«

Compute
descriptor Extract patch

Detect patches

Slide credit: Josef Sivic



1. Feature extraction

Slide credit: Josef Sivic



2. Learning the visual vocabulary
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Slide credit: Josef Sivic



2. Learni

ng the visual vocabulary

9
o0
° 9
oo _o
o.‘
®
( X
®
® Clustering
0

Slide credit: Josef Sivic



3. Quant

Ize the visual vocabulary

Visual vocabulary
O
o
®
L X
®
® Clustering
® o

Slide credit: Josef Sivic



Visual words

Bag of visual words histograms
V' A V'




Example real codebook

5
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E EEFBEEEE
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L e | e e I B2
Appearance codebook
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Source: B. Leibe



Bags of features for action recognition

Space-time interest points

HEEENNATITIIENEERAL walking
LARAID |
ITTEEER1 T jogging
FEEE "'-____ hand waving
§ A .“‘ W .= hand clapping

m g AR RRMNYN Y s mmmmayy

Juan Carlos Niebles, Hongcheng Wang and Li Fei-Fei, Unsupervised Learning of Human
Action Categories Using Spatial-Temporal Words, IJCV 2008.



http://vision.stanford.edu/niebles/humanactions.htm

Visual words/bags of words

+ +

flexible to geometry / deformations / viewpoint
compact summary of image content

provides fixed dimensional vector representation for
sets

very good results in practice

background and foreground mixed when bag covers
whole image -> is it really instance recognition?

optimal vocabulary formation remains unclear

basic model ignores geometry — must verify
afterwards, or encode via features

Kristen Grauman



But what about layout?

— N

Wﬂ‘i\mi\‘“*““‘f‘
O

1400

1200

1000

a00

600

400

200

All of these images have the same color histogram.
How to extend bag of words?



Spatial pyramid
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Compute histogram in each spatial bin



Spatial pyramid representation

« Extension of a bag of features
« Locally orderless representation at several levels of resolution

level O

Lazebnik, Schmid & Ponce (CVPR 2006)



Spatial pyramid representation

« Extension of a bag of features
« Locally orderless representation at several levels of resolution

level O

1l

’ Il III ‘ H|H

‘HH

[
level 1

|

i

Lazebnik, Schmid & Ponce (CVPR 2006)



Spatial pyramid representation

« Extension of a bag of features

« Locally orderless representation at several levels of resolution

1l

’ Il III ‘ H|H

level O

b AT THE

level 1

level 2

Lazebnik, Schmid & Ponce (CVPR 2006)



mdustn al

- E-I -%ﬁ

coast

Scene category dataset

tall building mslde c1ty

open country mountain

forest

Multi-class classification results
(100 training images per class)

Weak features Strong features
(vocabulary size: 16) (vocabulary size: 200)
Level Single-level =~ Pyramid | Single-level = Pyramid
0(1 x1) 45.3 £0.5 72.2 0.6
1 (2% 2) 53.6 £0.3  56.2 0.6 | 779 £0.6  79.0 £0.5
24 x4) 61.7 0.6  64.7x0.7 | 794 =x0.3  81.1 0.3
3 (8 x 8) 63.3+0.8 668 +0.6 | 77.2+0.4  80.7 £0.3




Recognition Issues

How to summarize the content of an entire image?
How to gauge overall similarity?

How large should the vocabulary be?
How to perform quantization efficiently?

How to score the retrieval results?

How might we add more spatial verification?

Kristen Grauman



Comparing bags of words

Compute cosine similarity (normalized scalar (dot) product) between their occurrence
counts, then rank and pick smallest. Nearest neighbor search for similar images.

Database image Query

d=[L 8 14 =[5 1 1 0] (dj, q)

la;[lllq

sim(d;, q) =

_ 1'/=1 dj(i) x q (1)
\/z:;ld,-(i)z x \/zl-glq(i)z

for vocabulary of V words

Kristen Grauman



Comparing bags of words

Why might we use cosine similarity here?
What ‘intuitive’ effect does this provide?

Database image Query
d=[L 8 14 =[5 1 1 0] (dj, q)
d;,
£ g (e a) = g e
Yi=1d;(@) xq(@)

) \/21(:1 d;(i)* x \/ZI'/=1 q(0)*

for vocabulary of V words

Kristen Grauman



How can we quickly find images in a large
database that match a given image region?

Instance recognition



Simple idea

See how many keypoints  Lotsof
. . Matches

are close to keypoints in

each other image

Few or NO
Matches

But this will be really, really slow!



ast lookup: inverted index

| Index

“Along I-75," From Dabroi ko
Flesida; inside back cover
"Dirive 1H95," Fram Boalan o
Flomida; iraide Dok cover
1itE Spanish Tral Rpadasy;
101 =102, 104
511 Trallic Informstion; 83
A1A (Barmier isf) - |-55 Access; 8BS
AAA (and CAAY, B3
Alh Meaticnad Offics; 82
Abbeeviations,
GCodored 25 mile Maps; covar
Exit Sarvices; 196
Travebogue: 85
Alica; 177
Agricutarsl Inspaction Sirs; 126
Ah-Tah:Thi-Ki FResaurn; 180
Air Conditiordng, First; 112
Alabama; 124
Alachua; 132
Conindy; 131
Alatia Fioar, 143
Alapaha, Name; 135
Alfred B Maclay Gardans; 106
Alligates Al 154158
Alligatar Fanm, 54 Augusting; 160
Alligater Hole (dediniticn); 157
Alligator, Bddy; 155
Adligatons; 100, 135,138,147, 156
Anasiasia laland; 170
Anhaica; 108-108, 146
Apalachicola River; 112
Appleton Mus of Arl: 135
Anquilar; 102
Aralsian Mights; 94
At Musoum, Ringing; 147
Aruba Beach Cale; 183
Aucilla River Project; 106
Babcock-Web WHA; 151
Bahia Mar Marina; 184
Bakar County; 98
Barafoot hallman; 182
Barge Canal; 137
Ban Lirsy Expy: 80
Balz Culied Mali: 82
Bernard Casire: 136
Big °I°; 165
Big Cypasss; 165,158
Big Fool Monster; 105
Billig Swamp Saferl; 160
Blackwaier Rioer SP; 117
Blu Arnels

Butberily Center, MoGiEr; 134
G (5ea ARA)
COC, Thi: 111,113,115,135,142
Ca d'Zan; 147
Calopsahaiches Rivar; 152
Fiama; 150
Canaveral Mabnl Seashane: 173
Cannon Creek Airpark; 130
Canopy Road; 106,160
Cope Conaverad 174
Casfdlo San Marcod; 165
Cave Diving: 131
Cyn Costa, Nama; 150
Clebraton; 3
Charkatte County;, 148
Charkoths Haror 150
Chautauqua; 118
Chiplay; 114
Mame, 115
Chactewsiches, Naema; 115
Circus Musaurm, Ringling; 147
Citrus; 88,87 130,136, 140,180
CityFlace, YW Palm Beach: 180
City Maps,
Fi Lansdnrdale Expavygs; 194,106
Jackaarwille; 163
Kissimmes Expwys; 152-153
Mlamil Expressways; 194-195
Ovlandd Exprassways; 152183
Panaasola; 28
Talzhassas; 191
Tampi- 51, Petersburg; 63
S0, hugsuting; 191
Civil War: 100,108,127, 138, 141
Claarwaler Marine Agquarum; 137
CoHlier County; 154
Collier, Barron; 152
Cotonial Spanian Cuarlers; 168
Cohumbin County; 101,128
Coquina Building Material; 165
Corkacrew Swarnp, Marne; 154
Ciowiazrys; 85
Crab Trag 1I; 144
Crackar, Flowida; 88 85 132
Crosstown Expy: 11,55,88.143
Cuban Bread; 184
Dade Batilafiahd; 140
Diachy, Maj. France:; 130-140,161
Dania Beach Husricanse: 184
Dantel Boone, Frorkda Walkz 117
Diaybona Baach; 172173
Dy Land: 87

Diriving Lanses; 85
Durval Coundy; 163
Eaui Galis: 175
Edison, Thomas:; 152
Eglin AFE; 116-115
Eight Reale; 176
Ellsnban; 144-145
Emantel Foint Wreck: 120
Emargency Calibooes; 53
Epiphytes; 142,148,157 155
Escambia Bay; 119
Baredge (1-10); 118
County; 120
E=fore; 153
Evanglads 30,85, 138-140, 154~ 160
Draining of; 156,181
Wildlifa WAA; 180
‘Waondar Gardens; 154
Falling Waters 5F. 115
Fantasy of Flight; 95
Fayar Dekoas SP; 111
Fires, Forest: 166
Fireg, Prascribed |, 148
Flsherman's VeElags; 151
Flaghsr Courty; 171
Flagher, Henry: 97185, 167,171
Flarida Aguarhem: 166
Flatida,
12,000 yaas ago; 187
Cavan SP; 114
Mag of all Exprossways: 2-3
Mus of Matwal History; 134
Mationnl Cematery © 141
arl of Alvica; 177
Fiathonm; 187
Sherifs Boys Camp; 126
Sports Hall of Fame; 130
Sun 'n Fun Mueseum: 97
Suprams Couwr; 107
Florida’s Turnpike (FTR), 178,189
25 mils Stip Maps: 66
Administragion; 188
Comn System; 150
Bl Services; 185
HEFT: 76,161,180
History; 189
Mamas; 189
Service Plakas; 100
Spur SRS TE
Ticket System; 150
ToE Plazas; 150
Fard, Henmg: 152

For text documents,
an efficient way to
find all pages on
which a word occurs
IS to use an index...

We want to find all
Images in which a
feature occurs.

Kristen Grauman



Build Inverted Index from Database

- b el
o |Image #1

1 3
.. 2
Q
(o))
& 7 1.2
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? Image #2 3 3
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10

Image #3
91 2

Kristen Grauman



Query Inverted Index

w Image !

1 3
2 Candidate matches
l——-l'-l'-l--—-——-——-——-—-—-——————————————-n
P 7 1,2
' Image #1
l___8.________.3.______________-.!
New query image 9 7
Image #2
10
91 2

Kristen Grauman



Query Inverted Index

Image #2

1. Extract words in query

2. Inverted file index to
find relevant frames

3. Compare/sort word counts

Kristen Grauman



Inverted index

Key requirement: sparsity.

If most Images contain most words, then

we’'re not better off than exhaustive search.

— Exhaustive search would mean comparing the visual
word distribution of a query versus every page.



Recognition Issues

How to summarize the content of an entire image?
And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization (clustering) efficiently?

How to score the retrieval results?

How might we add more spatial verification?

Following slides by David Nister (CVPR 2006) Kristen Grauman



Visual vocabularies: Issues

 How to choose vocabulary size?

« Too small: visual words not representative of all patches
» Too large: quantization artifacts, overfitting

« Computational efficiency

* Vocabulary trees
(Nister & Stewenius, 2006)




Training the vocabulary tree
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Training the vocabulary tree




Training the vocabulary tree
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Training the vocabulary tree




Training the vocabulary tree




Training the vocabulary tree





































Vocabulary tree built recursively




Each leaf has inverted index










Inverted index built.
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Vocabulary size

Recognition with 6347 images
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Nr Of Leaf NOdeS Nister & Stewenius, CVPR 2006

Influence on performance, sparsity

Kristen Grauman



Higher branch factor works better
(but slower)

o
N ® © ©

Performance (%)
~N N NN
O

~
Ol

410 100 1000
Branch Factor k



(2006) 110,000,000 images in 5.8 Seconds

On a 50k image index

UcK
. Center for

‘ Visualization & Virtual

Environments

David Nister
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Recognition Issues

How to summarize the content of an entire image?
And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization efficiently?

How to score the retrieval results?

How might we add more spatial verification?

Kristen Grauman



relevant elements

P reC i S i O n an d R e Cal I false negatives true negatives

True positive (tp) — correct attribution
True negative (tn) — correct rejection

true positives false positives

False positive (fp) — incorrect attribution
False negative (fn) — incorrect rejection

tp
tp+ fp

Precision = #relevant / #returned

Precision =

selected elements

How many selected How many relevant
p items are relevant? items are selected?
Precision = Recall= ——

Recall = ##irelevant / #total relevant

By Walber - Own work, CC BY-SA 4.0,
https://commons.wikimedia.org/w/index.php?curid=36926283



Scoring retrieval quality

d

A
liﬂ“ﬁ&z

Results (ordered):

Database size: 10 images
Query Relevant (total): 5 images

precision = #relevant / #freturned
recall = #relevant / #total relevant

o
o)

o
o)

precision

o
>

o
N

0.4 0.6

recall

[Ondrej Chum]



What else can we borrow from
text retrieval?

| Index

“Along I-75," From Datroi b
Flerida; inside back cover
“Diriwe 1-95," Fram Bogtan 1o
Floida; inside back cover
1624 Spanish Trall Roadway;
1071 - 102,104
511 Tralhe Infonmalion; 83
A1A (Barrier ki) - |-35 Access; B
AMA (and ChA); B3
Ak Naticnal Office; B0
Abbieviatians,
Colored 25 mile Maps; covar
Exit Sarvices; 196
Travelague: 85
Alniea) 177
Agricullural Inspection Stne; 126
Ah-TahThi-Ei Mhsaum; 180
Air Conditioning, First; 112
Alabama; 134
Alachua; 152
Courty; 131
Alatia Fivar, 143
Alapaha, Name; 136
Alfred B Maclay Gardans; 106
Alligaicr Alhry 154.158
Alligater Farm, S1 Augusting; 169
Alligater Hole (dediniticn); 157
Alligaicer, Buddy; 155
Alligatens: 100,1.35,138,147, 156
Anastasia laland; 70
Anhaiza; 1085- 100,146
Apalachicota River: 112
Appleten Musg of Arl: 135
Aquifer; 102
Araiian Mights; 94
Art Musgum, Ringing; 147
Aruba Beach Cals; 183
Aucila River Project; 106
Baboock-Weh WHA; 151
Bahia Mar Marina; 184
Bakar Counly; 88
Barefoot Maliman; 182
Barge Canal; 137
Bag Line Expy; 80
Balz Culicd Mafi: 82
Barnard Caslre: 136
Blig *I*; 185
Big Cypeass; 155,158
Big Fool Monstar; 105

Butterfty Canter, MoGsm: 134
CAM (soa ALY
COC, Thi; 111,112,115,135,142
Ca @Zan; 147
Calopsahalches Rhear; 152
aana; 150
Canaveral Nabnl Sesashane; 173
Cannon Creek Alrpark; 130
Canopy Foad; 106,160
Cape Canaveral 174
Casfllo Zan Marcoa; 165
Cave Diving: 131
Gayo Gosta, Nama; 150
Coludbration; 53
Chailatbe Courily, 149
Charkotte Harbor 150
Chautaugqua; 116
Chiphay; 114
Merma: 115
Chactawaiches, Mamma; 115
Circus Mussum, Ringling; 147
Citrus; 88,57, 130,136, 140,180
CRyPlace, YW Palm Beach: 160
City Maps,
Ft Landnrdale Expays; 1894186
JakEamille; 163
Kissimmes Expwys: 152183
Miami Expressways: 194-195
Oulands Exprasseays: 152.183
Pangacola; 25
Telzhasses; 191
Tempa 51, Patersburg; 63
21, Augauting: 191
Cindl War: 100,108,127,138,141
Clagrwader Maring Aquarum; 187
Colliar County; 154
Collier, Barmon; 152
Colenial Spanisn Ouarers: 168
Cohambia County: 101,128
Coquina Busicing Material; 165
Corkscrew Swamnp, Name; 154
Cowbaoys, 95
Corab Trage 11; 144
Cracker, Florida; 88,895,132
Crogatown Expy: 11,55,88.143
Cuban Bread; 184
Dade Batilafiahd; 140
Dady, Maj. France:; 130-140,161
Diania Beach Husricans;, 184

Driving Lanes; 85
Durval County; 163
Eau Galis; 175
Edizon, Thomas; 152
Eqlin AFB: 116116
Eight Reale; 176
Ellsnion; 144-145
Emanusl Poind Wreck; 120
Emargency Caliooes; 53
Epiphytes; 142,148,157,159
Escambia Bay; 118
Bariclpe (1-103; 119
Gounty; 120
Estgre; 153
Evanglade 90,95, 138-140,154-160
Draining of; 156,181
Wikdlita A 160
Wondar Gandens; 154
Falling Watars 5F; 115
Fantasy of Flight; 95
Fayar Drploms SP; 171
Fires, Forast: 168
Fireg, Frascribed ; 148
Flsherman's VeElage; 151
Flagher County; 171
Flagler, Heary; 97,165,167,171
Flarida Aguariem: 166
Flasida,
12,005 yaars ags; 147
Cawarn 5F; 114
Mag of all Expreseaays; 2-3
Mus of Matwal History: 134
Matisral Comatany - 141
Part of Africa; 177
Fiathorm; 187
Shenffs Boys Camp,; 126
Sports Hall of Fame: 130
Sun 'n Fun Musaum: 97
Suprame Cowl; 107
Florida's Turngike (FTP), 178,188
25 mils Stip Maps: 66
Adminigtration; 189
Coin System; 150
Exil Sorvices; 186
HEFT, 76,161,130
Higbory; 189
Mamas; 184
Soervice Plazas; 150
Spur SR8 TE

China is forecasting a trade surplus of $90bn
(E51bn) to $100bn this year, a threefold
increase on 2004's $32bn. The Commerce
Ministry said the surplus would be created by
a predicted 30% % 5750bn,
compared _ %
$660bn. China, trade, ™%
urplus, commerce,
exports, imports, US,
uan, bank, domestic,
. foreign, increase,

trade, value

it will take its time and tread carefully b
allowing the yuan to rise further in value.




tf-idf weighting

« Term frequency — inverse document frequency

« Describe image by frequency of each word within it,
downweight words that appear often in the database

« (Standard weighting for text retrieval)

Number of - Total number of
occurrences of word — ——— 7. N documents in
i in document d f: — id 10 L database
i — — 108
_ ng n; Number of documents
Number of words in ~___— ™\ word i occurs in, in
document d

whole database

Kristen Grauman



Query expansion

Use good retrieved results as new inputs.
Increase recall possibly at the expense of precision.

Example query: golf green

Results:

- How can the grass on the greens at a golf course be so perfect?

- For example, a skilled golfer expects to reach the green on a par-four hole in ...
- Manufactures and sells synthetic golf putting greens and mats.

Good new queries: grass, golf course, par-four hole, putting, etc.

Irrelevant result can cause a topic drift’:

- Volkswagen Golf, 1999, Green, 2000cc, petrol, manual, hatchback, 94000miles,
2.0 GTi, 2 Registered Keepers, HPI Checked, Air-Conditioning, Front and Rear
Parking Sensors, ABS, Alarm, Alloy

Bad new queries: petrol, hatchback, ABS, etc. (Ondrej Chum]



Query expansion

New query

Chum, Philbin, Sivic, Isard, Zisserman: Total Recall..., ICCV 2007 Ondrej Chum



Recognition Issues

How to summarize the content of an entire image?
And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization efficiently?

How to score the retrieval results?

How might we add more spatial verification?

Kristen Grauman



Can we be more accurate?

So far, we treat each image as containing a
“bag of words”, with no spatial information

Which matches
better?

7
S

Real objects have
consistent geometry



Multi-view matching

Matching two given Search for a matchi-ng
views for depth view for recognition

Kristen Grauman



Spatial Verification

Query

DB image with high Bow —— de
similarity DB image with high Bow
similarity

Both image pairs have many visual words in common.

Slide credit: Ondrej Chum



Spatial Verification

Query

5]

=

DB image with high Bow —— de
similarity DB image with high Bow
similarity

Only some of the matches are mutually consistent

with real-world geometry imaged by a camera.
Ondrej Chum



Spatial Verification: two basic strategies

* RANSAC

— Typically sort by BoW similarity as initial filter

— Verify by checking support (inliers) for possible
transformations

* e.g., “success’ if find a transformation with > N inlier
correspondences

« Generalized Hough Transform

— Let each matched feature cast a vote on location,
scale, orientation of the model object

— Verify parameters with enough votes

Kristen Grauman



No verification

ia N | i
=1 | =

RANSAC verification

Fails to meet threshold
on # inliers! Good!




Recognition via alignment

Pros:
— Effective for reliable features within clutter
— Great for matching specific instances

cons:
— EXxpensive post-process (how long for proj3?!)
— Not suited for category recognition

Kristen Grauman



Summary

Bag of words: quantize feature space into discrete visual words
— Summarize image by distribution of words

Inverted index: visual word index for faster query time

Evaluation:

Additional spatial verification alignment:
— Robust fitting : RANSAC, Generalized Hough Transform
— We will do this in detail later on in the course

Kristen Grauman



Lessons from a decade later

For Category recognition (project 3)

— Bag of Feature models remained the state of the art until
Deep Learning.

— Spatial layout either isn't that important or its too difficult
to encode.

— Quantization error is, in fact, the bigger problem.
Advanced feature encoding methods address this.

— Bag of feature models are nearly obsolete.
At best they seem to be inspiring tweaks to deep models
e.g., NetVLAD.

James Hays



Lessons from a decade later

For instance retrieval (this lecture):
— deep learning is taking over.

— learn better local features (replace SIFT)
e.g., MatchNet 2015

— learn better image embeddings (replace visual word histograms)
e.g., Vo and Hays 2016.

— learn spatial verification
e.g., DeTone, Malisiewicz, and Rabinovich 2016.

— learn a monolithic deep network to recognition all locations
e.g., Google’s PlaNet 2016.

James Hays



