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Category vs. instance recognition

Category:
— Find all the people
— Find all the buildings
— Often within a single image
— Often ‘sliding window’

Instance:
— |s this face James?
— Find this specific famous building
— Often within a database of images




Scene recognition dataset

industrial tall bu1ld1ng 11131de city

coast open country mountain

Instance or category?
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Recognition Issues

How to summarize the content of an entire image?
How to gauge overall similarity?

How large should the vocabulary be?
How to perform quantization efficiently?

How to score the retrieval results?

How might we add more spatial verification?

Kristen Grauman
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Bag of visual words histograms
V' A V'




Comparing bags of words

Compute cosine similarity (normalized scalar (dot) product) between their occurrence
counts, then rank and pick smallest. Nearest neighbor search for similar images.

Database image Query

i =[L 8 1 4 =[5 1 1 0] (dj, q)

la;[lllq

sim(d;, q) =

_ 1'/=1 dj(i) x q (1)
\/z:;ld,-(i)z x \/zl-glq(i)z

for vocabulary of V words

Kristen Grauman



Comparing bags of words

Why might we use cosine similarity here?
What ‘intuitive’ effect does this provide?

Database image Query
i =[L 8 1 4 =[5 1 1 0] (dj, q)
R A sim(dj;4) = 12 T
Yi—1d;(0) xq(i)

) \/21-/:1 d;(i)* x\/Z}/:l q()?

for vocabulary of V words

Kristen Grauman



Spatial Eyramid representation

* Extension of a bag of features

* Locally orderless representation at several levels of resolution
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level 2

Lazebnik, Schmid & Ponce (CVPR 2006)



How can we quickly find images in a large
database that match a given image region?

Instance recognition



Simple idea

See how many keypoints  Lotsof
. . Matches

are close to keypoints in

each other image

Few or NO
Matches

But this will be really, really slow!



Indexing local features

Each patch / region has a descriptor, which is a point
In some high-dimensional feature space (e.qg., SIFT).

Descriptor feature
space

Kristen Grauman



Indexing local features

* When we see close points in feature space, we
have similar descriptors, which indicates similar
local content.

Jl T
O— .

Descriptor feature
space

Query image

Database images Easily can have millions of
features to search!



Visual words

Map high-dimensional descriptors to tokens/words
by quantizing the feature space.

« Quantize via
clustering; cluster
centers are the
visual “words”

« Assign word to each
/ iImage region by
Descriptor feature  finding the closest
— | space
cluster center.

Kristen Grauman



* Example: each

Visual words

group of patches
belongs to the
same visual word

giaWa min

B e i)
.
&L

**LJE
i h-. | =
ICCV'2003  risten Grauman




Sampling strategies

Atk 15 Y T
IdEFFIIAR

EENN K

- Dense, uniformly Randomly
points

» To find specific textured objects, sparse
sampling from interest points often more reliable.

« Multiple complementary interest operators offer
more image coverage.

« [For object categorization, dense sampling offers
better coverage.

[See Nowak, Jurie & Triggs, ECCV 2006]

operators

Image credits: F-F. Li, E. Nowak, J. Sivic K. Grauman, B. Leibe



ast lookup: inverted index

| Index

“Rlong 175" From Dabroi ko
Flerida; inside back cover
“Diriwe 1-85," Fram Bostom 1o
Flogica; iraide Dok cover
V& Spanish Tral Roadway;
1071 =102, 104
511 Trallic Infonmsation; 83
A1A (Barrier isf) - I-55 Access; 86
Al (and CARY, B3
Al teationad Offics; B8
Abbaesiations,
Golored 25 mile Maps; covar
Exit Sarvices; 196
Travelogue: 85
Alica; 177
Agricutharsl Inspaction Sirs; 126
Ah-Tah:Thi-Ki EResaurn; 1080
Air Conditiordng, First; 112
Alabama; 124
Alachua; 132
Conindy; 131
Alatia Fioar, 143
Alapaha, Name; 135
Alfred B Maclay Gardans; 106
Alligates Al 154158
Alligatar Fanm, 54 Augusting; 160
Alligater Hole (dediniticn); 157
Alligator, Bddy; 155
Adligatons; 100, 135,138,147, 156
Anasiasia laland; 170
Anhaica; 108-108, 146
Apalachicola River; 112
Appleton Mus of Arl: 135
Anquilar; 102
Aralsian Mights; 94
At Musoum, Ringing; 147
Aruba Beach Cale; 183
Aucilla River Project; 106
Babcock-Web WHA; 151
Bahia Mar Marina; 184
Bakar County; 98
Barafoot hallman; 182
Barge Canal; 137
Ban Lirsy Expy: 80
Balz Culied Mali: 82
Bernard Casire: 136
Big °I*; 165
Biy Cypeess: 155,156
Big Fool Monster; 105
Billie Swamp Safari; 160
Blackwator Fioar SP; 117
Blu@ Angels

Butberity Center, MoGiEr; 134
G (5ea ARA)
GO, Thi; 111,113,115,135,142
Ca 'fan; 147
Calopsahaiches Rivar; 152
ama; 150
Canavaral Mabil Sessharg: 173
Cannon Creek Airpark; 130
Canopy Road; 106,160
Cope Conaverad 174
Casflls San Marcoa; 160
Cave Diving; 13¥
Cyo Costa, Nama; 150
Colebraton; 93
Charalte County; 148
Charkathe Harbor 150
Chautauqua; 116
Chiplary; 114
Mame, 115
Chactewsiches, Naema; 115
Circus Musaurm, Ringling; 147
Citrus; 88,87 130,136, 140,180
CityFlace, YW Palm Beach: 180
City Maps,
Fi Lansdnrdale Expavygs; 194,106
Jackaarwille; 163
Kissimmes Expwys; 152-153
Mlamil Expressways; 194-195
Ovlandd Exprassways; 152183
Panaasola; 28
Talzhassas; 191
Tampi- 51, Petersburg; 63
S0, hugsuting; 191
Civil War: 100,108,127, 138, 141
Claarwaler Marine Agquarum; 137
CoHlier County; 154
Collier, Barron; 152
Cotonial Spanian Cuarlers; 168
Cohumbin County; 101,128
Coquina Building Material; 165
Corkacrew Swarnp, Marne; 154
Ciowiazrys; 85
Crab Trag 1I; 144
Crackar, Flowida; 88 85 132
Crosstown Expy: 11,55,88.143
Cuban Sread; 184
Dade Batilafiahd 140
Dy, Maj. France:; 130-140,161
Ciamia Beach Husricane: 184
Dartel Boone, Frorkda Walkz 117
Diaybana Baach; 172-173
Dy Land: 87

Diriving Lanses; 85
Durval Coundy; 163
Eau Galis; 176
Edison, Thomas; 152
Eglin AFE; 116-115
Eight Reale; 176
Elleniban; 144-145
Emanusl Foind Wreck; 120
Emergency Caliooes; 53
Epiphytes; 142,148,157 155
Ezeambia Bay: 119
Biredge (I-10); 118
County; 130
Esfore; 153
Ewvanglade 30,95, 138-140, 154~ 160
Draining of; 158,181
Widiifa biA; 180
‘Waondar Gardens; 154
Falling Watars 5F; 115
Fantasy of Flight; 95
Fayar Dekoas SP; 111
Fires, Forest: 166
Fireg, Prascribed |, 148
Flsherman's VeElags; 151
Flaghsr Courty; 171
Flagher, Henry: 97185, 167,171
Flarida Aguarhem: 166
Flatida,
12,000 yaas ago; 187
Cavan SP; 114
Mag of all Exprossways: 2-3
Mus of Matwal History; 134
Mationnl Cematery © 141
arl of Alvica; 177
Fiathonm; 187
Sherifs Boys Camp; 126
Sports Hall of Fame; 130
Sun 'n Fun Mueseum: 97
Suprams Couwr; 107
Florida’s Turnpike (FTR), 178,189
25 mils Stip Maps: 66
Administragion; 188
Comn System; 150
Bl Services; 185
HEFT: 76,161,180
History; 189
Hamas; 189
Sorvics Plazas; 100
Spur BR91: TE
Ticket System; 150
Tk Plaras; 153
Fard, Henmg: 152

For text documents,
an efficient way to
find all pages on
which a word occurs
Is to use an index...

We want to find all
Images in which a
feature occurs.

Kristen Grauman



Build Inverted Index from Database

Database images

Image #2

Image #3

10

91

Kristen Grauman



Query Inverted Index

w Image !

1 3
| | “ Candidate matches
| Tiks: T
111 I 7 1.2
41“1 l "Ill!lli ! Image #1
afily Mt L ---_g________.g.________________'
New query image 9
' Image #2
10
91 2

Kristen Grauman



Query Inverted Index

Candidate matches

w Image #1

Image #2

Extract words in query !

Inverted file index to
find relevant frames

Compare/sort word counts

Kristen Grauman



Inverted iIndex

Key requirement: sparsity.

If most images contain most words, then

we’'re not better off than exhaustive search.

— Exhaustive search would mean comparing the visual
word distribution of a query versus every page.



Recognition Issues

How to summarize the content of an entire image?
And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization efficiently?

How to score the retrieval results?

How might we add more spatial verification?

Following slides by David Nister (CVPR 2006) Kristen Grauman



Training the vocabulary tree
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Training the vocabulary tree




Training the vocabulary tree
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Training the vocabulary tree




Training the vocabulary tree
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Training the vocabulary tree





































Vocabulary tree built recursively




Each leaf has inverted index










Inverted index built.







Vocabulary size

Recognition with 6347 images

,_\80 - T
= S
2 70
- Branching
g factors
g %0 o
0 o --= 16 ool 6F
10k 100k 1M 10M "'--‘
Nr Of Leaf Nodes Nister & Stewenius, CVPR 2006

Influence on performance, sparsity

Kristen Grauman



Higher branch factor works better
(but slower)

o
N ® © ©

Performance (%)
~N N NN
o2

~
Ol

410 100 1000
Branch Factor k



(2006) 110,000,000 images in 5.8 Seconds

UcK
Center for

(. Visualization & Virtual

Environments

David Nister
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Visual words/bags of words

+ flexible to geometry / deformations / viewpoint

+ compact summary of image content

+ provides fixed dimensional vector representation for sets
+ very good results in practice

- background and foreground mixed when bag covers
whole image -> is it really instance recognition?

- optimal vocabulary formation remains unclear

- basic model ignores geometry — must verify afterwards,
or encode via features

Kristen Grauman



Recognition Issues

How to summarize the content of an entire image?
And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization efficiently?

How to score the retrieval results?

How might we add more spatial verification?

Kristen Grauman



relevant elements

P re C i S i O n an d R e Cal I false negatives true negatives

True positive (tp) — correct attribution
True negative (tn) — correct rejection

true positives false positives

False positive (fp) — incorrect attribution
False negative (fn) — incorrect rejection

tp
tp+ fp

Precision = #relevant / #ireturned

Precision =

selected elements

How many selected How many relevant
tp items are relevant? items are selected?
Precision = Recall = ——

Recall = #irelevant / #total relevant

By Walber - Own work, CC BY-SA 4.0,
https://commons.wikimedia.org/w/index.php?curid=36926283



Scoring retrieval quality

ll‘lu“imh o \W:

Results (ordered):

Database size: 10 images
Query Relevant (total): 5 images

precision = #relevant / #returned
recall = #relevant / #total relevant

o
o)

o
o))

precision

o
N

o
N

0 0.2 0.4 0.6 0.8 1

recall

Slide credit: Ondrej Chum



What else can we borrow from
text retrieval?

| Index

“Along I-75," From Datroi bo
Flesida; dnside back cover
“Dirive 195," From Bostan 1o
Florida; dingide back cover
1524 Spanish Trall Roadway;
107 102,104
511 Tralhe Infonmalion; 83
A1A (Barrier i) - -85 Access; B
AMA (and CAA); B3
Ak Nalicnal Office; B0
Abbieviations,
Codored 25 mile Maps; covar
Exit Sarvices; 196
Traweogue: 05
Alrica; 177
Agriculiural Inspaction Stre; 126
Ah-Tah-Thi-Ei Miesaurm; 180
Air Conditioring, Firet; 112
Alabamma; 134
Alachua; 152
Courty; 131
Alatia Fioar, 143
Alapaha, Name; 13§
Alfred B Maclay Gardans; 106
Alligator Alky: 154-155
Alligator Farm, 51 Augusting; 169
Alligator Hole (dediniticn); 157
Alligavicer, Busddy; 155
Alligatons:; 100,135,138, 147,156
Anastasia laland; 170
Anhaiza; 108- 108,146
Apalachicola River: 112
Appleton Mus ol Arl: 136
Adquifer; 102
Argioian Mignts; 94
Art Musoum, Ringing; 147
Aruba Beach Cals: 183
Aucila River Project; 106
Baboock-Wed WA 151
Eiahia Mar harina; 184
Baker Counly; 38
Barafoot Maliman; 182
Barge Canal; 137
Bag Line Expy, 80
Balz Culied Maliz 83
Barnard Caslre: 136
Blig *I*; 185
Big Cypeess; 155,158
Big Fool Monstar; 105

Butterfly Center, Molisre; 134
CAl (sea AAA)
COC, Ths 111,112,115,135, 142
Ca @Zan; 147
Calopsahalches Rhar; 152
Paama; 150
Canaveral Nabnl Seashane; 173
Gannon Creek Alrpark; 130
Canopy Road; 106,160
Cape Canaveral 174
Caafille San Marcod; 165
Cave Diving: 131
Gayo Gosta, Nama; 150
Coladbration: 93
Chadatbe Counby;, 149
Charkatte Harbor 150
Chautauqua; 116
Chiphay; 114
Mame: 115
Chactawaiches, Mamma; 115
Circus Muspum, Ringling; 147
Citrurs; 88,57, 130,136, 140,180
CRyPlace, YW Palm Beach: 180
City Maps,
Fi Lansdardale Expwys; 184155
Jacksonille; 163
Kissimmes Expwys: 152-153
Miami Expressways: 194-195
Oulands Expresseays: 152.193
Pangacola; 25
Telzhasses; 191
Tampa 51, Patersburg; 63
21, Auigautindg; 191
Cindl War: 100,108,127, 138,141
Clemnvwater Marng Aquarkum; 187
Colliar County; 154
Collier, Barron; 152
Colenial Spanish Quarlers; 168
Crohambia County: 101,128
Coquina Building Material; 185
Corkscrew Swamp, Name; 154
Cowbays, 95
Corab Trage 11; 142
Cracker, Florida; 88,95 132
Crogstown Expy: 11,35,88.143
Cuban Bread; 184
Dade Batilafiahd; 140
Dade, Maj. Frances; 135-140,161
Cania Beach Huricane: 184

Driving Lanes; 85
Durval County; 163
Eau Galig; 175
Eddizon, Thomas; 152
Eqlin AFB: 116116
Eight Reale; 176
Ellsnion; 144-145
Emanuel Poind Wreck; 120
Emargency Caliooes; B3
Epiphytes; 142,148,157,159
Escambia Bay; 119
Barwclpe (1-903; 119
County; 120
Estpre; 153
Ewvarnglade 80,85, 138-140,154-160
Drainfng of; 156,181
Wikdlifa biA; 160
Wondar Gandens; 154
Falling Watara 5P: 115
Fantasy of Flight; 95
Fayar Drploms SP; 171
Fires, Forast: 168
Fireg, Frascribed | 1438
Flsherman's VElage; 151
Flagher Courty; 171
Flagler, Heary; 97.165,167,171
Florida Aguarem: 1656
Flasida,
12,00 yaars ags; 147
Cawarn SF; 114
Map of all Expressways; 2-3
Mus of Matural History: 134
Matisnal Camateny - 141
Parl of Alrica; 177
Fiatonm; 187
Sheriffs Boys Camp,; 126
Sporta Hall of Fane: 130
Sun 'n Fun Musaum: 97
Suprame Courd; 107
Florida's Turngike (FTP), 178,188
25 mila Strip Maps: 66
Adminiatraton; 189
Coin System; 190
Exil Sorvices; 186
HEFT, 76,161,130
Higbory: 189
Mamas; 189
Sorvice Plaras; 193
Spur SRS TR

China is forecasting a trade surplus of $90bn
(E51bn) to $100bn this year, a threefold
increase on 2004's $32bn. The Commerce
Ministry said the surplus would be created by
a predicted 300/, : ‘

exports, imports, US,
uan, bank, domestic,
g foreign, increase,
trade, value

it will take its time and tread carefully b
allowing the yuan to rise further in value.




tf-1df weighting

« Term frequency — inverse document frequency

« Describe image by frequency of each word within it,
downweight words that appear often in the database

« (Standard weighting for text retrieval)

Number of - Total number of
occurrences of word — —— ”'d N documents in
i in documentd f: — ! 10 o database
i — — 108
_ ng n; Number of documents
Number of words in — AN word i oceurs in, in
document d

whole database

Kristen Grauman



Query expansion

Query: golf green
Results:
- How can the grass on the greens at a golf course be so perfect?

- For example, a skilled golfer expects to reach the green on a par-four hole in ...
- Manufactures and sells synthetic golf putting greens and mats.

Irrelevant result can cause a topic drift’:
- Volkswagen Golf, 1999, Green, 2000cc, petrol, manual, , hatchback, 94000miles,

2.0 GTi, 2 Registered Keepers, HPI Checked, Air-Conditioning, Front and Rear
Parking Sensors, ABS, Alarm, Alloy

Slide credit: Ondrej Chum



Query expansion

New query

Chum, Philbin, Sivic, Isard, Zisserman: Total Recall..., ICCV 2007 Ondrej Chum



Recognition Issues

How to summarize the content of an entire image?
And gauge overall similarity?

How large should the vocabulary be? How to
perform quantization efficiently?

How to score the retrieval results?

How might we add more spatial verification?

Kristen Grauman



Can we be more accurate?

So far, we treat each image as containing a
“bag of words”, with no spatial information

Which matches
better?

7
S

Real objects have
consistent geometry



Multi-view matching

Matching two given Search for a matchihg
views for depth view for recognition

Kristen Grauman



Spatial Verification

Query

DB image with high Bow — i
similarity DB image with high Bow
similarity

Both image pairs have many visual words in common.

Slide credit: Ondrej Chum



Spatial Verification

Query

=
i ) [

DB image with high Bow — i
similarity DB image with high Bow
similarity

Only some of the matches are mutually consistent

with real-world geometry imaged by a camera.
Ondrej Chum



Spatial Verification: two basic strategies

* RANSAC

— Typically sort by BoW similarity as initial filter
— Verify by checking support (inliers) for possible
transformations

* e.g., ‘success’ if find a transformation with > N inlier
correspondences

* Generalized Hough Transform

— Let each matched feature cast a vote on location,
scale, orientation of the model object

— Verify parameters with enough votes

Kristen Grauman



No verification

ia N | i
=1 | =

RANSAC verification

Fails to meet threshold
on # inliers! Good!




Recognition via alignment

Pros:
— Effective for reliable features within clutter
— Great for matching specific instances

cons:
— EXxpensive post-process (how long for proj3?!)
— Not suited for category recognition

Kristen Grauman



Summary

Bag of words: quantize feature space into discrete visual words
— Summarize image by distribution of words

Inverted index: visual word index for faster query time

Evaluation:

Additional spatial verification alignment:
— Robust fitting : RANSAC, Generalized Hough Transform
— We will do this in detail later on in the course

Kristen Grauman



Lessons from a decade later

For Category recognition (project 3)

— Bag of Feature models remained the state of the art until
Deep Learning.

— Spatial layout either isn't that important or its too difficult
to encode.

— Quantization error is, in fact, the bigger problem.
Advanced feature encoding methods address this.

— Bag of feature models are nearly obsolete.
At best they seem to be inspiring tweaks to deep models
e.g., NetVLAD.

James Hays



Lessons from a decade later

For instance retrieval (this lecture):
— deep learning is taking over.

— learn better local features (replace SIFT)
e.g., MatchNet 2015

— learn better image embeddings (replace visual word histograms)
e.g., Vo and Hays 2016.

— learn spatial verification
e.g., DeTone, Malisiewicz, and Rabinovich 2016.

— learn a monolithic deep network to recognition all locations
e.g., Google’s PlaNet 2016.

James Hays



