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Sec. 1 provides the detailed formulas for the mean field approximation algorithm and discusses alternative temporal update
schemes. Sec. 2 provides screen shots of the evaluation tables on Middlebury and MPI Sintel datasets.

1. Detailed Derivation Using Mean Field Approximations
1.1. Energy Function

Given the flow fields for each layer, the distribution for the binary masks is
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The potential function for the spatial term is
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where ρD is a robust penalty function.

1.2. Mean Field Approximation

The mean field approximation solves for an approximate distribution that minimizes the K-L divergence
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The mean field approximation assumes that the approximate distribution can be factorized as
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The general mean field iteration update formula is [1]
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where scope[φ] contains all the pixels that are affected by the potential function φ and Zpt is a normalization constant.
We can obtain the detailed mean field update equation as
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Table 1.2 provides the detailed algorithm for the mean field algorithm for two-layer case.

1.3. Temporal Message Update Schemes

There are various possible schedules for updating temporal messages. Our experiments use parallel updates based on all
frames in the preceding iteration, as illustrated in Figure 1. We also tested a forward-backward schedule inspired by optimal
temporal filtering algorithms, but found it performed slightly worse in practice.

2. Additional Results
2.1. Results on the MPI Sintel Data Set

Figure 2 shows the screen shot of the evaluation table at the time of writing (April, 2013). Note that MDP-Flow2 was
the previous best published method on the data set. Deep-Matching-Flow and Complex-Flow are anonymous submissions.
Figures 3-6 show per-sequence results on the Sintel test set. For each sequence, the image is given in the top left, the ground
truth flow (obtained from the website) in the top right, the segmentation in the bottom left, and the estimated flow in the
bottom right. Our method performs well if the two-layer assumption holds (see market 1, top in Fig. 5, and wall, bottom in
Fig. 6. It fails, on the other hand, if objects are moving very fast (ambush 1, top in Fig. 3), or are very small (the dragon in
temple 1, Fig. 6 top). However, these are problems that are common to all current methods for optical flow computation.
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Figure 1. Temporal update schedule for the mean field algorithm. Each frame uses the marginal estimates for its temporal and spatial
neighbors at the previous iteration.

Table 1. Average end-point error (EPE) on the Middlebury training set. The fast version uses a faster flow computation method but achieves
very closer performance.

Avg. Venus Dimetrodon Hydrangea RubberWhale Grove2 Grove3 Urban2 Urban3
FC-2Layers-FF 0.205 0.228 0.143 0.155 0.072 0.094 0.362 0.199 0.391
Fast version 0.212 0.227 0.139 0.159 0.077 0.095 0.383 0.214 0.405

2.2. Results on the Middlebury Data set

Figure 7 shows the top 15 methods on EPE and AAE from the Middlebury hidden table at the time of submission (Novem-
ber 2012). With FlowFusion, the proposed method (FC-2Layers-FF) is ranked 8th in EPE and 5th in AAE. Without FlowFu-
sion, the proposed method (FC-2Layers-FF) is ranked 9th in EPE and 11th in AAE.

FC-2Layers-FF achieves similar performance as the local layered model nLayers, but more than 10 times faster (about
45 minutes vs 10 hours). The main computational bottleneck is in computing the initial flow field by Classic+NL in MAT-
LAB. We have developed a fast version of Classic+NL by using preconditioned conjugate gradient and reduced the total
computational time to about 10 minutes, with very slight loss in accuracy, as shown in Table 1.



Figure 2. Screen shots of the methods from the MPI Sintel evaluation table (April 2013). Top: Final set; bottom: clean set. The
proposed method is FC-Layers-FF in the table.

Figures 8, 9, 10, and 11 show the estimated flow and segmentation on the Middlebury training and test sets. Note the sharp
motion boundaries recovered by FC-2Layers-FF, such as in “Schefflera” (third row in Figure 8), “Teddy” (bottom row in
Figure 9), and “Grove3” (second row in Figure 11).

Table 2 shows the KL divergence (up to a constant) between the approximate distribution and the true distribution, for the
proposed method with and without FlowFusion. Using FlowFusion consistently produces results with lower K-L divergence
to the actual distribution.
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Figure 3. MPI-Sintel test results I. From top to bottom, the groups of images show the sequences PERTURBED market 3, PER-
TURBED shaman 1, and ambush 1. Within each group, the top left image shows a frame from the sequence, the top right image shows
the ground truth optical flow, the bottom left image shows the segmentation, and the bottom right image shows the estimated flow.



Figure 4. MPI-Sintel test results II. From top to bottom, the groups of images show the sequences ambush 3, bamboo 3, and cave 3. Within
each group, the top left image shows a frame from the sequence, the top right image shows the ground truth optical flow, the bottom left
image shows the segmentation, and the bottom right image shows the estimated flow.



Figure 5. MPI-Sintel test results III. From top to bottom, the groups of images show the sequences market 1, market 4, and mountain 2.
Within each group, the top left image shows a frame from the sequence, the top right image shows the ground truth optical flow, the bottom
left image shows the segmentation, and the bottom right image shows the estimated flow.



Figure 6. MPI-Sintel test results IV. From top to bottom, the groups of images show the sequences temple 1, tiger, and wall. Within each
group, the top left image shows a frame from the sequence, the top right image shows the ground truth optical flow, the bottom left image
shows the segmentation, and the bottom right image shows the estimated flow.



Figure 7. Screen shots of the top 15 methods from the Middlebury hidden table (Nov. 2012). Top: EPE; bottom: AAE. The proposed
methods are FC-Layers-FF and FC-Layers.

Table 2. K-L divergence of the solutions by the proposed method with and without FlowFusion on the Middlebury optical flow benchmark
test set. Using FlowFusion consistently produces results with lower K-L divergence to the actual distribution.

Avg. Army Mequon Schefflera Wooden Grove Urban Yosemite Teddy
FC-Layers -3.20 -6.46 -5.28 -3.56 -6.65 -5.12 3.34 -1.06 -0.83

FC-2Layers-FF -3.42 -6.48 -5.44 -3.96 -6.74 -5.58 2.88 -1.04 -0.97



(a)First frame (b) Layer segmentation (c) Estimated flow field
Figure 8. Estimated flow fields and scene structure on the Middlebury test sequences. Left to right: first frame, layer segmentation, and
estimated flow field. Top to bottom: “Army”, “Mequon”, “Schefflera”, and “Wooden”. Depth ordering: blue is foreground and red is
background.



(a)First frame (b) Layer segmentation (c) Estimated flow field
Figure 9. Estimated flow fields and scene structure on the Middlebury test sequences. Left to right: first frame, layer segmentation,
and estimated flow field. Top to bottom: “Grove”, “Urban”, “Yosemite”, and “Teddy”. Depth ordering: blue is foreground and red is
background.



(a)First frame (b) Layer segmentation (c) Estimated flow field
Figure 10. Estimated flow fields and scene structure on the Middlebury training sequences. Left to right: first frame, layer segmentation,
and estimated flow field. Top to bottom: “Venus”, “Dimetrodon”, “Hydrangea”, and “RubberWhale”. Depth ordering: blue is foreground
and red is background.



(a)First frame (b) Layer segmentation (c) Estimated flow field
Figure 11. Estimated flow fields and scene structure on the Middlebury training sequences. Left to right: first frame, layer segmentation,
and estimated flow field. Top to bottom: “Grove2”, “Grove3”, “Urban2”, and “Urban3”. Depth ordering: blue is foreground and red is
background.


