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Abstract

We introduce Refinery, an open source platform for exploring large text document collections with topic models. Refinery is a standalone web application driven by a graphical interface, so it is usable by those without machine learning or programming expertise. Users can interactively organize articles by topic and also refine this organization with phrase-level analysis. Under the hood, we train Bayesian nonparametric topic models that can adapt model complexity to the provided data with scalable learning algorithms. The project website http://daeilkim.github.io/refinery/ contains Python code and further documentation.
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1. Introduction

Topic models have become a ubiquitous class of tools for the analysis of large document collections (Blei, 2012). However, there is still a significant adoption barrier for individuals who have little to no background in coding or computer science. For example, librarians might be interested in understanding ways of organizing their vast archives of information while journalists could potentially use learned topics to extract insights from Freedom of Information Act (FOIA) requests. However, few have the expertise to implement necessary code nor an intuition for how to fine tune parameters associated with these models. Beyond the challenge of running statistical inference algorithms, the learned topics and word associations must be visualized in a way that is accurate but intuitive.

To make topic modeling algorithms and results more accessible, we built an open source web application called Refinery. Refinery allows users to explore a large corpus of documents and further identify a small set of relevant documents for careful study. The simple drag and drop operation of this toolbox allows researchers to focus on the process of quickly understanding their data without being encumbered by the complexities of inference.

2. Running Refinery

Refinery is an in-browser web application that builds on many existing open-source projects related to visualization, data management, and machine learning, as shown in Fig. 1. To make installation simple, it has only three dependencies: the Git version-control system,
Virtualbox (Oracle, 2013), and Vagrant (Hashimoto, 2013). At a Unix-like command line with these dependencies installed, running Refinery requires just a few lines of code:

> git clone https://github.com/daeilkim/refinery.git
> vagrant up # launch machine and install required Python packages

After executing these lines, Refinery can be accessed from a web browser via the local address http://11.11.11.11:8080.

3. Topic Modeling

**Uploading documents.** Users submit documents for analysis in the form of a .zip or .tar.gz file, which uncompressed contains a folder of plain-text files, one for each individual document. Users do not need to preprocess documents or identify a vocabulary in advance. This is done automatically by Refinery, which tokenizes every unigram from the input documents. The final vocabulary excludes very rare and very common words; we discard terms appearing in more than 80% of all documents, or in less than 2 documents.

**Training a topic model.** The topic modeling algorithm used for Refinery comes from the BNPy toolbox (Hughes et al., 2015b). Specifically, we train a *hierarchical Dirichlet process* (HDP) topic model (Teh et al., 2006) using a memoized variational inference algorithm (Hughes et al., 2015a). While the underlying algorithm has many free parameters, we set most of these to smart defaults and only ask the user to specify an upper bound on the number of inferred topics. This bound provides a truncation for infinite-dimensional HDP model.

**Browseable visualization.** After training a model, users can explore the resulting topics interactively via a multi-colored ring, as shown in Fig. 2. Each segment of the ring represents one topic, with its size indicative of the topic’s frequency in the overall corpus. Hovering
the cursor over a topic’s segment shows the top 50 words associated with that topic. In this word cloud visualization, text size is scaled according to the topic-specific word frequency.

**Focused exploration of document subsets.** Often, analysis of large collections requires identifying subsets of relevant documents and performing more detailed clustering of that subset. We support this by allowing the main corpus of documents to be filtered by keyword and topic presence. Refinery provides two methods for selecting relevant documents given a trained topic model with $K$ topics. The first allows the user to directly specify a query distribution over topics which recovered documents should emulate. The second takes in a list of search terms, and averages the probability of topic given word for each term to obtain a (normalized) distribution over $K$ topics. Given this $K$-dimensional query vector, documents are ranked based on the KL divergence between their MAP topic distribution and the query.

4. **Phrase Extraction and Refinement**

While topic modeling enables scalable first-pass analysis, often the underlying bag-of-words assumptions are too limiting. After filtering a large corpus to find only documents relevant to a small set of topics, Refinery further allows users to explore documents by phrase similarity and create a summary of the corpus composed of sentences extracted from the input documents.

We use the open-source implementation of the Splitta algorithm (Gillick, 2010), which Gillick (2009) introduced for sentence boundary detection. First, the Splitta algorithm is applied for sentence boundary detection. This algorithm processes raw text and does not make use of the topic model output. Next, to help the user efficiently select a subset of relevant sentences from their corpus, Refinery offers two exploration modes. The first, triggered by the button marked “Variety”, implements the KLSum algorithm for multidocument summarization (Haghighi and Vanderwende, 2009). This algorithm ranks candidate sentences higher if their addition to the current set would bring the unigram distribution closer to that of the corpus as a whole, intuitively preferring sentences that contain globally
relevance of information that does not yet appear in the set of selected sentences. The second exploration method, labeled “Similar”, simply ranks candidates by cosine similarity to the current summary’s unigram distribution. Each sentence in the summary is linked to and highlighted in its original source document, facilitating the creation of a comprehensive set of notes with fast access to their provenance.

5. Discussion and Related Work

Refinery provides a first step towards allowing non-technical professionals to explore large document collections with modern topic models. Several other groups have strived to simplify and democratize the use of topic models. Notably, Chaney and Blei (2012) created a web-based navigator to help users understand the relationship between topics and documents, while Chuang et al. (2012) developed a visualization package for assessing the goodness of topics. Topicnets (Gretarsson et al., 2012) focuses on a graph-based exploration and visualization of topics, while other packages such as Gephi (Bastian et al., 2009) and Tetline (Peirson et al., 2015) are often used to create similar visualizations of an already-learned set of topics. Most prior work has focused on the parametric latent Dirichlet allocation (LDA) topic model (Blei et al., 2003).

Refinery differs from these packages in the way it simplifies the entire process of analyzing text with topic models for non-expert users. Furthermore, Refinery’s use of scalable Bayesian nonparametric topic models offers the benefit of automatic model selection while parametric models like LDA require a prior knowledge of the number of topics. Refinery also supports phrase extraction, which allows for a more refined search across documents. Building on the BNPy toolbox allows potential future extensions to more advanced models that cluster documents organized as a time-series or network. Ultimately, we plan to support a larger variety of potential document file types including structured word processor files, spreadsheets, and presentations.
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