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Model-finders, such as SAT/SMT-solvers and Alloy, are used widely both directly and embedded in domain-specific tools. They support both conventional verification and, unlike other verification tools, property-free exploration. To do this effectively, they must produce output that helps users with these tasks. Unfortunately, the output of model-finders has seen relatively little rigorous human-factors study.

Conventionally, these tools tend to show one satisfying instance at a time. Drawing inspiration from the cognitive science literature, we investigate two aspects of model-finder output: how many instances to show at once, and whether all instances must actually satisfy the input constraints. Using both controlled studies and open-ended talk-alouds, we show that there is benefit to showing negative instances in certain settings; the impact of multiple instances is less clear. Our work is a first step in a theoretically grounded approach to understanding how users engage cognitively with model-finder output, and how those tools might better support users in doing so.
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1 INTRODUCTION

Model-finding tools are widely used to reason about a variety of domains. The Alloy (Jackson 2012) tool, for instance, has been applied to network configuration (Maldonado-Lopez et al. 2014; Nelson et al. 2010; Ruchansky and Proserpio 2013), security (Akhawe et al. 2010), software development (Maoz et al. 2011; Rosso and Jackson 2013), distributed systems (Zave 2012), and much else. SMT solvers such as Z3 (de Moura and Bjørner 2008) and the Cooperating Validity Checker (Barrett et al. 2011) also provide model-finding functionality, which is now frequently embedded as the core engine of end-user-facing tools, both in research (e.g., Padon et al. (2016); Seidel et al. (2016)) and industry (e.g., Backes et al. (2019, 2018); Fogel et al. (2015)).

A virtue of model-finders is that they support multiple modalities. In verification, they can search for counterexamples without the manual labor or specialized knowledge required by many deductive methods. In addition, unlike traditional verification engines, model-finders have another use: system exploration, without having to write any properties. A model-finder can be asked...
to simply produce instances of the model\textsuperscript{1}, which is presumably helpful to users as they try to comprehend the system. As the Alloy book (Jackson 2012, page 142) states, this sort of analysis:

...brings software abstractions to life in three ways. First, it encourages you as you explore, by giving you concrete examples that reinforce intuition and suggest new scenarios. Second, it keeps you honest, by helping you to check as you go along that what you write down means what you think it means. And third, it can reveal subtle flaws that you might not have discovered until much later (or not at all).

Because model-exploration is property-free, it does not yield immediately-actionable concrete counter-examples. Therefore, model exploration requires particularly careful attention to output instances. The intent of showing these instances is that users will gain an understanding of a system or phenomenon, ideally as soundly and completely as possible. Therefore, we should make sure that the instances we present actually accomplish this. Indeed, we believe the same argument also applies to the case of presenting counter-examples to verification. However, this paper focuses on what we believe is the harder problem—because it is more open-ended—of model exploration, in the absence of verification goals.

Unfortunately, as we discuss in section 11, very little attention appears to have been paid to the design of model-finder output. The typical model-finder generates a stream of instances, which are shown on screen one at a time, with the user given the choice of looking at the next instance (not even necessarily returning to the previous one). This output might be embellished in some ways: e.g., in domain-specific settings, tools sometimes use visual metaphors common to that domain. Other work (e.g., Clarisó and Cabot (2020); Macedo et al. (2015); Nelson et al. (2013); Saghaﬁ et al. (2015)) argues for applying various mathematical principles to the output. But there is little to no evaluation of these methods, and what evaluation there is (e.g., Danas et al. (2017)) is mixed and even negative.

The problem being addressed by model exploration is not, however, new. In its essence, the problem is one of examining concrete instances of an abstract object and arriving at a correct and thorough understanding of that object. Viewed that way, a long line of work in perceptual psychology, broadening into cognitive science and educational psychology, has studied similar questions: there are many domains where people have to generalize from concrete instances, especially visual ones. We discuss this in section 2.

Concretely, those results suggest two speciﬁc strategies that can be useful. We translate these into research questions that this paper takes the ﬁrst steps toward answering:

RQ 1. What is the value of showing multiple instances at a time, rather than just one?

RQ 2. What is the value of showing negative instances (i.e., non-instances of the model)?

RQ 3. What is the value of showing both multiple and negative instances at a time?

In this paper, we use both controlled studies and free-form talk-alouds to examine these questions. We explore several variants of these features, and in general ﬁnd positive support especially for showing negative instances. We hasten to note that our ﬁndings are preliminary, and should be thought of as formative. As we discuss in sections 4 and 10, the design space of models is large, and laden with confounding factors; our results apply only to a limited (but carefully chosen) setting. Nevertheless, these results lead to further questions and prompt us to believe that these and other interface ideas deserve much more empirical exploration than they have so far received.

\textsuperscript{1}Sadly, the terminology in this space is confusing due to a clash between logic and software engineering. In this paper, we follow Alloy in referring to the input constraint-set—think ”speciﬁcation”—as a model (as in software engineering) and a satisfying output valuation as an instance. We neverthless follow logic in using model finder for the tool that produces instances—the same sense as used in ”model checker” by, e.g., Clarke et al. (2009).
We have implemented interfaces for our studies atop the open-source Sterling (Dyer and Baugh 2021) instance visualizer. We pick Sterling for several reasons:

- Sterling is designed to be used as a plug-in replacement for the Alloy visualizer. Thus Alloy users can already benefit from these ideas.
- Sterling is designed for embedding, rather than being tied to any particular tool (like Alloy). Indeed, other prototype model-finders also use Sterling. Thus, building atop Sterling eases future work with model-finders beyond Alloy.
- Sterling is scriptable, enabling features like custom theming, which we use in our experiments for consistency and clarity. We do not use additional features of Sterling, such as domain-specific visualizations, which may also be beneficial but are outside the scope of this work.
- Sterling eases visual comparison across instances by maintaining the position of atoms, which we believe benefits our work.

We therefore believe our use of Sterling (rather than, say, the Alloy Analyzer itself) will ease the repetition and expansion of our experiments in other settings. However, the results also stand (largely) independent of Sterling and do not require its adoption. Likewise, although we used the Alloy language to build models for our studies, this paper is relevant to visualizing output from any model-finding tool, such as an SMT solver.

2 COGNITIVE SCIENCE BACKGROUND

A model-finder essentially asks the user to construct a high-level understanding from a collection of concrete visual instances. This general problem, removed from the logic context, has been studied for a long time in perceptual psychology and other fields. The seminal work of Gibson and Gibson (1955) on contrasting cases demonstrated that learning happens when noticing structural differences across examples that vary in a systematic way. These ideas were translated into a variety of other fields, ranging from identifying the sex of young chickens to distinguishing NATO tanks from Warsaw Pact ones (Biederman and Shiffrar 1987). The book by Gibson (1969) is a guide to much of the early work in the area.

Another important line of work is on learning from examples, with that large body of work summarized by Atkinson et al. (2000). A significant amount of contemporary work combines these threads, showing students collections of concrete examples to help them understand a more abstract concept (such as algebraic manipulation rules or the notion of density). Rittle-Johnson and Star (2007, 2009), and a line of work culminating in Schwartz et al. (2011), shows that students learn better if they see alternatives side-by-side rather than sequentially. Note that these are but a representative handful of a whole body of literature. A useful meta-analysis of the related area of learning from case comparisons is given by Alfieri et al. (2013). This inspired our original emphasis on showing multiple instances at a time (RQ 1).

The examples used in the aforementioned lines of work, however, are positive examples: that is, they are actual examples of the phenomena under discussion. In some cases, this is an explicit part of the theory. For instance, Brown and Hanlon (1970), studying language acquisition in children, claimed that children received little direct correction (a form of negative feedback). Because this leaves open the question of how people then eliminate grammatical errors, this has led to a long line of work on the exact nature of feedback. Marcus (1993), for instance, summarizes some of the ensuing debate and argues for why forms of negative feedback are unlikely to be the cause of unlearning grammatical mistakes.

However, much of this discussion has taken place in the context of the social world, where various norms govern behavior (e.g., correcting people has a social cost; people rarely make ungrammatical sentences on purpose; etc.). In a model-finding setting, we have a virtual world that is not governed
by the same constraints. In this setting, reading the literature on variation theory (Marton 2014), a phenomenological approach to concept formation, led us to also consider the possible use of negative examples: that is, instances that are not actually members of the phenomenon (for instance, see Marton and Pang (2013) and Kullberg et al. (2017)). We also found supporting evidence for negative instances in Winston (1970) work on machine recognition; and, if not for negative instances per se, then for contrasting with unlike categories (Hammer et al. 2009). This inspired our research question about negative instances (RQ 2), and naturally, therefore, its combination with multiple instances (RQ 3).

We also used the research to drive how we generated instances. For instance, in the SpaceTravel model (section 4), four negative instances were chosen explicitly to draw attention to a single constraint violation. This was inspired by ideas from Gick and Paterson (1992) and Hammer et al. (2009) and many others who have reused or replicated these ideas, such as Schwartz et al. (2011). We believe that much more can be learned from the research in this area to carefully target the nature and order of instance generation, controlled by injecting suitable logical propositions into the solver instances for generating subsequent instances.

### 3 ROADMAP OF THE PAPER

This paper involves many different experimental conditions, each tested in the context of multiple models and over both quantitative and qualitative studies, and across several stages over well over a year. These are all somewhat mutually dependent, but in a paper must necessarily be presented sequentially. Therefore, we provide a roadmap here for how the subsequent sections are laid out.

In all the studies, subjects explored instances of a model in an attempt to understand it. They were not shown the model (i.e., the Alloy specification; we discuss this further in section 10), only visual output. We tested participants’ understanding of the constraints by having them classify false and true instances and properties.

- What models did we use in our studies? We used a set of carefully-designed models, which we describe in section 4.
- What were the experimental conditions? We used a total of seven different conditions, one a control and six new ones based on the literature discussed in section 2. We describe these in section 5.
- Which instances of the models did we use? This is also described in section 5. The answer depends slightly on the specific condition.
- Who participated in our study? We used crowdsourcing site Prolific for our quantitative study, and qualified university students for the qualitative one. We describe the subjects in section 6.
- What were the study protocols and how did we evaluate performance? Section 6 discusses both these issues.
- What are our quantitative findings? Section 7 describes what we found.
- What are our qualitative findings? Section 8 describes what we found.

**Preview of Results.** Across all three small models used in our quantitative studies, we find that displaying multiple positive instances simultaneously does not appear to have any positive or negative effect on performance. The introduction of negative instances, however, does appear to provide some benefit. Although conditions perform differently across different models, each model saw a noticeable benefit from providing negative instances alone or mixed with positive instances.

Our qualitative, talk-aloud study revealed that when viewing negative instances, participants hypothesize about constraints that are being violated and then verify that those constraints are never broken in any positive instances. Further, participant vocalizations on a larger model suggest that: (1) when the number of possible constraints to test is very large, the approach described above
does not necessarily lead to any understanding of the model, since participants needed to first pick the right hypothesis to test; and (2) carefully chosen pairs of positive and negative instances, presented in a way to highlight the differences, can assist with hypothesis selection.

4 EXPERIMENT DESIGN: MODELS

It would be impractical to begin with large industrial or academic models, such as Chord (Zave 2012) or web security (Akhawe et al. 2010), because those involve significant domain knowledge, and a layperson (or even a computer scientist without the right training) might find it difficult to reason about the instances alone without any of the other relevant background. Moreover, larger models, which often have larger instances, would add more interface-related variables to the experiment. We opted for small models in this work so that we could obtain preliminary results that could then guide later studies on larger models.

We also decided against using existing small models from Jackson (2012) or other published works, both to avoid similar domain dependencies, and to sidestep familiarity participants may have with these models. Consequently, we constructed our own set of Alloy models for use in these studies. In doing so, we were guided by three broad design goals:

- selecting domains that would give participants enough context to begin making hypotheses, without the possibility that some might be experts in that domain;
- selecting constraints that were non-obvious while still being reasonable possibilities within the domain, and which had a variety of different relational shapes; and
- increasing complexity levels between different models, so that we could see how each condition fared as the space of hypotheses increased.

In each model, we embedded four target constraints for participants to discover, along with some structural constraints (such as those enforcing the type of a relation) that we did not use for evaluation. We briefly sketch the three models here along with an example instance of each in fig. 1. (Due to space limits, we include the full models along with our artifact.)

For our qualitative study, we introduced a fourth, more complex, model. It describes the layout of a small fictional town and its residents. We present it in section 8.

4.1 FeedingRitual Model

One model crafted a narrative about a fictional species of singing blobs that followed a rigid social ritual when eating. This was directly inspired by the course-requirements model from Montaghami and Rayside (2017), but we wanted to avoid participants’ prior knowledge about course requirements from either helping or interfering with their understanding and thus confounding their performance.

The model contained two types: Blob and Food. The Food type was restricted to include exactly one element, which is how a unique constant is usually denoted in Alloy; the nature of the food is irrelevant, only that some blobs are eating. Two additional relations encoded which blobs were eating (eating) and which blobs were singing and to whom (singingTo). We also wanted to minimize the number of salient features (section 2): if participants were overwhelmed by features, they would presumably yield far noisier data (a hypothesis borne out in section 8).

The model’s target constraints were: (1) exactly two blobs must always be eating; (2) a blob can only sing to one other blob at a time; (3) if a blob is singing and eating, the blob it is singing to must also be eating; and (4) blobs cannot sing in a cycle (i.e., the singing relation is acyclic). In the properties test (section 6.2, step 6), we included these plus four invalid rules: (1) a blob can sing to any number of Blobs; (2) a blob must always be singing; (3) a blob can sing to itself; and (4) any number of blobs can be eating.
4.2 FamilyDinner Model

Another model examined social relationships by modeling the rules of a dinner party. To avoid pre-conceptions about human relationships, the model was again about blobs. As before, this model contained two types: Blob and Meal. The Meal type was restricted to include exactly one element. The cooking relation described which blobs were cooking a meal, and parentOf encoded the ancestor relationship between blobs.

The model’s target constraints were: (1) exactly two blobs must always be cooking; (2) A blob has at most one child; (3) if a blob has a child and is cooking, the blob’s child must also be cooking; and (4) the parentOf relation is acyclic. The properties test (section 6.2, step 6), also included four invalid rules: (1) a blob can be a parent of multiple blobs; (2) every blob must cook; (3) it is possible for a blob to be its own parent; and (4) any number of blobs can be cooking.

The similarities between FeedingRitual and FamilyDinner were deliberate; we discuss this, and the implications thereof, in section 12.

4.3 SpaceTravel Model

The SpaceTravel model describes the flight plan of a spaceship traversing colored space stations to move from the outermost orbit around a fictional star to the innermost orbit. We created this model specifically to be larger (in terms of instance size) and more complex (in terms of number of relationships). Furthermore, we changed the idiom from blob social rituals to one that is likely more recognizable: point-to-point travel. By placing the scenario in space, we hoped to avoid any cultural factors that might come with specific forms of travel in recognizable settings, such as driving between cities.

In SpaceTravel, stations can be blue, green, or neutral. The spaceship can have blue and/or green transponders. We represented station and transponder color both textually (e.g., GreenStation or BlueTransponder) and by using actual colors (green and blue) in the visualizer. This reduced
the risk of confusion caused by a mismatch between two different perceptual signals: in this case words corresponding to colors and the actual colors used (the Stroop effect (Stroop 1935)).

Instances of the model depict possible flight plans that the spaceship could follow to reach the innermost station from the outermost station; the set of stations is not always the same across instances. The target constraints of the model are: (1) to stop at a blue or green station, the ship must have a transponder corresponding to the color of that station; (2) the ship cannot backtrack by moving to a station further away from its destination; (3) the ship must reach the station at the innermost orbit; and (4) the ship cannot skip more than two stations without docking. The properties test (section 6.2, step 6) for SpaceTravel also included four invalid rules: (1) every station must be visited; (2) the ship must have a transponder to dock at a neutral station; (3) the ship cannot visit more than three stations; and (4) the ship may return to a station it has already visited.

5 EXPERIMENTAL CONDITIONS

Our research questions (section 1) seek to learn how two separate variations from the default impact users: showing multiple instances simultaneously (RQ 1) and showing (labeled) negative instances (RQ 2). These questions induce a vast design space of possible studies, especially when the two ideas are combined (RQ 3).

As the goal of this work is formative, we crafted six new experimental interfaces (fig. 2) that capture reasonable points in the design space. We denote the default interface, which reflects the Alloy presentation (one positive instance at a time), as 1+. The 4+2- and 6+ conditions are likely not realistic, given that six instances of any appreciable size would be difficult to fit onto a single screen in a meaningful way, but we tested them for completeness on these relatively small models.

These interface designs are intertwined with decisions on how many instances to display. Nothing in the literature discussed in section 2 addressed this variable, so we fixed the instance count across all experiments. In our own experience using and teaching Alloy, users exploring instances will view some small number of them before returning to the model itself. To get a good approximation of how many instances are typically viewed, we collected data from students in an introductory formal methods course. Throughout the course, students generated instances from 17 different models, executing around 41,000 run commands, using a version of Sterling modified to collect the number of instances viewed for each run command. Of the times students viewed more than a single instance, we found they rarely viewed more than 12, with an average of 8.33 and median of 5. We therefore displayed 12 (sometimes negative) instances in these studies.

5.1 Obtaining Negative Instances

By definition, a model finder produces instances that satisfy all input constraints. Since a negative instance fails to do so, defining and obtaining them requires some precision. The input is a conjunction of constraints $C_1 \land \ldots \land C_n$ over a given language of relation (or uninterpreted function) symbols. We might, therefore, begin by searching for instances of the negation $\neg(C_1 \land \ldots \land C_n)$. This is trivial to construct, since models fed to SAT or SMT-solvers are generally phrased as conjunctions of constraints.

Unfortunately, the negate-the-conjunction approach can produce negative instances witnessing the failure of multiple target constraints. Worse, it negates structural constraints (e.g., in FeedingRitual, that blobs and food are disjoint types). Both of these flaws risk showing nonsensical instances that distract from the target constraints. Moreover, there is no guarantee that, for every distinct target constraint $C_i$, a negative instance witnessing the failure of $C_i$ will be produced early enough in the instance stream to be discovered.

Instead, we therefore broke the overall problem into separate sub-problems. For each distinct target constraint $C_i$, we separately searched for instances that satisfied all constraints except $C_i$,
### Summary of Experimental Conditions

<table>
<thead>
<tr>
<th>Condition</th>
<th>Description</th>
<th>View Sketch</th>
</tr>
</thead>
</table>
| 1+        | 12 positive instances in total. 1 instance displayed per page. This is the default mode of exploration against which all other conditions are compared. | ![View Sketch](1+)
| 3+        | 12 positive instances in total. 3 instances displayed per page. | ![View Sketch](3+)
| 6+        | 12 positive instances in total. 6 instances displayed per page. | ![View Sketch](6+)
| 2+1-      | 8 positive and 4 negative instances in total. 2 positive and 1 negative instance displayed per page. | ![View Sketch](2+1-)
| 4+2-      | 8 positive and 4 negative instances in total. 4 positive and 2 negative instances displayed per page. | ![View Sketch](4+2-)
| ++-       | 8 positive and 4 negative instances in total. 1 instance displayed per page. every third page displaying a negative instance. | ![View Sketch](++-)
| 2.5       | 12 positive instances and 4 negative instances in total. 2 positive and 1 negative instance displayed per page, but the negative instance includes a button that modifies the negative instance to make it a positive one. | ![View Sketch](2.5)

Fig. 2. Summary of Experimental Conditions. The View Sketch column presents the sequence of displays a participant in that group would use to try to understand the model. Each rectangle represents a computer screen, and each circle represents an instance. Circles with a + are positive instances and those with a − are negative instances. A ×4 after the sequence indicates that the complete sequence is repeated four times, and a +1 indicates that there is one additional screen of the same type that completes the sequence.

that is, which satisfied \((C_1 \land ... \land C_{i-1} \land \neg C_i \land C_{i+1} \land ... \land C_n)\). Since we had designed every target constraint to be independent of the others, this query was satisfiable in all cases. This let us study negative instances in their best and most consistent light.

### 5.2 Instance Selection

For each model, we generated separate sets of instances to display during the exploration phase and instance test. All three positive conditions (1+, 3+, and 6+) used the same instances during the exploration phase, varying only in the mode of display. Similarly, the ++-, 2+1-, and 4+2- used the same instances. The 2.5 condition added one additional positive instance to enable toggling.

For each of these three models, running our study protocol for all seven experimental conditions (fig. 2) requires a total of 17 positive instances and 9 negative instances. Of those, 13 positive and 4 negative instances are used during the exploration phase and the remaining 4 positive and 4 negative are used in the instance test. For the exploration phase, the specific set of instances, along with how those instances were presented, was determined by experimental group. For each model, the same set of four positive and four negative instances was used across all experimental groups during the instance test.

In a model-finding setting, a certain element of “luck” is to be expected in instance generation. The extent to which one instance of billions triggers a productive realization depends on the the user’s mental state as much as the tool. Yet, there is value to trying to reduce dependence on luck, as many prior works (Clarisó and Cabot 2020; Cunha et al. 2014; Macedo et al. 2015; Nelson et al. 2020).
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2013; Saghafi et al. 2015; Sullivan et al. 2017) have argued. We exercised care in selecting the specific instances used, drawing on techniques from preexisting tools where appropriate and falling back on manual selection where needed. It is worth noting that in both cases, the process of selecting these instances can largely be automated.

**Blob Models.** For both the FeedingRitual and FamilyDinner models, we took as a starting point the first 4 instances that Alloy itself generated for the models using the SAT4J solver. (We used a scope of up to 6 blobs and 1 meal.) Then, for each of those positive instances, we generated (via the target-oriented model-finding features of Pardinus (Cunha et al. 2014)) one minimally distant and one maximally distant positive instance. This gave us 12 positive instances in total. For each minimally distant positive instance, we then generated (again using Pardinus and the algorithm in section 5.1) a minimally distant negative instance, yielding 4 negative instances. Finally, for each negative instance, we produced a (distinct) positive instance for use with the 2.5 condition’s toggling interface. This positive instance was manually chosen using a method similar to the one used in Bordeaux (section 11) to create a near-miss/near-hit pair that would guide participants towards relevant features.

**SpaceTravel Model.** Because of the increased complexity of SpaceTravel, we found that automatically producing maximally-distant instances resulted in quite dense and unruly instances that were difficult to read, and an automatic enumeration of minimally-distant instances was not guaranteed to exercise different dimensions of the instance space. We therefore chose SpaceTravel instances manually in a deliberate fashion, which research suggests is a more useful approach than choosing at random (Hammer et al. 2009). All instances were generated using a maximum scope of 6 for all types. For positive instances, we chose instances that were not just minimally distant, to increase the likelihood of feature exploration (rather than encouraging a focus on narrow differences between two nearly identical positive instances). For negative instances, we manually followed the approach in section 5.1, selecting instances that specifically violated exactly one target constraint (of the four that we wanted participants to identify). We manually selected positive instances for the 2.5 toggling interface to guide participants towards relevant features, as we did for the blob models.

5.3 **Why So Many Experimental Conditions?**

This work proceeded in multiple phases. At first, we formulated a small set of quantitative studies, guided by student conversations and other experiences from decades of teaching formal methods. This first round only compared ensembles of instances (3+, 6+, 2+1-, and 4+2-) against the default interface (1+) and only used the two most basic models (FeedingRitual and FamilyDinner). The trends that emerged from these early experiments suggested that negative information (or, at least, the contrast between positive and negative) could be useful. Groups that viewed negative instances tended to perform better than those who did not.

However, it was not clear what role the immediate contrast between positive and negative instances played. Moreover, participants using negative instances in FamilyDinner tended to perform better than those using negative instances in FeedingRitual, suggesting that the presence of recognizable relationships impacted the ability to use negative information. Yet, our ability to interpret these results was limited by the simplicity of the two models we had built so far.

We therefore designed the next round of experiments to introduce a more complex model (SpaceTravel). We wanted more recognizable idioms than the social rituals of blobs, and hence used point-to-point travel. Still, we did not want excessive interference from cultural travel conventions; hence the location in space. We also added the ++- condition to test the presence of negative instances without also showing them alongside positive instances. The ++- group outperformed the
default in all three models, suggesting that negative information provides a benefit even without direct juxtaposition with positive instances.

The results from SpaceTravel suggested that the value of negative information might be diminished as models become more complex, independent of the recognizability of the domain: the negative-instance conditions performed more closely to the 1+ default than they did in either FeedingRitual or FamilyDinner.

Nevertheless, it seemed reasonable that the problem might be one of focus: as instances become more complex, finding points of divergence between side-by-side instances can become overwhelming. We opted to add another condition (2.5) that would call attention to these differences. 2.5 participants saw a 3-instance ensemble as in 2+1-, but could toggle between the negative instance and a minimally different positive instance; Sterling allowed us to keep atom position constant for quick visual comparison. We found that participants using this condition did notably worse in FeedingRitual and FamilyDinner but much better in SpaceTravel. This led to our final round of studies, where we focused on gathering new qualitative information in the hopes of discovering the cause of this effect.

6  EXPERIMENTAL SUBJECTS, PROTOCOL, AND METRICS

To address the research questions from both quantitative and qualitative perspectives, participants were drawn from two populations. For quantitative analysis, the goal was to recruit enough participants to perform statistical analysis on their performance and develop an understanding of the overall trends when comparing experimental groups. We recruited a total of 848 participants (before the filtering of section 6.3) on the crowdsourcing site Prolific. They were offered USD 9.52/hr, and were required to confirm they were working on a desktop computer and fluent in English. They were given an estimated completion time of 15 minutes and were allowed up to 56 minutes to complete their tasks. They were only allowed to participate in a single study. We expected that most would have no significant experience with formal modeling.

For qualitative analysis, we were able to recruit 7 students at Brown University who had completed a formal methods course the previous semester. The course had used Alloy extensively, so students had experience using Alloy and interpreting Alloy instances. These students were offered a USD 20 Amazon gift card in exchange for approximately an hour of time to complete their tasks. They participated in a talk-aloud study, in which they were asked to vocalize their thought processes while completing the same tasks as the participants from the Prolific population. These results were used to better understand how negative information and multiple instances were used.

A review of the experimental design by our IRB board determined that no IRB application was required for these qualitative studies, as no identifiable private information or identifiable biospecimens were obtained, used, or studied. Nevertheless, we followed standard research protection protocols with all participants.

6.1  Measuring Model Comprehension

We are broadly interested in the role that our experimental conditions play. The most concrete measurement we can apply is to see how well subjects understand the (hidden) model behind the instances shown. To do so, we chose two concrete metrics that measure some aspect of “model comprehension”. First, it seems reasonable to believe that a person who has formed a good understanding of the hidden model will be able to more accurately determine if an arbitrary instance satisfies the model. Second, better understanding of the model should lead to better judgments about whether the model entails a given property. These two activities—instance classification and property classification—form the basis of our empirical evaluation.
6.2 Study Protocol
We tested each condition in fig. 2 using the same experimental protocol. In each study, participants began with an exploration phase where they were instructed to explore a set of instances with the intent of determining the constraints of the underlying model. Participants then proceeded to an instance test where they were shown different instances and asked to classify each as valid or invalid based on their understanding so far. Participants who did not correctly classify all instances were required to repeat the exploration phase (being told that they did not answer enough questions correctly), after which they were required to retake the instance test. Finally, participants were shown a set of possible model constraints (in English) and asked to identify which were actually part of the model (the properties test).

In more detail, all subjects executed the following steps, varying only in the model used to generate instances and the method of instance exploration:

1. **Introduction**: Participants read a description of the tasks they will be asked to perform.
2. **Pre-test**: Participants took a short quiz to ensure that they were able to understand the instances. Quiz questions asked for simple observations such as the number of a specific type of atom or the number of edges with a certain label.
3. **Explore**: Participants used the visual form of their condition to explore a series of instances, from which they were expected to understand the model.
4. **Instance Test**: Participants took a quiz in which they had to classify each instance in a set of instances is valid or invalid. For each instance they classified as invalid, they had to give a written description of the rule or rules that the instance breaks. If the participant did not correctly classify all instances in the set, they were returned to the Explore phase for a second (and last) attempt.
5. **Survey**: Participants took a survey in which they were asked to give a written description of the constraints of the model, what their profession is, and for a description of any written notes they took during the experiment.
6. **Properties Test**: Participants had to pick out constraints of the model from a list of 8 possible constraints. The list contained 4 actual constraints and 4 non-constraints.

Corresponding to the measurement principle in section 6.1, participants were evaluated on two metrics: instance test score and properties test score. The instance test score is the number of instances (out of 8) that a participant was able to correctly classify as either valid or invalid. Participants who did not correctly classify all 8 instances on their first attempt, and therefore took the instance test twice, have two instance test scores. The properties test score is the number of constraints (also out of 8) that a participant was able to correctly classify as either valid or invalid.

6.3 Filtering Responses
As crowdsourcing sites can sometimes yield poor answers (participants are rushed, uninterested, or bots), we performed some quality control, following Kittur et al. (2008), to remove participants who appeared to not be actively engaged with the study. Concretely, we included two mitigations.

First, the pre-test (step 2) asked simple questions that allowed us to filter out obviously-disengaged participants. For example, given the instances in fig. 1, we asked “which blob is singing?”, “how many blobs are cooking?”, and “how many flights are in this flight plan?” We expect that bots programmed to select answers at random would (probabilistically) fail this test.

Second, we used the following coding manual to classify participants based on their written answers to the properties test (step 6):
• **Engaged:** In their written responses, the participant has expressed at least one rule or pattern that is not explicitly given in the instructions or pre-test (such as “blobs are eating” or “blobs are singing”).

• **Not Engaged:** In their written responses, the participant has not expressed any rules or patterns, or has only repeated those given in the instructions or pre-test. (We viewed simply repeating the instructions as a failure to comprehend them, or possibly evidence of an automated response.)

Responses were coded with other fields, such as numeric scores, hidden so that participants would be filtered objectively, without regard to their effect on study outcomes. To ensure that there would be alignment (beyond chance) between multiple people using the coding manual, we performed a check for inter-rater reliability using Cohen’s $\kappa$ (Cohen 1960) among 3 coders using results from 43 participants. We obtained a $\kappa$ score of 0.855, which is a strong agreement, and so all subsequent classification was performed by a single coder.

### 6.4 Study Interface

We built custom interfaces atop Sterling to administer the experiments. We used Sterling because it largely mirrors Alloy’s default directed-graph visualizer, with two important differences: it is web based, which eased administering the study, and it holds atom locations constant as the user moves between instances. This means that users can usefully “toggle” between instances without common elements being arbitrarily rearranged. We believe that this reduces the cognitive load of viewing instances; an empirical evaluation focused specifically on the benefits of Sterling is outside the scope of this paper, but we believe such factors are worth separate examination.

The interface (fig. 3) was developed as a JavaScript React application and was deployed on Heroku. We collected data in a MongoDB database. We did not collect Prolific IDs, to protect against any future de-anonymization of those IDs. A navigation bar at the top of the screen provided buttons to navigate through the pages of the study. Intermediate pages provided textual instructions to the participant before the beginning of each section.

The pre-test questions, instance test, properties test, and survey questions were all identical across conditions, with only the interface itself (in the form of instance presentation layout) varying. The pre-test section was presented in a two-column layout, showing an instance in the right column and a multiple choice question prompt related to that instance in the left column. When the participant...
Table 1. ANOVA tables for all three models. For each model, analysis is performed separately on the first instance test (I1), second instance test (I2), and properties test (P). Column labels correspond to the standard ANOVA columns: degrees of freedom (dF), sum of squares (SS), mean square (MS), F-ratio (F), and p-value (p) for each model. In the interest of space, the Group (G) and Residuals (R) row labels have been shortened. Lower p-values indicate stronger statistical evidence for an effect.

<table>
<thead>
<tr>
<th></th>
<th>FeedingRitual</th>
<th>FamilyDinner</th>
<th>SpaceTravel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dF</td>
<td>SS</td>
<td>MS</td>
</tr>
<tr>
<td>I1 G</td>
<td>6</td>
<td>0.56</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>217</td>
<td>6.33</td>
<td>0.03</td>
</tr>
<tr>
<td>I2 G</td>
<td>6</td>
<td>0.83</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>215</td>
<td>4.94</td>
<td>0.02</td>
</tr>
<tr>
<td>P G</td>
<td>6</td>
<td>0.31</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>197</td>
<td>6.62</td>
<td>0.03</td>
</tr>
</tbody>
</table>

answers each question they are told whether they answered correctly before moving on to the next question. If they answered incorrectly, they are shown the correct answer. All the survey instruments are available in full in our artifact bundle.

During the exploration phase of the study, instances were displayed to the subject in the arrangement corresponding to their assigned experimental group using the Sterling graph view. For example, the screenshot in fig. 3 shows the second set of instances in the 2+1- condition of the FamilyDinner study. The exploration interface allowed participants to move both forward and backward (via the “Next” and “Previous” buttons shown in fig. 3). This differs from the default Alloy interface, which does not permit returning to previous instances. We made backtracking possible since, in the multi-instance conditions, subjects could already see multiple instances on screen at a time, simulating the effect of going back and forth. By preventing subjects from ever going back, we would be testing their recall, which was not our goal. By letting them go back and forth, we better measure the effect of seeing multiple instances together at once.

To help reduce cognitive load in experimental groups that include negative instances, all instances were assigned a label indicating whether they were positive or negative, and instances were given a light colored background (green for positive, red for negative), as the figure shows. The specific shades of red and green were chosen to ensure enough contrast for the colorblind to distinguish. Instances in groups with only positive instances had a white background.

During the instance test, a single instance was displayed in the right column of a two-column layout. The left column showed a prompt asking whether the instance was valid, with “Yes” and “No” buttons. Clicking the “Yes” button advanced the participant to the next instance, and clicking the “No” button revealed a text box along with a prompt asking which rule or rules had been broken. The participant could not proceed to the next instance without giving a written response.

We stress that, while we used Alloy internally to construct study instances, and Sterling’s visualization is based on Alloy’s default view, subjects did not interact with Alloy in any way. They were (intentionally) never shown a formal modeling language; properties, for instance, were written in English. Though this may reduce some authenticity (as we discuss in section 10), it increases the applicability of this work: e.g., subjects could as well have been seeing the output of a solver embedded in some domain-specific tool that never exposes the logic layer.

7 QUANTITATIVE STUDY RESULTS

All results in this section include only participants that were accepted from each study using the quality control filters outlined in section 6.3. No subjects failed the pre-test questions. The only
In the histogram plots, \( n \) is the total number of participants in the experimental group.

Histograms and boxplots show the number of participants who answered a given number of questions correctly.

Fig. 4. Second instance test results from the 2.5 group in the FeedingRitual study, which are presented here to describe how to read the complete results presented in fig. 5.

participants excluded were therefore those eliminated for failure to provide written responses indicating that they were engaged. Across all quantitative studies, acceptance rates were between 57–92%, with the median and average acceptance rates being 78%.

For each model we collected quantitative performance data from approximately 30 (post-filtered) participants for each group. We analyzed each of the three evaluation metrics using one-way ANOVA (Hays 1994), or analysis of variance, a common statistical method used to determine whether there are significant differences among the means of three or more independent groups. ANOVA results are typically reported in table form, showing the between and within group variability calculated as sums of squares, along with data derived from those values, including the F-ratio and p-value. These results, which we calculated at the 95% significance level, are presented in table 1.

ANOVA results from the FeedingRitual study show that there is a significant level of variance for the first \((p = 0.005)\) and second \((p < 0.001)\) instance tests, but not for the properties test \((p = 0.47)\). ANOVA results from the FamilyDinner study show that there is a significant level of variance for the first instance test \((p < 0.001)\) but not for the second one \((p = 0.051)\) or the properties test \((p = 0.34)\). Finally, ANOVA results from the SpaceTravel study show that there is no significant variance in the first \((p = 0.16)\) or second \((p = 0.38)\) instance test, or the properties test \((p = 0.75)\).

While these results indicate that there are certainly measurable effects present in some cases, we emphasize that these studies are meant to be exploratory. We are less interested in the statistical significance of the results than we are in understanding trends that may indicate further study of an approach is warranted. To better understand how each case performs relative to the default mode of exploration, we perform a post-hoc analysis using Dunnett’s method (Dunnett 1955) to individually compare each experimental group to the 1+ group. These results are presented as confidence interval plots in fig. 5, along with histograms and boxplots, for each experimental group.

Crucially, we are not performing a multiple-comparisons test that would enable us to contrast the performance of different experimental groups. Dunnett’s method only allows us to compare each experimental group individually against the control group, but at a reduced loss of statistical power compared to other methods. Because we are comparing each experimental group only to the 1+ group, there is no confidence interval data for the 1+ group. Figure 4 provides a description of how to read these sets of charts.
### First Evaluation

<table>
<thead>
<tr>
<th># Correct</th>
<th># Correct</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1+</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>3+</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>6+</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>++</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>2+1-</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>4+2-</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>( n/4 )</td>
<td></td>
</tr>
</tbody>
</table>

### Second Evaluation

<table>
<thead>
<tr>
<th># Correct</th>
<th># Correct</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1+</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>3+</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>6+</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>++</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>2+1-</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>4+2-</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>( n/4 )</td>
<td></td>
</tr>
</tbody>
</table>

### Properties Test

<table>
<thead>
<tr>
<th># Correct</th>
<th># Correct</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1+</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>3+</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>6+</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>++</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>2+1-</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>4+2-</td>
<td>( n/4 )</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>( n/4 )</td>
<td></td>
</tr>
</tbody>
</table>

**FeedingRitual**

**FamilyDinner**

**SpaceTravel**

---

Fig. 5. Quantitative study results. Refer to fig. 4 for a guide on how to read these results.
### 7.1 RQ 1: Simultaneous Positive Instances

To understand the value of showing multiple instances at a time, rather than just one, we compare the 3+ and 6+ results to the 1+ results for each of the three models.

For all three models, the average first instance test scores all fell into the 68–72% range, or between 5 and 6 of the 8 total instances correctly classified as valid or invalid.

Across all three models, the 3+ and 6+ evaluation metrics bear striking similarity to those of the 1+ group. These results suggest that while presenting simultaneous positive instances does not appear to provide any additional value over presenting individual instances, no harm seems to have been done either.

### 7.2 RQ 2: Labeled Negative Instances

To understand the value of showing negative instances, we compare results from the ++- group to results from the 1+ group for each of the three models. The ++- group uses the same presentation mode as the 1+ group, displaying only a single instance at a time, but every third positive instance has been replaced by a negative one. By comparing the two groups, we can understand how the presence of negative information affects one’s ability to determine the constraints of the model.

Note that the ++- group is the only one that includes negative instances while still using the default presentation mode of a single instance at a time.

In the FeedingRitual study, the average first instance test score was 69% for the 1+ group and 77% for the ++- group. This means that on average, participants in the 1+ group correctly classified 5.5 out of 8 instances while those in the ++- group correctly classified just over 6 of 8 instances. On the second instance test, participants in the 1+ group showed an improvement over their first test scores, averaging 78% correct, while those in the ++- group showed almost no improvement, also averaging 78% correct.

The FamilyDinner and SpaceTravel studies present strikingly similar trends when considering first and second instance test scores. In the FamilyDinner study, the 1+ group correctly classified on average 69% of instances for the first instance test and improved to 76% for the second, while the ++- group correctly classified 84% of instances for both the first and second instance tests. In the SpaceTravel study, the 1+ group correctly classified on average 72% of instances for the first instance test and improved to 77% for the second, while the ++- group correctly classified 76% of instances for both the first and second instance tests.

Among these results, only the ++- group in the FamilyDinner study showed a significant improvement in the first instance test when compared to the 1+ group ($p = 0.001$), correctly classifying 84%, or 6.7 out of 8 instances. However, the ++- groups from the other studies do appear to follow a similar trend, generally performing better than the 1+ group in all cases.

It appears that participants were able to extract some useful information from the negative instances, as the results suggest that those in the ++- group were able to correctly classify on average one more instance (out of 8) than those in the 1+ group. What’s not clear, though, is how the negative information is used (a question we explore in section 8), and whether the removal of four positive instances to make room for the negative ones had any negative effect on performance. It is certainly plausible that any negative effect caused by the removal of the positive instances was offset by a comparatively larger positive effect provided by the negative instances. A controlled experiment to test for this effect is one we leave for future study. However, given that there was a measurable positive effect seen in these results, this tradeoff—should it exist—is one that seems reasonable to make.

Within each study, a trend appears when comparing the first and second instance test scores. In all three studies, the 1+ group performed better on average on the second instance test than the
first. This suggests that during their second exploration of the instances, participants were able to either discover a constraint they had missed the first time or correct one that they had previously thought to be true. The ++- groups, however, show almost no improvement when comparing their second instance test scores to the first. One might take this to mean that participants in the ++- learned as much as they could during the first exploration phase.

However, if we consider the number of participants who got a perfect score on the first instance test, and therefore did not take the second, a different perspective emerges. In each of the FeedingRitual and FamilyDinner studies only a single participant in the 1+ group got a perfect score on the first instance test and therefore did not take the second one. From the ++- group, however, 8 participants from FeedingRitual and 9 from FamilyDinner got perfect scores on the first instance test. Considering that the first instance test averages would be considerably lower in the absence of these perfect scores, it appears that participants from the ++- group who took both instance tests did indeed continue to discover constraints during the second exploration, just as the 1+ group did. This effect is less pronounced in SpaceTravel, where 4 of the 30 participants in the 1+ group got perfect scores on the first instance test compared to 5 of 25 in the ++- group. Accordingly, the difference in first instance test scores between the two groups is less pronounced, as is the level of improvement exhibited by the 1+ group from first to second instance test.

7.3 RQ 3: Simultaneous Positive and Negative
To understand the value of showing both negative and multiple instances, we compare results from each of the 2+1-, 4+2-, and the 2.5 groups to the 1+ group for each of the three models.

In the FeedingRitual study, the 2+1- and 4+2- groups performed at about the same level when compared to the 1+ group. Each tended to perform slightly better in the first instance test and either the same or worse during the second instance test and properties tests. Interestingly, the 2.5 group performed worse than the 1+ group on all three evaluation metrics, significantly so on the second instance test. Recall that the 2.5 mode of presentation is identical to that of the 2+1-, with the addition of a toggling button that allows the participant to toggle the negative instance to a positive one. In this case, it appears that this toggling ability was detrimental to their performance.

In the FamilyDinner study, the 2+1- and 4+2- groups showed trends similar to those same groups in the FeedingRitual study, though the performance on the second instance test tended to trend towards higher scores. The 2.5 group in this case tended to perform about as well as the 1+ group in all three evaluation metrics.

In the SpaceTravel study, the 2+1- and 4+2- groups performed at about the same level as the 1+ group in all three evaluation metrics. The 2.5 group, however, showed some improvement over the 1+ group, particularly in the first instance test. In fact, the 2.5 group showed the best performance out of all groups in this study.

There are two interesting observations to note from these results. First, when comparing the non-toggling ensemble groups (2+1- and 4+2-) to the ++- group, the results show very similar trends. This appears to indicate that it is the presence of negative information that provides some benefit, not the presentation of ensembles. Second, the 2.5 interface, which was designed to draw attention to specific features of the negative instances, appears to be detrimental to performance on the simple blob models while providing some benefit on the more complex SpaceTravel model. This trend in particular is one that we set out to explore in our qualitative studies.

7.4 Summary
On instance classification, subjects who saw multiple positive instances at once performed remarkably close to those who were given the default display. In contrast, different models favored different negative-instance conditions on instance classification. Both standalone negative instances and
mixed positive-negative ensembles pulled far ahead of the baseline on the blob models, but showed no noticeable improvement on \textit{SpaceTravel}. Ensembles that allowed active toggling between positive and negative appeared to hinder subjects on \textit{FeedingRitual}, but (unlike the passive conditions) showed a strong trend of improvement on \textit{SpaceTravel}. Subjects showed little variation on the properties test regardless of condition; we discuss this further in section 12.

8 QUALITATIVE OBSERVATIONAL STUDY

While the results of the quantitative studies suggest that negative instances are valuable, they do not help us understand how people actually use them. Understanding usage has implications for which negative instances to show and when, especially in juxtaposition with positive instances. We therefore conducted a talk-aloud study with a small number of participants who had substantial experience with Alloy. To match the quantitative studies, these participants were given the same models, (subset of) interfaces, and instance test questions; they did not use Alloy or see the models. They were, however, asked to verbalize what they were noticing and thinking about as they looked at or interacted with the interfaces.

8.1 Study Logistics

Participants and Conditions. We have described the demographics in section 6. Of the seven, one participant could not maintain verbalization sufficiently to provide useful data, so we excluded them. Each of the remaining six worked in one of three presentation modes (++-, 2+1-, or 2.5), with two participants per mode. We included ++- to study a stream of instances, 2+1- as the most promising configuration from the quantitative studies, and 2.5 to explore the impact of toggling.

Protocol. The study sessions were conducted over Zoom. Participants shared their screens while working and we recorded the sessions for later analysis. Participants had agreed to these recordings in advance through a conventional consent form. The study interface was the same one used in the quantitative studies, with the exception of the initial instructions page. In order to explore how participant experience varied with model complexity, each talk-aloud participant worked with three different models, rather than just one as in the individual Prolific studies. We asked participants to verbalize their observations and thoughts while working. The researcher administering the experiments did not interrupt the participants except to encourage them to continue talking aloud.

8.2 Models

The qualitative study used the \textit{FamilyDinner} and \textit{SpaceTravel} models from the Prolific studies. We used \textit{FamilyDinner} instead of \textit{FeedingRitual} since participants had performed better with the former in the quantitative studies. We chose \textit{SpaceTravel} as a more complicated model than either \textit{FamilyDinner} or \textit{FeedingRitual}.

Because we had a subject pool with baseline Alloy experience, we wanted to include an even more complicated model than \textit{SpaceTravel} (with participants working with the models in order of increasing complexity). We therefore introduced a new model, \textit{CityPlanning}, an instance of which appears in fig. 6. It describes a fictional city composed of homes, different kinds of workplaces, and different kinds of people who live and work there. Buildings are connected by roads and bike paths. The model uses a scope of 6 for homes, workplaces, and residents; the size of each profession (banker, teacher, etc.) is further limited to 2 residents.

While the basic constraints might have been guessable (such as the city must be connected by roads and bike paths and everyone must live somewhere), the target constraints were intentionally subtle. Specifically, our evaluations targeted four constraints: (1) banks and houses must be separated...
Table 2. Performance on instance tests and properties test for each of the 7 talk-aloud study subjects. Each row presents the results for a single participant. The columns show the number correct out of 8 for each of the first instance test (I1), second instance test (I2) and properties test (P). (Participant 6 was excluded due to not maintaining verbalization.)

<table>
<thead>
<tr>
<th>Participant</th>
<th>Group</th>
<th>FamilyDinner</th>
<th>SpaceTravel</th>
<th>CityPlanning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>I1</td>
<td>I2</td>
<td>P</td>
</tr>
<tr>
<td>1</td>
<td>2.5</td>
<td>7</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>2.5</td>
<td>8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>2+1-</td>
<td>8</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>2+1-</td>
<td>7</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>++-</td>
<td>6</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>++-</td>
<td>8</td>
<td>8</td>
<td>7</td>
</tr>
</tbody>
</table>

by a bike path; (2) teachers must live next to the school where they work; (3) bankers and teachers cannot live together; and (4) all houses must be reachable by road from a fire station.

CityPlanning yields instances that are structurally more complex than the previous models. With three professions and four types of building, it has roughly the same number of types as SpaceTravel. Yet, the relations among those domains are both more numerous (four instead of three in SpaceTravel and two in FamilyDinner) and less limited (roads and bike paths can form cycles, and houses and workplaces might be shared). This creates a much larger potential space of constraints for participants to observe. As the research base on negative information (section 2) emphasizes its value for calling attention to specific features, we wanted to explore whether that value exists even as models grow more complex. Moreover, in spite of the apparently intuitive domain, the constraints were, as our qualitative results will show (section 8.3, “Strategies for Hypothesis Formation”) quite subtle. The fact that teachers must live close to their schools may initially seem obvious, but no such constraint exists in real life, and a similar constraint on firefighters (which is not present in the model) might be even more intuitive.

To confirm that this model is indeed more challenging, we ran an additional Prolific study with it using the 2+1- configuration. Out of 74 Prolific subjects who started the study, only 48 completed it; of those, only 29 were accepted after quality filtering. Average scores for the first instance test, second instance test, and properties test were 0.45, 0.55, and 0.44 respectively, indicating that participants performed no better than chance. Further, the average time to complete the exploration and instance test sections was around 21 minutes, compared to around 8 minutes for other studies. These results confirm the increased difficulty of the model for Prolific participants.

Fig. 6. A valid instance of the CityPlanning model.
8.3 Results and Analysis

Table 2 summarizes the participants’ numeric results on the instance and properties tests for all three models used in the talk-aloud studies. Although quantitative comparisons are not meaningful here given the small population size, there is useful qualitative information. The drop in scores for two conditions on the CityPlanning model suggests that its complexity was useful for studying how negative instances influence hypothesis formation. Moreover, the scores also suggest that the participants had understood the first two models fairly well, and had stayed on task during the sessions. It is interesting that two participants (1 and 4) did notably worse on their second instance tests than their first. Unfortunately the data do not provide enough detail to explain; we leave a deeper exploration to a future qualitative study.

We now relate qualitative results. Since we had only two participants for each condition, we did not apply any coding methods to our data. Instead, we focus here on observations that might themselves prompt more detailed future exploration.

Relationships within Groups of Instances. We sought to understand the impact of multiple instances on how participants attempted to form hypotheses. Participants who saw multiple instances together assumed that each group was intended to highlight a specific constraint. For example, a participant in the 2+1- configuration said:

So in the two valid ones...so the first one has three flights and this one has two, and both seem to be okay. But this one only has one flight so maybe there’s some constraint on like the number of flights, or, like here it seems to be flying from the start to the end directly so there might also be a constraint on that as well, like you can’t fly directly to the end.

As described in section 5.2, the positive and negative instances within the same group within 2+1- did not necessarily highlight the same underlying model feature (unlike in 2.5, where each negative instance was closely related to the positive instance shown on toggling.) The talk-alouds revealed that participants expected such a relationship within 2+1- as well, resulting in the lesson that any use of multiple instances may demand careful instance-selection decisions.

Instance Selection and Toggling. In 2.5, where the negative instances were paired with a closely-related positive instance, participants tended to identify valid constraints more quickly than participants in the other two conditions. While working on SpaceTravel, one 2.5 participant said

Okay so what’s wrong with this one? [toggle] Oh, so the transponders [toggle] matters [toggle] because [toggle] you have to [toggle] ... is it because [toggle] if you wanna stop in the middle it has to be the color of your transponders? [Checks transponders on previous pages] Okay so I’m gonna guess this is trying to tell me you have to stop at your transponder’s station.

One of the participants in the CityPlanning condition used a combination of toggling and revisiting prior instances to narrow down from an observed feature to a specific constraint. In this case, the participant was looking at an instance that was invalid because a teacher’s home was not next to their workplace, but the toggled positive instance put the teacher’s home next to the school:

Is this similar [toggle] to the one before? Teacher and banker are living together and that’s not allowed, and also … but this one is also like three people living together and I, and you can’t have three people living together maybe? [toggle, toggle, observes three living together in left instance] Okay so it’s fine to have three people living together, but it’s just not the teacher and banker… but is there anything else about this? [toggle] So when it’s here the teacher has to make a stop to go to school [toggle] and then
when it’s here the teacher can directly go to school [middle] when it’s here teacher goes directly to school [left] teacher goes directly to school… directly to school. So maybe the teacher [toggle, toggle] has to be able to go directly to school [then checks all instances on all pages and validates].

Strategies for Hypothesis Formation. The previously-quoted participant used a negative instance to identify a potential constraint, then confirmed it against the positive instances. We also saw participants identify potential constraints from positive instances, which they then checked against the negative instances (recall that all talk-aloud participants had access to negative instances).

Due to its complexity, the CityPlanning model was particularly revealing in how participants used negative instances. Across all conditions, participants consistently started from the positive instances, making hypotheses about basic structural constraints (such as “two bankers can work at the same bank”). Participant 3 stated this strategy explicitly: “my goal right now is to overconstrain so that I catch as much as I can with every instance”. Once participants confirmed these basic observations using the negative instances, they worked further with the negative instances to identify constraints on the relations across domains. However, the point at which participants started proposing constraints and their frustrations with doing so differed across the conditions.

The 2.5 participants most quickly began using negative instances to generate hypotheses (though note that ++ participants only received a negative instance on the third screen). They also had relatively more success with generating and confirming hypotheses, and experienced little frustration in doing so. In contrast, both participants in the 2+1- condition expressed frustration with the process on the CityPlanning model. One spent close to an hour on it without seeming to get very far. The other noted that the differences between positive and negative instances were hard to discern and that all instances seemed plausible. The two participants in the ++ condition developed basic hypotheses on the first two models, then began generating ideas for constraints upon seeing the first negative instance. Both went back to the positive instances to check those ideas. Neither participant was able to validate their hypotheses with confidence, with one saying “what could be wrong here? I’m at a loss.” One participant also remarked that “I personally probably would have find [sic] more helpful if there were more invalid instances”. This speaks to a perceived value of negative instances, though our observations suggest that how those negative instances are juxtaposed with positive ones could have significant impact on their practical utility.

8.4 Summary
The talk-alouds confirmed that participants find negative instances valuable for identifying and validating potential hypotheses. In practice, the way in which negative instances are juxtaposed with positive ones appears critical: participants in the 2.5 condition, who received closely-paired negative and positive instances, experienced more success and less frustration than the other two conditions. Participants in the 2+1- condition articulated an expectation that negative and positive instances would be related, which strengthens an argument for carefully juxtaposing negative and positive instances regardless of presentation mode.

9 ARTIFACT BUNDLE
This paper’s artifact bundle (Dyer et al. 2022) includes:

- the four Alloy models used to generate instances;
- all the study interfaces in all the conditions, to enable reuse and reproduction;
- documentation of the correct answers to all pre-tests, instance tests, and properties tests;
- an enlarged version of fig. 5 for improved legibility; and
• the raw, anonymized, data for each individual in the quantitative studies, including instance and properties test answers and all written responses to instance test and survey questions.

The artifact bundle also includes an experimental model-finder that provides the $2+1$-interface from this study. It accepts Alloy syntax as its source, and uses Sterling as its visualizer. For Alloy run commands, the tool generates instances for display in the new interface, while counterexamples from check commands are displayed as normal. As it is meant only for demonstration, the model-finder has certain limitations, which we describe in detail in the artifact README file. Future versions of this work are expected to be integrated into the Forge model-finder ([Siegel et al. 2021](www.forge-fm.org)) for use in an educational setting.

10 THREATS TO VALIDITY

This work naturally has many threats to validity. We discuss each one below.

*Internal Validity.* We identify two main threats to internal validity. First, any use of paid experimental subjects raises questions of motivation and interest (e.g., our payment may not have sufficed to generate high motivation). To mitigate this, we erected safeguards for both the quantitative and qualitative studies, eliminating participants who were clearly not suitable, but some such participants may have gone undetected. Second, the very small number of qualitative analysis subjects (partially impacted by COVID-19 and student fatigue with online work) forced us to limit the set of conditions used in the qualitative studies, and makes it hard to arrive at general results. In mitigation, we treat that work as especially formative.

*External Validity.* There are multiple threats to external validity. The largest, perhaps, is that we worked with only a limited set of models and they have a particular flavor. The paper explains in detail our reasons for doing so, but a much larger set of models would be needed to arrive at general conclusions. In particular, we intentionally excluded very large models (so that study time would not become a limiting factor) and models that require domain-specific knowledge (to avoid prior knowledge becoming a confound). Settings that lack these exclusions might exhibit different results (from both a quantitative and qualitative perspective). Secondly, we worked with two specific populations (Prolific subjects and Alloy-trained undergraduates). Subjects with different populations may also see very different results. Finally, our particular strategy for generating negative instances (section 5.1) guaranteed that each instance reflected the negation of one specific target constraint. Our goal was to evaluate negative instances broadly, not to present a specific tool or enumeration strategy. Developing a general tool for finding and presenting negative instances would be interesting; we believe that one of the useful questions our qualitative study raises is about which negative instances to show, in light of talk-aloud participants’ expectations about how positive and negative instances should be grouped (section 8).

*Ecological Validity.* Our biggest threat to ecological validity is the constrained nature of our study task. A user of, say, Alloy would also have the source model at hand, not only the output instances. We intentionally excluded this setting for multiple reasons.

First, exposing the source model would introduce many more variables. We could actually be measuring users’ understanding of the model or of the modeling language itself, which is complicated and is fraught with potential misconceptions. Any language we used would have these issues, which risk clouding both quantitative and qualitative methods. Second, requiring knowledge of the modeling language would likely also make recruiting subjects for quantitative studies much harder (especially on a crowdsourcing platform). Nevertheless, a natural follow-up to our study is to evaluate the effect of these different output modalities on users who are working with all the affordances that specific tools offer.
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However, there are practical formal-methods settings that are not far removed from our task: logical models underlie interfaces like system configurators (e.g., you want to purchase a laptop, and there are various constraints on what you can mix-and-match) and security-policy analysis tools. In these settings, end users don’t see the formal model (though they do see some form of input). Instead, they receive contextual results like failures to configure or descriptions of potential security threats. Although our situation does not exactly match all such uses, these show that the question of ecological validity is actually subtle, and that withholding the model does not necessarily damage ecological validity.

11 OTHER RELATED WORK

Section 2 discussed prior cognitive-science work extensively. However, to our knowledge, none of these pertain to formal-methods tools, and most occur in a non-computational context. We therefore discuss other related work from the computer-science literature here.

Kulkarni et al. (2014) use crowdsourcing to examine how exposure to examples at different stages in the design process impacts creativity and conformity. Our studies also provide concrete examples to participants, and it is likely that the comprehension metrics we studied would be correlated with conformity. However, we focus on measuring the value of different enumerations that use side-by-side instances (RQ 1) and negative (RQ 2) information. In contrast, Kulkarni et al. demonstrate that simply seeing pairs of positive examples has impact.

Bordeaux (Montaghami and Rayside 2017) finds pairs of minimally-different positive instances (“near hits”) and negative instances (“near misses”). Crucially, these negative instances, like ours, are not the same as counter-examples to verification, since they are well-defined and (as we show) can be useful even in the absence of verification goals. Likewise, CompoSAT (Porncharoenwase et al. 2018) presents ensembles of instances that each exercise different portions of the underlying model. These works are technically quite appealing, and yet have not been evaluated from a user perspective. Our hope is that this paper will lay the groundwork for more rigorous user-studies of all these works, each backed by cognitive theory. Indeed, our results are especially suggestive of potential benefits from approaches like Bordeaux.

Aluminum (Nelson et al. 2013) and Razor (Saghafi et al. 2015) provide streams of minimal instances, along with allowing users to “augment” instances with additional facts. Cunha et al. (2014) and Macedo et al. (2015) find instances as close to (or as far from) a user-provided target as possible. Sullivan et al. (2017) define a test-coverage metric in the model-finding setting and automatically generate instances that increase coverage. Clarisó and Cabot (2020) use graph kernels to cluster instances. Our studies are complementary to all of these. To our knowledge, only minimality has been subjected to formal user studies (Danas et al. 2017). The fact that these experiments showed at best lukewarm results only underscores the value of building tools on a foundation of cognitive theory and rigorous user evaluation.

Computer vision is also concerned with how images can aid structural, analogical, and other types of high-level visual reasoning. It would be interesting to investigate how negative and/or contrasting examples might help in such tasks, perhaps using datasets like as the Abstraction and Reasoning Corpus (ARC) (Chollet 2019) and Relational and Analogical Visual REasoNing (RAVEN) (Zhang et al. 2019).

12 DISCUSSION

We now discuss a few additional aspects of the research as well as areas for future exploration.

Atom Positions. Sterling uses a graph-layout engine to initially position atoms (blobs, space stations, etc.) on the screen; the relative location of atoms is, by itself, meaningless. As expert users,
we had internalized this fact and deliberately created the layouts in all our instances (fig. 1) so that they were as similar as possible. We were surprised to discover that a handful of Prolific participants (30 of 224 for FeedingRitual, 14 of 222 for FamilyDinner, and 6 of 204 for SpaceTravel) had inferred constraints based on this consistent placement. For example, during the FeedingRitual study, one participant hypothesized: “The Blobs at the bottom cannot sing to the Blobs at the top.” Although this phenomenon was rare, we note it here as another important way that human context can impact the perceived meaning of instances.

**Isomorphisms in Mathematics, Not for Humans.** As the reader might have guessed, FamilyDinner is actually the same model as FeedingRitual but with an alpha-renaming. We made this change to assess how robust the results would be across models: it may be reasonable to expect that they should produce the same outcomes. Figure 7 shows a heatmap breaking down the difference in performance per question between groups in the two conditions; though there are many low scores (no difference), there are also some high ones. Furthermore, questions related to specific features are affected more drastically than others (some not at all).

This is, however, not entirely surprising. While structurally identical, the names of the relationships between the blobs and the food have been changed such that blobs now have a parentOf relation in place of the singingTo relation. In doing so, it seems more likely that participants would have pre-existing ideas about how that relation might be constrained. In particular, they may be more likely to assume that cyclic parentOf relationships cannot occur, whereas cyclic singing (i.e., two blobs singing to each other) is entirely plausible. Subjects are also more likely to think about how many children and/or parents a single blob can have, moreso than they might think about how many blobs one can sing to or be sung to by.

Indeed, there are other results in the psychology of reasoning that show that the framing can affect outcomes. For instance, the Wason selection task (Wason 1966) is a well-known example that is considered difficult for people to solve correctly according to the rules of logic. However, later work (Cosmides and Tooby 1992; Stenning and van Lambalgen 2008) has shown that isomorphic problems that change the domain framing can significantly improve performance. Thus, it is not surprising that a mathematically isomorphic model does not yield identical results.

**Properties Test Analysis.** We have not discussed the properties test results in much detail for any of the studies for two reasons. First, it is the least authentic of the tasks from a perspective of ecological validity. Second, those results showed little variation from the 1+ group across the board.
That said, in the cognitive science literature there is a distinction between “telling apart things in a family” and “telling apart families”, which loosely corresponds to the distinction between identifying instances and identifying properties. However, this is not a connection we have had room to delve into in these studies, and we leave it for future work. Nevertheless, we describe the properties test and report its results since it was part of the study we ran; omitting it would be poor science, especially since it likely added to the cognitive load of participants.

**Task Times.** In general, participants used different amounts of times under different conditions. We discuss some of these in section 8, but those of course are with tiny sample sizes. Because we cannot know what other tasks Prolific users were doing, we chose to not perform a deep analysis of their timing data. However, the preliminary data we have from them indicates that participants with negative information spent more time exploring instances and required less time to complete instance tests. In the *SpaceTravel* study, for example, compared to the groups with only positive instances, those with negative instances spent on average 25 seconds longer exploring instances before moving on to the first instance test, which they were able to complete 35 seconds faster. This trend is also observed to an extent in the *FeedingRitual* and *FamilyDinner* studies. This suggests that timing, which was not part of our research design, might nevertheless be an important factor—and should be designed and controlled for—in future studies.

**Interactivity in Output.** The 2.5 results suggest that, at least in some cases, there is real value to making the output of a model-finder interactive. Indeed, there are many more opportunities available for interaction. For instance, one can imagine being able to directly manipulate the elements of an instance—e.g., adding or removing nodes or edges—and being informed whether the result is or is not an instance of the model. Another example is that, as instances go by, users can “bookmark” some of them to put in a panel for side-by-side comparison—akin to 6+ or 4+2-, but chosen by the user. (We have prototyped these interfaces, but not evaluated them.) In addition, there are numerous metaphors in modern user interfaces (e.g., tabbed browsing) that have at least the benefit of familiarity and thus may be worth exploring in this setting. Finally, there are other ideas—such as the minimal exploration method of Aluminum (Nelson et al. 2013)—that can also be put to work.

**Suggestion for Tool Developers.** Our work suggests that at least negative instances, and perhaps also multiple instances at a time, are worth a much deeper exploration. While we do not claim that any of the interfaces we used in our studies are ideal (or even universally beneficial), we feel it would be beneficial for tools to incorporate forms of negative-instance output as experimental options. By deploying interfaces in real systems and monitoring how users employ them—which will also address questions of ecological validity—we believe a great deal can be learned about the applicability of the principles that drove their design. This will be even more true of more novel forms of interaction in instance output; as Section 8.4 shows, we must take care in how multiple instances are grouped together, as users aim to leverage the constraints between instances to identify features and constraints of interest.

### 13 USER STUDIES FOR FORMAL METHODS

Formal methods tools are gaining in importance and popularity. Yet, as our related work (section 11) shows, their human factors aspects have largely been overlooked, perhaps falling between two communities that are currently quite removed. There is growing interest in the usability of proof assistants (e.g., the new HATRA workshop series), which certainly present additional challenges, but even basic questions such as the ones we raise remain largely unexplored.
Some work in this space might take the form of assessing the usability of tools as they are. These can proceed along fairly standard lines familiar to a person versed in human-computer interaction methods. Our work presents a somewhat different roadmap. We instead ground our work in theories from outside computer science—specifically, in our case, from cognitive science—to inform how a tool might behave. Combining various results leads us to the numerous conditions (section 5.3) that we explore.

No matter which of these paths one takes, as this paper demonstrates, there are several important cautions to keep in mind. Some of these will be clear to people familiar with human factors and qualitative work; others may be more peculiar to formal methods. The paper is already written to discuss some of these as they arise (as two examples, the design of models in section 4 and the need to filter crowdsourced participants in section 6.3). Here we discuss some higher-level issues:

• Be mindful of confounding factors. Earlier, for instance, we describe the importance of avoiding the Stroop effect (section 4.3). Obviously, there is no comprehensive list of these that one can use as a checklist. Rather, reasoning about them requires approaching experiment design with an “adversarial mindset” (no doubt, we have failed in some ways, too!). One particularly important phenomenon to keep in mind is that these tools have numerous “moving parts”. It can therefore be very easy to believe one is studying one aspect while inadvertently studying another. For instance, our emphasis was on output, but had we included the sources of models, we might have actually been studying Alloy language comprehension (section 10). In return, of course, our study does not allow us to evaluate overall comprehensibility. Big questions like the latter need to be broken down into a series of small studies that carefully control for these phenomena before evaluating them in combination.

• Mathematics ≠ life. Mathematical equivalences may not appear that way to humans: for instance, section 12 discusses how humans do not treat isomorphic models identically (or even all that similarly). Therefore, one cannot use mathematics to prune the set of possibilities too much. Indeed, many interesting phenomena are grounded precisely in this mismatch between human and mathematical reasoning (as we discuss in the case of the Wason task).

• Acknowledge that not all use cases are the same, even if the underlying formalism is. As we mentioned in section 1, model finders support many different modalities of use: everything from model-checking and verification (where the user may be an expert in both the domain and the modeling language) to automated configurators to security policy checkers. In the latter cases, the user may be, and perhaps should be, unaware of the modeling details. The output matters for all users, but their needs and abilities are very different.

• Embrace both qualitative and quantitative methods, as appropriate. Researchers who primarily traffic in technical content are often ignorant or wary of qualitative methods, or dismiss of them as having “small N” and/or not providing $p$-values. However, qualitative methods are not merely statistically underpowered versions of quantitative studies. Rather, they have their own methods and logic for arriving at useful and valid conclusions. (One example, mentioned in section 6.3, is the use of inter-rater reliability, which helps check that multiple researchers examining the same qualitative data are arriving at similar conclusions.)

• In our experience, qualitative methods provide deep insights that quantitative methods often cannot. For instance, check-boxes are easy to process and quantify, but they often do not capture interesting insights into thought processes that emerge from letting people speak freely (as we see in section 8.3). To really understand how formal methods are working for people, qualitative methods are essential.
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