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Abstract

GLSis anew distributedlocationservicewhichtracksmobilenode
locations. GLS combinedwith geographidorwarding allows the
constructionof adhoc mobile networksthatscaleto a larger num-
ber of nodesthanpossiblewith previouswork. GLS is decentral-
ized andrunson the mobile nodesthemseles, requiringno fixed
infrastructure Eachmobilenodeperiodicallyupdates smallsetof

othernodes(its locationseners)with its currentlocation. A node
sendsits positionupdatego its location senerswithout knowing

their actualidentities, assistedoy a predefinedordering of node
identifiersand a predefinedgeographichierarchy Queriesfor a
mobile nodes location also usethe predefineddentifier ordering
andspatialhierarchyto find alocationsener for thatnode.

Experimentsusing the ns simulatorfor up to 600 mobile nodes
shaw that the storageand bandwidthrequirementof GLS growv

slowly with the size of the network. Furthermore GLS tolerates
nodefailureswell: eachfailurehasonly alimited effectandquery
performancedegradesgracefully as nodesfail and restart. The

query performanceof GLS is also relatively insensitve to node
speeds.Simple geographidorwarding combinedwith GLS com-

paredavorablywith DynamicSourceRouting(DSR):in largernet-

works (over 200 nodes)our approachdelivers more paclets, but

consumedewer network resources.

1. Intr oduction

This paperconsidersthe problemof routing in large ad hoc net-
works of mobile hosts.Suchnetworks areof interestbecausehey
do notrequireary prior investmenin fixedinfrastructureInstead,
the network nodesagreeto relay eachothers pacletstoward their
ultimate destinationsandthe nodesautomaticallyform their own
cooperatie infrastructure.We describea system,Grid, thatcom-
binesa cooperatie infrastructurewith locationinformationto im-
plementroutingin alargeadhocnetwork. We analyzeGrid'sloca-
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tion service(GLS), shaw thatit is correctandefficient,andpresent
simulationresultssupportingour analysis.

It is possibleo constructargenetworksof fixednodegoday Promi-
nentexamplesincludethe telephonesystemandthe Internet. The
cellulartelephonenetwork shavs how thesewired networkscanbe
extendedo includelargenumbersf mobilenodes.However, these
networksrequirealarge up-frontinvestmenin fixedinfrastructure
beforethey are useful—centrabffices, trunks, andlocal loopsin
the caseof thetelephonesystem radiotowersfor the cellular net-
work. Furthermoreupgradingthesenetworks to meetincreasing
bandwidthrequirementfiasprovenexpensve andslow.

Thefactthatlargefixedcommunicationnfrastructureslreadyex-

ist might seemto limit the usefulnes®f ary competingapproach.
Thereare, howvever, a numberof situationsin which ad hoc net-

works aredesirable.Usersmay be so sparseor densethatthe ap-

propriatelevel of fixed infrastructureis not an economicainvest-
ment. Sometimedixed infrastructureexists but cannotbe relied

upon, suchasduring disasterrecovery. Finally, existing services
may not provide adequateservice ,or maybetoo expensve.

Thoughad hoc networks are attractie, they are more difficult to
implementthanfixed networks. Fixed networks take advantageof
their static naturein two ways. First, they proactvely distribute
network topology information amongthe nodes,and eachnode
pre-computesoutesthroughthat topology using relatively inex-
pensve algorithms.Secondfixed networks embedrouting hintsin
nodeaddressebecausehe completetopologyof a large network
is too unwieldyto processor distribute globally. Neitherof these
techniquesworks well for networks with mobile nodesbecause
movementinvalidatestopology information and permanennode
addressesannotincludedynamiclocationinformation. However,
thereis a topologicalassumptiorthat works well for radio-based
ad hoc networks: nodesthat are physically closearelikely to be
closein the network topology;thatis, they will be connectedy a
smallnumberof radiohops.

Grid useggeographicalorwardingto take advantageof thesimilar-
ity betweerphysicalandnetwork proximity. A sourcemustknow
the geographicapositionsof ary destinatiorto which it wishesto
send,andmustlabel pacletsfor that destinationwith its position.
An intermediatenodeonly needso know its own positionandthe
positionsof nearbynodesithatis enoughinformationto relayeach
pacletthroughtheneighborthatis geographicallylosesto theul-
timate destination. Although Grid forwardspaclets basedpurely
uponlocal geographidnformation, it is highly likely that paclets
arealsoapproachingheir destinatiorasmeasuredy the number



of remaininghopsto the destination.Becausenodesonly needlo-
cal information, regardlessof the total network size, geographic
forwardingis attractize for large-scalenetworks.

However, to be usefulin alarger contet, a systembasedon geo-
graphicforwardingmustalso provide a mechanisnfor sourceso
learnthepositionsof destinationsTo presere scalability thisloca-
tion servicemustallow queriesandupdatego be performedusing
only a handfulof messagesOf course the locationserviceitself
mustoperateusingonly geographidorwarding. It shouldalsobe
scalablen thefollowing senses:

1. No nodeshouldbe a bottleneck—thework of maintaining
thelocationserviceshouldbe spreadevenly over thenodes.

2. The failure of a node shouldnot affect the reachability of
mary othernodes.

3. Queriesfor thelocationsof nearbyhostsshouldbe satisfied
with correspondinglyocal communicationThis would also
allow operationin thefaceof network partitions.

4. Thepernodestorageandcommunicatiorcostof thelocation
serviceshouldgron asa smallfunction of the total number
of nodes.

TheGrid locationservice(GLS) presentedh this papersatisfiesll
of theserequirements.

The restof the paperdescribeshe designand simulatedperfor
manceof Grid. Section2 reviews existingwork in scalablead hoc
networking. Section3 describeghe characteristic®f geographic
forwarding. Section4 describe<Grid’s distributedlocationservice
algorithm. Section5 describesour implementatiornf geographic
forwardingandthe GLS in detail. Section6 analyzesGrid’'srouting
performanceandscalabilityusingsimulations.Section7 suggests
areasfor futureimprovements. Section8 summarizeshe papers
contributions.

2. RelatedWork

Most existing ad hocrouting systemdlistribute eithertopologyin-
formation or queriesto all nodesin the network. Some,suchas
DSDV [16], areproactive they continuouslymaintainrouteentries
for all destinations.Othertechniquesare reactive and construct
routesto destinationsasthey arerequired. This includessystems
suchasDSR[10], AODV [15], andTORA[14]. Brochetal.[4] and
Johanssort al. [9] eachprovide overviews of thesead hoc rout-
ing techniguesalongwith comparatie measurementssingsmall
(30-50node)simulations. Grid’s main contribution comparedo
theseworksis increasedcalability

More closelyrelatedto Grid areprotocolsthatusegeographigo-
sitions. Finn’s Cartesiamouting[7] addressesachnodewith age-
ographiclocationaswell asa uniqueidentifier Packetsarerouted
by sendingthem to the neighborclosestto the paclet’s ultimate
destination.Deadendsarehandledby scopediooding. However,
Finn givesno detailedexplanationof how nodelocationsarefound
or how mobility is handled.

More recentwork on geographicapproacheso routing includes
the DREAM [2] andLAR [13] systemsBoth systemgoutepack-
etsgeographicallyin amannersimilar to Finn’s Cartesiarsystem.

They differin how anodeacquireghegeographigositionof ades-
tination. DREAM nodesproactiely flood position updatesover
the whole network, allowing othernodesto build completeposi-
tion databasesLAR nodesreactvely flood positionqueriesover
the entire network whenthey wish to find the position of a desti-
nation. Becausehey bothinvolve globalflooding, neithersystem
seemsuitedto large networks.

The Landmarksystem[17, 18] actively maintainsa hierarchyto
provide routingin a changingnetwork. Nodesin a Landmarknet-
work have unique permanentDs that are not directly useful for
routing. Eachnodealsohasachangeabléandmarkaddresswhich
consistof alist of IDs of nodesalongthe pathfrom awell-known
root to the nodes currentlocation. A Landmarkaddresscan be
useddirectly for routing, sinceit is similar to a sourceroute. The
LandmarksystemprovidesalocationservicethatmapslDs to cur
rentaddressesEachnodeX sendsupdatescontainingits current
Landmarkaddresgo a nodethatactsasits addressener, chosen
by hashingX’s ID to producea LandmarkaddressA. If anodeY
exists with thataddressy actsasX’s locationsener. Otherwise
thenodewith Landmarkaddresglosesto 4 is used.Anyonelook-
ing for X canusethe samealgorithmto find X's locationsener,
which canbe queriedto find X’s currentLandmarkaddress.This
combinationof locationsenersandaddressethatencoderouting
informationis similar to the architecturedescribedn this paper
Grid, however, avoids building hierarchiesasthey arevulnerable
to the movementof nodesnearthetop of the hierarchy

3. GeographicForwarding

We usea simpleschemdor geographidorwardingthatis similar
to Cartesiarrouting[7]. Eachnodedeterminests own geographic
positionusinga mechanisnsuchas GPS[1]; positionsconsistof
latitude and longitude. A nodeannouncests presenceposition,
and velocity to its neighbors(other nodeswithin radio range)by
broadcastingeriodicHELLO paclets. Eachnodemaintainsa ta-
ble of its currentneighbors’identities and geographicpositions.
The headerof a paclet destinedfor a particularnodecontainsthe
destinations identity aswell asits geographigosition.Whennode
needso forward a paclet toward locationP, the nodeconsultsits
neighbortable and chooseghe neighborclosestto P. It thenfor-
wardsthe paclet to that neighbor which itself appliesthe same
forwardingalgorithm. The paclet stopswhenit reacheghe desti-
nation.

A pacletmayalsoreachanodethatdoesnotknow aboutary nodes
closerthanitself to the ultimate destination. This dead-endndi-

catesthatthereis a“hole” in the geographidistribution of nodes.
In that case,the implementationdescribedn this papergives up
andsendsanerrormessagéeo the paclet's sourcenode.

Recwering from dead-endss possibleusing the sameneighbor
positiontableusedin geographidorwarding. Karp andKung pro-
poseGPSR[12], a geographiaouting systemthat usesa planar
subgraphof the wirelessnetwork’s graphto route aroundholes.
They simulateGPSRon mobile networks with 50—200nodes,and
shaw thatit deliversmorepacletssuccessfullywith lower routing
protocoloverheadhanDSRon networkswith morethan50 nodes.
Boseetal. independentlylemonstrataloop-freemethodfor rout-
ing pacletsaroundholesusingonly informationlocalto eachnode.
The methodworks only for unit graphs in which two nodescan
communicatairectly in exactly the casesn which they arewithin

somefixeddistanceof eachother
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Figure 1: Fraction of data packets unable to be delivered us-
ing geographicforwarding with a perfect location service, asa
function of nodedensity. The simulation areais 1 km2.

3.1 Effect of Density

Geographidorwardingworks bestwhennodesare denseenough
thatdeadendsarenot common.We presenta simpleevaluationof
the effectsof nodedensityusingthe ns[6] network simulator The
simulatedhodeshave 2 MegabitpersecondEEE 802.11radios[5]
with rangef about250meterseachnodetransmitsHELLO mes-
sagesat 2 secondntenals, androutingtableentriesexpire after4
seconds.Nodesmove continuouslyat 10 m/s; eachnodemoves
by selectingarandomdestinationmoving towardit, andselecting
a new destinationwhenit reacheghe old one. Eachnodesends
pacletsto threedestinatiomodesselectedatrandom;eachcorver
sationstartsatatime selectedandomlyoverthe 300secondife of
the simulation. A corversationinvolvessending6 pacletsof 128
byteseachat quartersecondintervals. Sendersknow the correct
geographigositionsof destinations.

Figure 1 is the resultof simulationsover a rangeof nodedensi-
ties. In eachsimulation,the nodesare placedat randomin a 1

km? square. The graphreportsthe fraction of paclets that were

not deliveredfor eachnodedensity In this scenario,geographic
forwardingworks well for morethan50 nodesper squarekilome-

ter. If 50 nodesareevenly placedin a1 km? squaretheinter-node
spacingis 141 = 1000/+/50 meterswhich is within radiorange.
More generally the simulationresultsagreewith a mathematical
analysisof randomnodesdistributed throughoutthe unit square:
onecanprove thatif the communicatiorradiusis » andthe num-

berof pointsexceeds6/r?) In(6/r2) perkm?, thendeadendsare

extremelyunlikely to occur

4. The Grid Location Sewice

Combininggeographidorwardingwith amechanisnfor determin-
ing thelocationof anodeimplementghetraditionalnetwork layer:

ary nodecansendpacletsto ary othernode.A trivial locationser

vice might consistof a staticallypositionedocationsener. Nodes
would periodicallyupdatethis sener (usinggeographidorwarding
to thesener's well-knowvn coordinatesyvith their currentlocation.
For anodeA to contactnodeB, A queriesthe locationsener for

B’s currentlocationbeforeusinggeographidorwardingto contact
B.

Usingasinglelocationsener hasa numberof problems.Thecen-
tralized sener is a single point of failure; it is unlikely to scale

to a large numberof mobile nodes;it cannot allow multiple net-
work partitionsto eachfunction normally in their own partition;
andnodesnearto eachothergain no advantages—the mustcon-
tact a potentially distantlocation sener in orderto communicate
locally.

We introducea distributedlocationservice(GLS) thatis designed
to addressheseproblems.GLS s fault-tolerantthereis no depen-
denceon speciallydesignatechodes.GLS scaledo largenumbers
of nodes;our goalis to provide a servicethatscalego at leastthe
sizeof alarge metropolitanarea.Finally, GLS operate®ffectively
even for isolatedpoclets of nodes. A nodeshouldbe ableto de-
terminethe locationof ary nodethatit canreachwith geographic
forwarding. Thatis, a locationlookup shouldnot involve nodes
thataretoofar“out of theway” of astraightline trip from thenode
performingthelookupto the nodebeinglookedup.

GLSis basedn theideathata nodemaintainsits currentlocation
in anumberof locationserves distributedthroughouthe network.
Theselocationsenersarenot speciallydesignatedeachnodeacts
asa locationsener on behalfof someothernodes. The location
senersfor anodearerelatively densenearthe nodebut sparsdar-

therfrom node;this ensureghatanyoneneara destinatiorcanuse
anearbylocationsener to find the destinationwhile alsolimiting

the numberof locationsenersfor eachnode. On the otherhand
long distancequeriesare not disproportionallypenalized: query
pathlengthsareproportionalto datapathlengths.

In orderto spreaduniformly thework of actingaslocationseners,
GLS avoidstechniquesuchasleaderelectionor hierarchyto de-
terminelocationsener responsibility Theseschemegplaceundue
stresson the nodesunlucky enoughto be electedas a leaderor
placedat higherlevelsin the hierarchy InsteadGLS allows anode
X to selectasetof locationsenersthat, probabilistically is unlike
thesetof senersselectedy othernodesanddoesnotchangedras-
tically asnodesenteror leave the network. Nodessearchingor X

areableto find X’s locationsenersusingno prior knowledgebe-
yondnodeX’'s ID. This is accomplishedy carryingout muchthe
sameprotocolthat X usedto selectits senersin thefirst place.

Our approachdraws its intuition from ConsistenHashing a tech-
niguedevelopedto supporthierarchicakcachingof webpageq11].

To avoid making a single nodeinto the bottleneckof the hierar

chical cache,that paperuseda hashfunction to build a distinct
hierarchyfor eachpage,much aswe usea distinct location ser

vice hierarchyfor eachtarget. Also like our paperthatpaperused
nestedqueryradii to ensurehatqueriesfor agivenpagedid notgo
to cachesnuchfartheraway thanthe pageitself.

GLS balanceghelocationsener work evenly acrossall thenodes
if thereis a randomdistribution of nodelDs acrossthe network.

GLS ensureshatnodesareallocatedunique,randomiDs by using
a stronghashfunctionto obtainan ID from anodes uniquename.
The namecould be ary uniquelyallocatedname,suchasInternet
hostnames|P addressesyr MAC addressesror purposef dis-

cussingthe GLS, a nodes ID is moreinterestingthanits original

name thereforewhenwe referto anodeA, we arereferringto the
nodewhosenamehashedo A.

4.1 Selectingand Querying Location Serers

GLS provides for distributed location lookupsby replicatingthe
knowledgeof anodes currentlocationat a small subseof thenet-



Figure 2: A piece of the global partitioning of the world. A
few example squares of various orders are shovn with dark
shading The lightly shadedsquare is shovn as an example
of a 2x2 square which is not an order-2 square becauseof its
location. An order-n square’s lower left corner’s coordinates
must be of the form (a2, 52"~ 1) for integers a,b.

work’s nodes.This setof nodess referredto asthenodeslocation
seners. A nodeA hopingto contactnodeB canqueryoneof a
numberof othernodesthatknow B’s location. Of course A must
be ableto contactthe nodesthat know B’s location. This means
that A’s searchfor B’s location seners and B’s original recruit-
mentof locationsenersoughtto leadto the sameseners. When
B recruitslocationsenersit usesthe sameinformationthatA will
have whensearchindor B’slocationseners: B’s nameandcertain
informationthatall nodeshave at startup.

At startupall nodesknow thesameglobalpartitioningof theworld

into a hierarchyof gridswith square®f increasingsize,asshavn

in Figure2. Thesmallestsquares referredto asanorderl square.
Four orderl squaresnake up an order2 squareandsoon. It is

importantthatnot every squaremadeup of four ordern squaress

alsoanorder(n + 1) square Ratherto avoid overlap,a particular
ordern squareis partof only oneorder(n + 1) squarenot four.

This maintainsanimportantinvariant: a nodeis locatedin exactly

one squareof eachsize. This systemof increasingsquaresizes
providesa contet in which anodeselectdewer andfewerlocation
senersat greaterdistancesOur choiceof a grid-basedartitionis

somavhatarbitrary;ary otherbalancedierarchicapartitionof the
spacecanbe usedinstead.

Considethow B determinesvhich nodesto updatewith its chang-
ing location,usingits ID andthe predeterminedjrid hierarchy B

knowsthatothernodeswill wantto locateit, but thatthey will have
little knowledgebeyondB’sID. B’sstrat@y is to recruitnodeswith

IDs “close” to its own ID to sene asits locationseners.We define
the nodeclosestto B in ID spaceto bethe nodewith the leastID

greaterthanB. ThelD spacds consideredo becircular, 2 is closer
tol17than7isto17.
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Figure 3: The inset squaresare regionsin which B will seeka
location sewver. The nodesthat becomeB’slocation sewvers are
circled and shown in bold.

If we considerthe treecorrespondindo the grid decompositiona
nodeselectdocationsenersin eachsibling of a squarethat con-
tainsthe node. The exact detailsof the selectionare bestunder
stoodwith anexample(seeFigure 3). A nodechooseghreeloca-
tion senersfor eachlevel of the grid hierarchy For example,in
thefigure, B recruitsthreesenersin orderl squaresthreeseners
in order2 squaresandthreesenersin order3 squaresin eachof
thethreeorderl squareghat, alongwith B’s own orderl square,
male up anorder2 squareB chooseghe nodeclosesto itself in
ID spaceasa sener. The samelocationsener selectionprocess
occursin higherorder squares.In the threeorder2 squareghat
combinewith B’s order2 squareto make anorder3 squareB se-
lects26,31,and43 aslocationseners.

Figure 4 shaws the stateof a Grid network onceall nodeshave
provided their coordinatego the nodesthat will actastheirloca-
tion seners. With the completenetwork stateasreferenceye can
returnto the problemof how A findsthelocationof B.

To performa locationquery A sendsa request(usinggeographic
forwarding)to theleastnodegreaterthanor equatlto B for which A
haslocationinformation. Thatnodeforwardsthe queryin thesame
way, andsoon. Eventually thequerywill reachalocationsener of
B whichwill fowardthequeryto B itself. Sincethequerycontains
A’slocation,B canresponddirectly usinggeographidorwarding.
The location query is forwardedall the way to B so that B can
respondwith its latestlocation.

For illustrative purposesve have ignoredanimportantbootstrap-
pingissue.We have assumedhatnodesselecttheirlocationseners
appropriatelyand sendtheir coordinatedo them. This appeargo

assumehatanodecanscananentiresquargof arbitrarysize)and
chooseheappropriatenodeto actasits sener. In fact,nodesroute
updatepacletsto theirlocationsenerswithoutknowing theiriden-
tities. Assumethata nodeB wishesto recruitalocationsenerin

someordern square B sendsa paclet, usinggeographidorward-
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Figure 4: An entire network’s location sewver organization.
Each nodeis showvn with the list of nodesfor which it has up
to date location information; B’slocation sewvers are shown in
bold. Two possiblequeriesby A for B’slocation are shown.

ing, to thatsquare.Thefirst nodeL in the squarethatrecevesthe
paclet begins a location updateprocessthat closely resemblesa
queryfor B’s location; but this updatewill actuallycarrythe cur
rentlocationof B alongwith it. Aswewill demonstratdelow, the
updatewill arrive attheleastnodegreatethanB beforeleaving the
ordern squarecontainingL . This is exactly the appropriatedesti-
nationfor the locationupdateto go to; the final destinationnode
simply recordsB’s currentlocationandbecomes locationsener
for B.

The only requiremenfor B to distribute its locationto the appro-
priate sener in an ordern squareis that the nodescontainedin
the squarehave alreadydistributedtheir locationsthroughoutthat
squae. If weimagineanentireGrid systembeingturnedon atthe
sametime, order1 squaresvould exchangeinformationusingthe
local routing protocol,thennodescouldrecruittheir order2 loca-
tion seners,thenorder3, etc. Oncetheordern locationsenersare
operatingthereis sufficient routing capabilityto setup the order
(n + 1) locationseners.

4.2 Efficiency Analysis

When nodesare not moving, the numberof stepstaken by a lo-

cationqueryfrom A to B is no morethanthe orderof the smallest
squareén which A andB arecolocated A locationquerystepis dis-

tinct from a singlehopin the geographidorwardinglayer;indeed,
eachlocationquerystepis likely to requireseveralgeographidor-

wardinghops.In Figure4, the entirediagramis anorder4 square.
Thereforeall queriescanbe performedin no morethanfour loca-
tion querysteps.

At eachstep,a querymalkesits wayto thebest(closestn ID space
to the destinationnodeat successiely higherlevelsin thegrid hi-
erarchy At the start, the queryis forwardedto the bestnodein
thelocal order1 squareusingthelocal routing protocol. Fromthis

point on, eachstepmovesthe queryto the bestnodein the next
larger containingsquare whenthatnext larger squarecontainsthe
destinatiomode the bestnode(closesto the destinationD) must
be the destinationitself. Thusthe querys next stepis to the desti-
nation. This behaior not only limits the numberof stepsneeded
to satisfy a query it alsoboundsthe geographiaegion in which
the querywill propagate.Becausehe query proceedsnto larger
andlargersquareghat still containthe source, the querywill stay
insidethesmallessquarecontaininghesourceandthedestination.

To understandvhy eachstepbringsthe queryto the bestnodein a

largersquarewe will first considerthe queryfrom nodeA (76) for

theaddres®f B (17), shavn startingin thelower right of Figure4.

Our abbreviated topology hasno morethan one nodeper square,
so the querytrivially begins at the bestnode, itself, in its order

1 square. The query moves to the bestnode(21) in A’s order2

squarepecaus& 6 happendo know the positionsfor all thenodes
in its order2 square This is anartifactof our sparsdayout,sothe

next steptells the importantstory: why 21 knows the location of

thebestnodein the next higherordersquare.

Recallthat21isthebestnodein its order2 square Thisguarantees
that no nodesin that squarehave IDs betweenl7 and21. Now,
consideranodeX somavherein node21’s order3 square put not
in 21'sorder2 square RecallthatX hadto choosealocationsener
in node21’s order2 square.If X's D is betweenl7 and21 then
X musthave chosennode?21 asa location sener sincethereare
no betternodesin node21’'s order2 square.Thus,node21 knows
aboutall nodesin its order3 squarethatlie betweenl7 anditself,
including the minimum suchnode. In this case,that nodeis 20.
At the next step,node20 mustknow aboutall nodesin the order
4 squarebetweenl? anditself. Sincenodes20 and17 sharethe
sameorder4 squarg(the entirefigure),node20 knows aboutnode
17,andthequeryis finished.

The abose exampledemonstratewhy node21 knewv node20’s lo-
cationandwasthereforeableto move thequeryfrom thebestnode
in its order2 squareo thebestnodein its order3 square Onemay
wonder howvever, why node21 doesnot know aboutsomeother
nodewhoselD is betweerl7 and20,andwhichlies atadistantlo-
cation. This would be undesirableasnode21 would thenforward
thepacletfaraway simply becausefor example,it mightknow the
locationof node19. But this cannothapperbecausaode20 acts
asa shield for node21 during location sener selection. Thatis,
for any nodeoutsideof the lower right quadran®of figure 4, node
21is guaranteeaot to bethe bestchoicefor locationsener; node
20 will alwaysbe preferable.In addition,becausevery location
queryis labelledwith its source,intermediatequery stepsknow
whatlevel of thehierarchythe queryis currentlyin, andcanrefrain
from sendingqueriestoo far avay.

Having built anintuition, we now give an inductive proof thata
queryneedso morethann locationquerystepsto reachits desti-
nationwhenthe sourceanddestinatiorarecolocatedn anordern
square.Furthermorethe querynever leavesthe ordern squaren
whichit starts.We assumewithoutlossof generalitythatthe des-
tinationnodes ID is 0. We thenproceednductively to prove the
following equivalentclaim: in n or fewer locationquery steps,a
queryreacheghe nodewith thelowestID (i.e closestto 0) in the
ordern squarecontainingthe source Sincethedestinatioris node
0, whenthequeryreachesheordern squarghatcontainsboththe
sourceandthedestinatiomodesjt mustreachthedestination.



Basecase(order-1 squae): The querybegins ata nodeX. Node
X may or may not be the nodewith the lowestID in its orderl
square. If so, the query trivially reacheghe lowestnodein the
orderl squareafter zerolocationquerysteps.If X is notthe node
with thelowestID, thenX will know thelocationof the nodewith
the lowestID in the orderl square,Y, throughthe local routing
protocol.Node X will notknow of ary othernodeswith IDs lower
thanY. Any suchnodewould not have selectedX asa location
sener asY would always have beenthe betterchoice. Therefore
the lowestnodethat X is awareof is Y andthe querywill be for-
wardedtherein onelocationquerystep.

Inductivestep(order-(n + 1) squae): We claim thatif a queryis
atthenodeX with thelowestID in its ordern squarethenX will
routethequeryto thenodeY with thelowestID in its order(n+1)
squarewith oneor zerolocationquerysteps.If X hasthe lowest
nodelD in the order(n + 1) square,thenour claim is trivially
true. If not, X will know the coordinateof Y andwill not know
thecoordinate®f ary nodelowerthanY outsidetheorder(n + 1)
square. Node X will know the coordinatesof Y becausey will
have selectedX asalocationsener. NodeY musthave selecteca
locationsenerin X’sordern squarebecause’’sordern squards
apartof thesameorder(n + 1) squareasX’s. NodeY musthave
selectedX becaus« is thelowestnodein its squarethatis greater
thanY. NodeX will notknow thelocationof arny nodelower than
Y outsideof its order(n + 1) squarebecausevhenary suchnode
soughtalocationsenerin X’sorder(n + 1) squareNodeY was
thebetterchoice.ThereforethelowestnodethatX is awareof is Y
andthequerywill beforwardedtherein onelocationquerystep.O

It is importantto remembethowever, that this proof appliesonly
to a staticnetwork. Additional techniquesdescribedn Section5,
help Grid to dealwith the problemscereatedby mobility. These
sectionsdescribeGrid’'s approachto keepinglocation seners up
to datein thefaceof nodemotionandGrid’s recovery techniques
when, despiteupdates]ocationinformationis found to be out of
date.

5. Implementation

This sectiondescribeshedetailsof thegeographidorwardingand
GLS protocols.

5.1 GeographicForwarding

The geographidorwarding layer usesa two hop distancevector
protocol. This helpsalleviate holesin the topology and ensures
thateachnodeknows thelocationof all nodesn its order1 square.
Eachnode maintainsa table of immediateneighborsas well as
eachneighbors neighbors. Eachentry in the table includesthe
nodes ID, location, speed,and a timestamp. Eachnode period-
ically broadcasts list of all neighborsit canreachin one hop,
usinga HELLO messageWhena noderecevesa HELLO mes-
sage,it updatesits local routing table with the HELLO message
information. Using this protocolnodesmay learnabouttwo hop
neighbors—nodethatcannotbereachedlirectly, but canbereached
in two hopsvia the neighborthat sentthe HELLO messageThe
routing tableis alsoupdatedevery time a noderecevesa paclet,
usingthe paclet’s lasthopinformation.

Eachentryin theneighbortableexpiresafterafixedtimeout. How-
ever, whenanentry expires,thenodeestimateshe neighbors cur
rent position usingits recordedspeed. If it would likely still be
in range,the entry may still be usedfor forwarding, but it is not

HELLO

SourcelD

Sourcedocation

Sourcespeed

Neighborlist: IDs andlocations
Forwardingpointers

Figure5: HELLO packetfields.

reportedas a neighborin further HELLO messagesThis special
treatmentis justified by two propertiesof the 802.11MAC layer.

First,broadcaspacletsaremorelik ely to belostin thefaceof con-
gestionthanunicastpaclets. Thusit is notunusuato missHELLO

messageom anodethatis still nearby Secondunicastransmis-
sionsareacknavledged.If the neighborhasactuallymoved away,

the transmittingnodewill be notified whenit attemptsto forward

paclets throughthe missingnode. The invalid neighborentry is

thenremovedimmediatelyanda new forwardingpathis chosen.

To selectanext hop,nodedirst chooseasetof nodesrom all nodes
in their neighbortable. This setconsistsof the bestnodesto move

the paclet to, asdefinedby the shortestdistanceto the destination
from the candidatenodes.All nodeswhosedistancego the desti-
nationarenearlyequalareconsideredn this set. Call this setB.

If B containsary single-homeighborsremove double-homeigh-
borsfrom B. A node,X, is thenchosenat randomfrom B. If X

is a single-hopneighbory the paclet is forwardedto X, otherwise,
sinceX may be reachablérom ary numberof single hop neigh-
bors,the bestsuchneighboris choserandthe paclet is forwarded
to thatnode. If thetransmissiorfails, the chosemodeis removed
from consideratiorandthe pacletis reprocessedstartingwith the
original B (with X removedif it wasa single-hopneighbor).

5.2 Updating Location Information

GLS maintainstwo tablesin eachnode. The locationtable holds
the nodes portion of the distributedlocationdatabaseeachentry
consistsof a node ID andthat nodes geographidocation. The

location cache holdslocationinformationthat the nodelearnsby

looking at updatepacletsit forwards. A nodeonly usesthe cache
whenoriginatingdatapaclets. Becauseeachnodeusesthe neigh-
bor table maintainedby the geographidorwarding layer to learn
aboutothernodesin its order1 squarethe nodedoesnot needto

sendnormalGLS updateswithin its order1 square.

As anodemoves,it mustupdateits locationseners. Nodesavoid

generatingexcessie amountsof updatetraffic by linking their lo-

cation updateratesto their distancetraveled. A nodeupdatests

order2 locationsenersevery time it movesa particularthreshold
distanced sincesendinghelastupdate thenodeupdatests order

3 senersaftereachmovementof 24d. In generalanodeupdatests

orderi senersafter eachmavementof 2'~2d. This meansthata
nodesendsout updatesat a rate proportionalto its speedandthat
updatesaresentto distantsenerslessoftenthanto local seners.
In addition, nodessendlocation updatesat a low rate even when
stationary

Locationupdatepaclets(seeFigure6) includeatimeoutvaluethat
correspondso the periodicupdateintenval, allowing the senersto
invalidateentriesshortly after a new entry is expected. The time
at which the location updatepaclet is generateds alsoincluded
in the updatepaclet so that the freshnesf locationinformation
obtainedrom differentnodedor thesamedestinatiorcanbecom-
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Figure6: GLS update packet fields.

LOCATION QUERY
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Timestamprom previoussener’s database

Figure7: GLS query packet fields.

pared. GPSreceverscanprovide every nodein the network with
closelysynchronizedime.

Whenforwardingan update,a nodeaddsthe updates contentsto
its location cache. The nodeassociates relatively shorttimeout
valuewith the cachecentriesregardlesof therecommendetime-
outvaluecarriedin the updatepaclet.

Nodespiggybacktheirlocationinformationon datapaclets,sothat
two nodeswvho arecommunicatingliwaysknow how to reacheach
other In the caseof one-way communication,nodesalso peri-
odically sendtheir positioninformationdirectly to nodeswho are
sendinghemdata.

5.3 Performing Queries

Whena node S originatesa datapaclet for destinationD, it first
checksits locationcacheandlocationtableto find D’s location. If
it finds an entry for D, it sendsthe paclet to D’s recordedloca-
tion usinggeographidorwarding. Otherwise S initiatesalocation
queryfor D usingthe GLS. GLS will eventuallydeliver the query
paclet (Figure7) to D, which will geographicallyroutearesponse
to SthatincludesD’s currentlocation.

If Shadto initiate a GLS query it storesthe datapacletin asend
buffer while it waits for the reply from D. Node S reinitiatesthe
queryperiodicallyif it getsnoreply, usingbinaryexponentiaback-
off to increasehetimeoutintenals.

5.4 Location Query Failures

A locationquerymayfail for two reasonsFirst,anodemayreceve
aquerypacletfor D, andnotknow thelocationof any nodewith an
ID closerto D thanitself. This type of failureis relatvely uncom-
mon. It occurswhena locationsener hasnot recentlyreceved a
locationupdatefor anodeit shouldknow about.Becausehesener
hastimed out the nodes previous update jt hasno way to forward
the querypaclet. Therearewaysto alleviate thesefailures,such
asusingstalelocationdatain alastditch effort to forward a query
pacletif thequerywould otherwisefail. The secondypeof query
failure occurswhenalocationsener forwardsa paclet to the next
closestnodes square put thenodeis no longerin thatsquargthat

is, thelocationinformationat the previouslocationsener is out of
date).Becausdhis failure modeis morecommon,Grid containsa
specializednechanismo alleviatethe problem.

ConsideranodeD thathasrecentlymovedfrom theorder1 square
s1 to the orderl squaress. Node D’s location seners, particu-
larly thosethat are far away, will think thatD is in s; until D's
next updateseachthem.To copewith this, D leavesa“forwarding
pointer” in s; indicatingthatit hasmovedto s;. Whena paclet
arrivesin s for D, it canbe correctlysenton by following thefor-
wardingpointer D broadcastits forwarding pointerto all nodes
in s; whenleaving. Conceptuallywe canthink of the forwarding
pointersasbeinglocatedin the squae s; ratherthanatary partic-
ular node. Therefore,all nodesthat move into s; shouldpick up
the forwarding pointersassociateavith s;, andwhennodesleave
s1, they shouldforget the correspondindorwarding pointers. To
propagateforwarding pointersto all nodesin the orderl square
andkeepall nevcomersto the squareupdateda randomlychosen
subsebf theforwardingpointersstoredat anode(upto five in our
simulationimplementationjs piggybacled on the nodes periodic
HELLO messagesJponhearinga HELLO messagea nodeadds
eachforwarding pointerin that messageo its own collection of
forwarding pointers,but only if the pointers original broadcaster
wasin thesamesquareasthenode.In thisway, forwardingpointer
informationis effectively andefficiently spreado every nodein the
squareWith this propagatiormechanismevenif all thenodeshat
originally receved D’s forwardingpointerwereto leave the square
themseles,theinformationwould still be availablein thesquare.

6. PerformanceAnalysis

This sectionpresentssimulationresultsfor GLS that shav how
well it scales.Goodscalingmeansthat the amountof work each
nodeperformsdoesnotrise quickly asafunctionof thetotal num-
berof nodes.We usetwo metricsfor work: thenumberof location
databaseentrieseachnode must store,and the numberof proto-
col pacletseachnodemustoriginateor forwardin orderto routea
givenworkload. The simulationsshav thatthesecostsscalewell
with the numberof nodes.

Mobility increaseshe work requiredin two ways. First, a node
thatmovesmustupdateits locationseners. Secondjf anodehas
moved recently somenodesmay retainout-of-datelocationinfor-
mationfor it; this will causequeriesfor the moved nodeto travel
fartherthannecessaryor to fail and needto be resent. Handling
mobility requiresa tradeof betweenthe bandwidthusedby loca-
tion updatesindthebandwidthavailablefor data.If amoving node
sendsupdatesaggressiely, othernodesaremorelikely to be able
to find it. However, the updatesconsumebandwidthin competi-
tion with data. Worse,a very aggressie updatepolicy may cause
enoughcongestionthat updatesthemseles are dropped. At the
otherextreme,a nodecould sendupdatesnfrequentlyeven when
moving quickly, increasingthe amountof bandwidthavailableto
data. However, that bandwidthis not usefulif the successate of
location query becomedow becausef inaccuratdocationinfor-
mation. The simulationsshav that Grid canachieve a reasonable
tradeof for the choiceof updaterate.

6.1 Simulation Scenario

The simulationsuse CMU'’s wirelessextensiong8] for the ns[6]
simulator The nodesusethe IEEE 802.11radioand MAC model
provided by the CMU extensions;eachradio’s rangeis approxi-
mately a disc with a 250 meterradius. The simulationswithout
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Figure8: GLS query successate asafunction of the total num-
ber of nodes.The nodesmove at speedsup to 10 m/s (about 22
milesper hour). Eachline correspondgo a differ entmovement
update thr eshold.

datatraffic usel Megabit per secondradios;the simulationswith

datatraffic use2 Megabitspersecondadios.Eachsimulationruns
for 300simulatedsecondsEachdatapoint presenteds anaverage
of five simulationruns.

Thenodesareplacedatuniformly randomlocationsin asquareuni-

verse.Thesizeof eachsimulation universeis choserto maintain
anaveragenodedensityof around100nodespersquarekilometer

Onereasorfor this choiceis thatwe intendthe systemto be used
over relatively large areassuchasa campusor city, ratherthanin

concentratedocationssuchasa conferencehall. Anotherreason
is thatwe expectary deplo/ed systemto useradiosthatallow the

power level to be decreasedh areaswith high nodedensity The

GLS order1 squares 250 meterson a side. For a network of 600

nodeswhichis the biggestsimulationwe have done,thegrid hier

archygoesupto order5 in a squareuniverse2900mon a side.

Eachnodemovesusinga “randomwaypoint” model[4]. Thenode
choosesa randomdestinationand moves toward it with a con-
stantspeedchoseruniformly betweerzeroanda maximumspeed
(10 m/s unlessnotedotherwise). Whenthe nodereacheghe des-
tination, it chooses new destinatiorandbegins maving towardit

immediately Thesesimulationsdo notinvolve a pausdime.

6.2 GLS Results

Theresultsin this sectioninvolve only GLS (and geographidor-

warding),without ary datatraffic. Thedefault simulationparame-
tersfor this sectionarean802.11radiobandwidthof 1 Megabitper
secondanda communicatiormodelin which eachnodeinitiates
an averageof 15 locationqueriesto randomdestinationsover the
courseof the 300 secondsimulation, startingat 30 seconds.The
location updatethresholddistanceis an importantparametethat
may needto betuned. For this reasornwe presentesultsfor three
valuesof thethreshold:100,150,and200 meters.

Figure8 shavsthesuccessatefor GLSlocationqueriesasafunc-
tion of thetotal numberof nodes.Queriesarenotretransmittedso
a successneansa succes®n the first try. As mentionedearliet
mostfailuresaredueto eitherlocationinformationinvalidatedby
nodemotion or nodesnot being correctly updatedbecauseof de-
layedor lost locationupdates.The successatefor datasentafter

Protocol packets per node per second
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Figure9: Averagenumber of Grid protocol packetsforwarded

and originated per secondby eachnode as a function of the
total number of nodes.Nodesmove at speedsup to 10 m/s.
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Figure 10: Averagequery path length (in hops)asa function of
the query reply path length, for 300nodesmoving up to 10 m/s.

a successfubuerywould be muchhigherthanindicatedherebe-
causethe endpointsof a connectiondirectly inform eachother of
theirmovements.

Figure 9 shaws the averagenumberof Grid protocol pacletsfor-
wardedandoriginatedperseconcpernodeasafunctionof thetotal
numberof nodes. Grid generateshreetypesof protocol paclets:
HELLO pacletsthataregeneratedavery two secondsut not for-
warded,location updatepaclets that are also periodic but require
forwarding,andlocationqueryandreply pacletsthatalsorequire
forwarding. As location updatesare generatedy nodesas they
move, theresultsdependnnodespeedsthesimulatechodeanove
at speedsuniformly distributedbetweend and10 m/s. Figure9 is
generatedrom the samesimulationsthat producedrigure8. The
graphshavs thatGrid imposesamodesprotocoltraffic loadasthe
network sizegrows.

Figure 10 shavs how the distancethat query pacletstravel com-
pareswith the actualdistancein hopsbetweenthe sourceandthe
destination.We recordthe total numberof geographicaforward-
ing hops(for all querysteps)hateachquerytakes,aswell ashow

mary hopsthe reply takes. Sincequeryrepliesare sentdirectly

to the query sourceusinggeographidorwarding, the reply return
pathindicatesthe geographicaforwarding hop distancebetween
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Figure 11: Averageand maximum per-node location database
size (number of entries) as a function of the total number of
nodes.The nodesmove at speedsup to 10 m/s.

the sourceanddestination We averagedhe queryhoplengthsfor
all querieswith a givenresponsdoplength. Thegraphshaws that
on average,querypacletsonly travel about6 hopsmorethanthe
geographicaforwarding route betweennodes. Also, the distance
traveledby a querybetweerntwo nodess proportionalto the actual
distancebetweenthosenodes. Our simulationagreeswith a the-
oreticalanalysisthatprovesthatwith a sufficiently denseuniform
distribution, the numberof hopstraveled by the queryis propor
tional to the distanceto the destination. The simulationinvolves
300 nodesmoving at speedaup to 10 m/s, with a locationupdate
thresholdof 200 meters.

Figure11 shaws the effect of thetotal numberof nodesonthesize
of eachnodes GLS locationtable. The plotsincludeboththe av-
erageandmaximumlocationtablesizeover all nodes.The spikes
at 150 and 400 nodesoccur becausehe simulatedareadoesnot
exactly fill ahierarchy causingthe databasdoadto be distributed
unevenly. At thesepoints,the maximumdatabassizeis largerbe-
causethe squareghatextendacrosshe edgeof the simulatedarea
containrelatively few nodesthesenodesmuststoremorethantheir
fair shareof locationdatabasentries.On the otherhand,the aver-
agetablesizegrows very slowly with the network size.

This highlights a problemthat may arisein practicewhennodes
arenot uniformly distributed. A smallnumberof nodesin a high-
level squaremay endup responsibldor trackingthe locationsof a
large numberof nodesin sibling squaresThis would requirelarge
amountf spacdn thesefew nodes.

Figure 12 shaws the effect of nodemovementspeedon the GLS
querysuccessate,for 100 nodes.As nodesmove faster their lo-
cationsenersaremorelikely to be out of date.Ontheotherhand,
the nodesalso generateupdatesfaster The net effect is that the
querysuccessateis relatively insensitve to nodespeedhowever,
theupdatetraffic grows asnodesmove faster

Figurel3shavstheeffectof nodegurningonandoff. Somenodes
arealwayson, while therestalternatebeingon andoff for intenals
uniformly distributedfrom 0 to 120 and0 to 60 secondsrespec-
tively. As we are simulatingnodecrashesnodesdo not do ary-
thing specialbeforeturning off; they simply loseall their location
tabledata.n practice,if anodewasmanuallyturnedoff, it would
beappropriateo first redistributeits locationtableto getbetterper
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Figure 12: GLS query succesgate asa function of maximum
nodespeedin anetwork of 100nodes.50 m/sis about 110mph.
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Figure 13: The effect of tur ning off nodeson the query success
rate. The X axisindicatesthe fraction of nodesthat are always
on; the remainingnodescycleon and off for random periodsup
to 120and 60 secondsyespectiely. The simulations all involve
100nodesmoving at speedsup to 10 m/s.

formance.Eachpointin thegraphrepresenta simulationin which

adifferentfractionof nodesarealwayson. Thesimulationsnvolve

100 nodes,eachmaoving with a maximumspeedof 10 m/s. The

statisticsare limited to queriesaddressedo nodesthat areturned
on; no queriesaregeneratedo nodesthatare off asthesequeries
will alwaysfail. Whena nodeturnsoff, a part of the distributed
locationdatabasés lost; whena nodeturnson, it will notbeable
to participatecorrectlyin theupdateandqueryprotocolfor awhile.

Thegraphshavs thatevena greatdealof instability doesnot have
adisastrousffect, andthatthe querysuccessatedegradesgrace-
fully asnodesturn onandoff.

6.3 Data Traffic

The simulationsin this sectionmeasuresrid’s behaior whenfor-

wardingdatatraffic. The802.11radiobandwidthis 2 Megabitsper
second,andthe location updatethresholddistanceis 200 meters.
The datatraffic is generatedy a numberof constantit ratecon-
nectionsequalto half the numberof nodes.No nodeis a sourcein

morethanoneconnectiorandnonodeis adestinatiorin morethan
threeconnectionsFor eachconnectiorfour 128-bytedatapaclets
are sentper secondfor 20 seconds.Connectionsare initiated at
randomtimesbetweer80 and280secondsnto the simulation.For



0.8

0.6 |

0.4

CBR delivery ratio

0.2 |

0 1 1 1
0 100 200 300 400 500 600

Number of nodes

Figure 14: The fraction of data packets that are successfully
delivered in simulations for increasingnumbers of nodes. The
nodesmove with a maximum speedof 10 m/s.

purpose®f comparisorwe includeresultsfor the DSR[10] proto-
col. This maynotbea fair comparisorsinceDSR s optimizedfor
relatively smallnetworks|[3].

Figurel4 shavsthefractionof datapacletssuccessfulldelivered.
Most of the datapacletsthat Grid fails to deliver aredueto GLS
query failures; thesepaclets never leave the source. Once Grid
finds the location of a destination,datalossesare unlikely, since
geographidorwarding adaptswell to the motion of intermediate
nodes.Below 400nodesmostof the DSRIossesaredueto broken
sourceroutes;at 400 nodesand above, lossesare mainly due to
flooding-inducedcongestionGrid doesa betterjob thanDSRover
thewholerangeof numberof nodesgspeciallyfor largenetworks.

Figure 15 shawvs the messageverheadof the Grid and DSR pro-
tocols. Only protocol paclets areincluded. In the caseof Grid,
theseare HELLO, GLS update,and GLS query and reply pack-
ets.In thecaseof DSR,thesearerouterequestreply, cachedeply
pacletsetc. DSR producedessprotocol overheadfor small net-
works, while Grid producedessoverheadfor large networks. At
400 nodesand abore, DSR suffers from network congestion.Al-
mosthalf of the routereply andcachereply messagearedropped
dueto congestiorwhich causeDSRto inject evenmoreroutere-
questsinto the network. Also, asthe network grows larger and
congestiorbuilds up, the sourcerouteis more vulnerableto fail-
ure which will alsoinduceDSR sourcenodesto sendmoreroute
requestpaclets. DSR’s overheaddropsat 600 nodesbecauset
could not sendmuch more pacletsin the presencef congestion.
We presenbverheadn termsof pacletsratherthanbytesbecause
mediumacquisitionoverheaddominatesctualpaclettransmission
in 802.11 particularlyfor the smallpacletsusedby Grid.

7. Future Work

Oneareaof the GLS protocolthat could be improved is the han-
dling of nodemobility. Accuratemovementmodelsmay allow us
to integratemovementpredictioninto the GLS protocol. Our cur-

rent systemmales little effort to predictthe movementof nodes
over long time periodsbecauseour movementmodel is random-
ized,but in therealworld anodemaynot needto updatealocation
sener asoftenif its velocity is constanbr predictable.

Currentlythe GLS protocol malkeslittle effort to proactively cor
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Figure 15: The number of all protocol packets forwarded per
node per secondasa function of the total number of nodes.No
data packets are included. The nodesmove with a maximum
speedof 10 m/s.

rect out-of-dateinformation when, for instance,a nodecrossesa
grid boundaryline. Proactve updatesmay reducethe incidence
of queryfailures. However, the tradeof is obvious—caremustbe
takennotto consumeoo muchbandwidthwith theupdatesAn al-

ternatestrateyy to addresshesameproblemis to placelesstrustin

locationsobtainedfrom distantlocationseners. Ratherthantrust
a distantlocationsener to pinpointthe orderl squarein which a
nodeis located,a query could be moved to, for instance the sur

roundingorder3 square Therethe querycanberestartedvith the
fresherinformationavailablein thatsquare

Anotherpotentialareaof improvementis adaptingto nodedensity
If anorderl squarebecomegoo crovded,eachnodewill getless
bandwidthfrom thesharedadiospectrumandeachnodewill have
to work harderto keepits neighbortable up to date. Radioswith

variablepower levels would help alleviate this problemby chang-
ing the effective densityof nodeswithin radiorange. In addition,
eachsquardan theGLS maymalke alocal decisionabouthow finely

to sub-dvide itself; distantareasneednot agreeon the sizeof the
orderl square.

Finally, aswe notedearlier the choiceof a grid basedsystemis

somavhatarbitrary In fact, certainpartitioningschemewffer the
possibility of betterscaling. The numberof location seners that
anodemustrecruitis equalto the numberof neighborsper level

in the geographichierarchymultiplied by the numberof levelsin

thehierarchy For agrid basedsystemthis meanghata nodemust
maintain3 log, n senersin anetwork thatis n timesthesizeof the
coverageareaof a singleradio. It is possible however, to split the
world in half at eachlevel, ratherthanin fourths,by usingrectan-
gleswith anaspectatio of 1/+/2. At successie levels, eachsuch
rectanglemay be dividedinto two suchrectanglesThis leadsto a
network in which nodesmustrecruitonly log, n locationseners,
or 2/3 thenumberof senersneededn agrid basedapproach.

8. Conclusions

Wirelesstechnologyhasthe potentialto dramaticallysimplify the
deplgymentof datanetworks. For the mostpartthis potentialhas
not beenfulfilled: mostwirelessnetworks usecostlywired infras-
tructurefor all but thefinal hop. Ad hocnetworkscanfulfill thispo-
tential becausehey areeasyto deploy: they requireno infrastruc-



ture and configurethemseles automatically But previous ad hoc
techniqueslo notusuallyscalewell to large networks.

We have presentec mobile ad hoc networking protocolwith sig-
nificantly better scaling propertiesthan previous protocols. Al-

thoughsomavhat complicatecto understandour protocolis very
simpleto implement.In mary waysthetwo facetsof our system,
geographidorwardingandthe GLS, operatdn fundamentallysim-
ilar ways. Geographidorwardingmovespacletsalongpathsthat
bring themcloserto the destinatiorin physicalspacepnly reason-
ing aboutnodeswith nearbylocationsat eachstepalongthe path.
GLS movespacletsalongpathsthatbring themcloserto the desti-
nationin ID spaceusingonly informationaboutnodeswith nearby
IDs at eachstepalongthe path. Both mechanismsrescalablebe-
causethey only needlocalinformationin their respectie spaces.
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