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Containers / VMs

Shared Systems:
Storage, Database, 

Queueing, etc.
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Monitors resource usage of each tenant in near real-time

Actively schedules tenants and activities

High-level, centralized policies:
Encapsulates resource management logic

Abstractions ɒnot specific to resource type, system

Achieve different goals: guarantee average latencies, fair share 
a resource, etc.
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Co-ordinated control across processes, machines, and 
services

Handle system and application level resources

Principals: tenants, background tasks

Real-time and reactive

Efficient: Only control what is needed

Goals
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Workflows

Purpose: identify requests from different users, background activities

eg, all requests from a tenant over time

eg, data balancing in HDFS

Unit of resource measurement, attribution, and enforcement

Tracks a request across varying levels of granularity
Orthogonal to threads, processes, network flows, etc.
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Workflows Resources

Slowdown (queue time + execute time) / execute time
eg. 100ms queue, 10ms execute 

=> slowdown 11

Load time spent executing
eg. 10ms execute

=> load 10
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