Encrypted Distributed Hash Tables

Archita Agarwal, Seny Kamara
Chord: A Scalable Peer-to-peer Lookup Protocol for ... - MIT PDOS
by I Stoica Cited by 13655 Related articles
presents Chord, a distributed lookup protocol that addresses this problem. Chord provides .... tion of blocks. The distributed hash table uses Chord to identify.

Bigtable: A Distributed Storage System for Structured Data
https://dl.acm.org/citation.cfm?id=1365816
by F Chang - 2008 - Cited by 6119 Related articles
Sep 1, 2017 - Citation Count: 432 Downloads (cumulative): 21,596 ... ACM Transactions on Computer Systems (TOCS) TOCS Homepage archive. Volume 26 Issue 2, June 2008. Article No. 4. ACM New York, NY, USA table of contents ...

Dynamo: Amazon's Highly Available Key-value Store
by G DeCandelo - 2007 Cited by 4704 Related articles
Oct 14, 2007 - This paper presents the design and implementation of Dynamo, a highly available key-value storage system that some of Amazon's core services use to provide an "always-on" experience. To achieve this level of availability, Dynamo sacrifices consistency under certain failure scenarios.
Distributed Hash Tables
DHT
DHT

- Decentralised Systems
- Distribute \((l, v)\) pairs to nodes
DHT

- Decentralised Systems
- Distribute \((\ell, v)\) pairs to nodes
- Supports \(\text{Get}(\ell), \text{Put}(\ell, v)\) operations
Decentralised Systems

- Distribute \((l, v)\) pairs to nodes
- Supports Get\((l)\), Put\((l, v)\) operations
- Overlay network
- Routing protocol
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ABSTRACT
This paper presents a decentralized, peer-to-peer web cache called Squirrel. The key idea is to enable web browsers on desktop machines to share their local caches, to form an efficient and scalable web cache, without the need for dedicated hardware and the associated administrative cost. We propose and evaluate decentralized web caching algorithms for Squirrel, and discover that it exhibits performance comparable to a centralized web cache in terms of hit ratio, bandwidth usage and latency. It also achieves the benefits of decentralization, such as being scalable, self-organizing and resilient to node failures, while avoiding low overhead on the participant.

There is substantial literature in web caching [3, 6, 9, 20, 23, 24] and content distribution [4]. This paper demonstrates a scalable, efficient and self-organizing system. We present an algorithm (Squirrel) that is able to achieve these goals without the need for dedicated hardware and without imposing a high overhead on the participants.
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Abstract. A DHT-based infrastructure is presented for content-based publish/subscribe services.
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Abstract. We present SCAN, the Scalable Content Access Network. SCAN is a DHT-based system designed to provide efficient content distribution for large-scale networks. We discuss the design, implementation, and performance of SCAN, and compare it to existing systems.
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Abstract

P2P File Sharing

While PAST offers persistent storage services, its access semantics differ from that of a conventional filesystem. Files stored in PAST are associated with a field that

Abstract

This paper describes PAST, a large-scale, Internet-based, storage system designed for distributed environments. PAST provides a high-level interface for accessing

Abstract

OceanStore is an Internet-scale, persistent data store designed for incremental scalability, secure sharing, and long-term durability. Pond is the OceanStore prototype: it contains many of the features of a complete system, including
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**Dynamo** Amazon’s Highly Available Key-value Store

Giuseppe DeCandia, Deniz Hastorun, Madan Jampani, Gunavardhan Kakulapati, Avinash Lakshman, Alex Pilchin, Sivasubramanian Sivakumar, Peter Vosshall and Werner Vogels
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**ABSTRACT**

Reliability at massive scale is one of the biggest challenges at Amazon.com, one of the largest e-commerce websites in the world. Even the slightest outage has consequences and impacts customer trust. Dynamo, which is implemented on top of an infrastructure of commodity servers and network components located around the world. At this scale, small and large failures are continuous, and the way persistent state is maintained drives the reliability and availability of software systems.

This paper presents the design and implementation of Dynamo, a highly available key-value storage system that supports services to provide an “always-on” experience to users. To achieve this level of availability, Dynamo sacrificed on a primary partition failure scenario, allowing it to reduce concurrency and increase availability. Dynamo’s high availability, reliability, and access control is achieved by providing a novel interface for developers to use.
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**Serving Large-scale Batch Computed Data with Project Voldemort**

Rohan Sumbaly, Jay Kreps, Lei Gao, Alex Feinberg, Chinmay Soman, Sam Shah

**Abstract**

Current serving systems lack the ability to bulk load massive in-mutable data sets without affecting serving performance. The performance degradation is largely due to CPU and memory contention and modification as CPU and memory contention and modification. We describe Voldemort, a system that can be used to serve this data. Voldemort is a key-value storage system that acts as a highly scalable and fault-tolerant backend for large-scale batch computing. Voldemort is designed to support large-scale batch computing by providing high availability, scalability, and fault tolerance. Voldemort is implemented using a distributed system of nodes, each of which consists of a collection of processes running on a single machine. Each node in the Voldemort system is responsible for a subset of the key-value space, and each node maintains a local copy of the data. Voldemort provides a client API that allows clients to easily access the data stored in Voldemort.

---

You May Know feature on LinkedIn runs on hundreds of terabytes of offline data daily to make these predictions. Due to the dynamic nature of the social graph, this derived data changes extremely frequently—requiring an almost complete refresh and bulk load of the data, while continuing to serve existing traffic with minimal additional latency. Naturally, this batch update should be highly efficient to minimize the time and resources required to perform updates.

---
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Abstract

Bigtable is a distributed storage system for managing structured data that is designed to scale to a very large size: petabytes of data across thousands of commodity servers. Many projects at Google store data in Bigtable, including web indexing, Google Earth, and Google Fi-
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- Off-Chain Storage in Blockchains
- Content Delivery Networks
- P2P File Sharing
- Distributed File Systems
- Key-Value Stores
- NoSQL Databases
- Encryption

- Ethereum
- Enigma
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- Filecoin

Abstract

Recent advancements in distributed hash table (DHT) technology have enabled a wide range of applications, including:

- Content Delivery Networks (CDNs) for efficient content distribution
- Peer-to-Peer (P2P) file sharing systems for decentralized file exchange
- Distributed file systems for scalable storage solutions
- Key-value stores for fast data lookup and retrieval
- NoSQL databases to handle unstructured data

These DHT technologies have also been applied in innovative ways, such as:

- Off-chain storage in blockchains to improve scalability and privacy
- Encryption protocols for secure data transmission and storage

These developments are further explored in the following sections, highlighting the latest research and applications in the field.
Simple Standard Scheme

**Put(ℓ, v)**
- Apply PRF on label
- Encrypt value
- Store in DHT

**Get(ℓ)**
- Apply PRF on label
- Fetch value from DHT using pseudorandom label
Q: What is the security of this standard scheme?
Q1: What information is learnt by Adversary about these pairs?

Q2: Does it only learn information about the pairs it stores?

Maybe
Relation to Structured Encryption

Learns about all the pairs
Q1: What information is learnt by the adversary about the client’s data/queries?

Q2: Does it only learn information about the pairs it stores?

NO

Infer a good approximation of the total number of pairs!

Total pairs adv. holds: $m$

Total expected pairs: $\sim mn/t$

if DHTs are load balanced

Analyzing leakage in Distributed Systems is tricky!
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Chord DHT

- Address Space: $A$
- Hash functions:
  - $H_1$: hashes node ids to addresses
  - $H_2$: hashes labels to addresses
- $server(l)$: $successor(H_2(l))$
- $route(a_1, a_2)$:
  - logarithmic sized routing tables
  - logarithmic sized paths

Overlay param

Allocation param

Overlay param

Determined by $H_1, H_2$
Chord: Visible addresses

- \( \text{Vis}(N) \): set of all addresses s.t. if \( H_2(\ell) = a \) then either
  - \( \text{server}(\ell) = N \)
  - \( N \in \text{route}(a) \)
Chord: Visible addresses

- $\text{Vis}(N)$: set of all addresses s.t. if $H_2(\ell) = a$ then either
  - $\text{server}(\ell) = N$
  - $N \in \text{route}(a)$
Chord: Visible addresses
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DHT = (Overlay, Alloc, Daemon, Put, Get)

- Executed only once
- At the time of setup
- Overlay outputs \( \omega \)
- Alloc outputs \( \psi \)
- Executed by all nodes
- All the time
- Sends/receives messages
- Stores/retrieves (label, value) pairs
- Executed by client
- To store/retrieve (label/value) pair in/from network
Formalizing DHTs

DHT = (Overlay, Alloc, Daemon, Put, Get)

- Executed only once
- At the time of setup
- Overlay outputs $\omega$
- Alloc outputs $\psi$
- Executed by all nodes all the time
- Sends/receives messages
- Stores/retrieves (label, value) pairs
- Executed by client
- To store/retrieve (label/value) pair in/from network

addr $\omega : N \rightarrow A$

server $\omega,\psi : L \rightarrow A$

route $\omega : A \times A \rightarrow 2^A$
Properties of DHTs
Properties of DHTs

P1: Balance

P2: Non-committing allocations

“And if elected, I promise to keep making promises.”
P1: Balance

- Overlay $\omega$ is $\varepsilon$-balanced if $\forall$ labels $l$, and all nodes $N$
  - $\Pr[\text{server}(l) \in \text{Vis}(N)] \leq \varepsilon$
  - Prob over choice of $\psi$

- A DHT is $(\varepsilon, \delta)$-balanced if
  - $\Pr[\omega \text{ is } \varepsilon\text{-balanced}] \geq 1 - \delta$
  - Prob over choice of $\omega$
\[ \Pr[\text{server}(\ell) \in \text{Vis}(N)] = \Pr[\text{server}(\ell) = N] + \Pr[N \in \text{route}(\text{server}(\ell))] \]

\(\propto\) length of arc of \(N\)

with high prob max arc \(\leq (4 |A| \log n)/n\)

- \(\Pr[\text{server}(\ell) = N']\)
- \(\Pr[N \text{ on log sized path to } N']\)
Balance of Chord

**Theorem:**

Chord is \((\varepsilon, \delta)\)-balanced for

\[
\varepsilon = \frac{(4 \log n) + 4n \log^2 n}{n} \quad \text{and} \quad \delta = \frac{1}{n}
\]

- If \(|A| = 2^{512} \Rightarrow n^2 \log n < |A|\), even for \(n = 2^{250} \Rightarrow \varepsilon = O\left( \frac{\log n}{n} \right)\)
be able to change/program $\psi$

- given a label $\ell$ and an address $a$
- set $\psi(\ell) = a$
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Formalizing EDHTs : Syntax

EDHT = (Gen, Overlay, Alloc, Daemon, Put, Get)
Formalizing EDHTs : Syntax

EDHT = (Gen, Overlay, Alloc, Daemon, Put, Get)

Same as before
Formalizing EDHTs: Syntax

EDHT = (Gen, Overlay, Alloc, Daemon, Put, Get)

- Executed by Client
- Generates reqd. keys for client

Same as before
EDHTs Security

Real

Ideal

\[ T \] Executes Overlay(), Alloc()

\[ Z \]

\[ A \]  

\[ C \]  

I  

op
EDHTs Security

\[ T \text{ Executes } \text{Overlay(), Alloc()} \]

\[ A \]

\[ \mathcal{Z} \]

\[ C \]

\[ F \]

\[ \text{Put}(\ell, v): \text{Sets } DX[\ell] := v \]

\[ \text{Get}(\ell): \text{Outputs } DX[\ell] \]

Real $\approx$ Ideal
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Standard Scheme: Construction

**Gen($1^k$)**
- Sample $K_1 \leftarrow \{0, 1\}^k$
- $K_2 \leftarrow \text{SKE.Gen}(1^k)$
- Output $(K_1, K_2)$

**Put$(K, \ell, v)$**
- $K = (K_1, K_2)$
- $t = F_{K_1}(\ell)$
- $e = \text{SKE.Enc}_{K_2}(v)$
- DHT.Put($t$, $e$)

**Get$(K, \ell)$**
- $K = (K_1, K_2)$
- $t = F_{K_1}(\ell)$
- $e \leftarrow \text{DHT.Get}(t)$
- $v \leftarrow \text{SKE.Dec}_{K_2}(e)$
Understanding Leakage

\[ \omega_1 \quad \omega_2 \quad \omega_3 \quad \omega_4 \]
Q: Is there any gain over STE leakage?

YES

Very unlikely*
Understanding Leakage

DHT is \((\varepsilon, \delta)\)-balanced if

\[
\Pr[\omega \text{ is } \varepsilon\text{-balanced}] \geq 1 - \delta
\]

\(
\Pr[\text{label being visible to a node}] \leq \varepsilon
\)

leaks \(q_{eq}(t)\) with probability \(\min(1, t \cdot \varepsilon)\)

\(L\) is probabilistic

affected by balancing properties of DHT

Very unlikely*

Sampling a “bad” overlay is unlikely
Standard Scheme: Security

**Th:** If DHT is $(\epsilon, \delta)$-balanced and has non-committing overlays, then EDHT is $L_\epsilon$-secure with prob at least $1 - \delta - \text{negl}(k)$.
Challenges in Proof

\[ \mathcal{L} \]

needs to generate leakages compatible with \( \omega \)

Two options:

- leak all the queries
- \( \mathcal{L} \) generates \( \omega \)
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Transient Setting

Nodes can leave/enter the network
DHT = (Overlay, Alloc, Daemon, Put, Get, Leave, Join)

EDHT = (Gen, Overlay, Alloc, Daemon, Put, Get, Leave, Join)

❖ Run by node wishing to leave the network
❖ Run by node wishing to join the network
Leave/Join in Chord
Security: Transient EDHTs

$\text{Put}(l, v): \text{Sets } DX[l] := v$

$\text{Get}(l): \text{Outputs } DX[l]$

Real

Ideal

$\mathcal{T}$ executes Overlay(), Alloc()

$Z$ can now also issue leave/join requests

$L(DX, \text{op})$

Real $\approx$ Ideal
Properties of DHTs

P1: Balance

Stronger notion

- A DHT is \((\varepsilon, \delta)\)-balanced if for all active nodes \(C\)
  - \(\Pr[\land (\omega, C) \text{ is } \varepsilon\text{-balanced}] \geq 1 - \delta\)

w/ prob 1-\(\delta\) the sampled overlay is balanced for all nodes \(C\)

P2: Non-committing allocations

Same as before

"And if elected, I promise to keep making promises."
Additional pairs become visible during leave/join

which pairs to leak??

leaks \( qeq(l) \) of all the previous pairs
Transient Standard Scheme: Security

Th: If transient DHT is \((\varepsilon, \delta)\)-balanced and has non-committing overlays, then transient EDHT is \(L_\varepsilon\)-secure with prob at least \(1 - \delta - \text{negl}(k)\)
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Expected Leakage Analysis
- Earlier: leakage functions were deterministic
- Now: probabilistic

Co-design distributed systems with reqd. crypto

Building secure distributed systems can be tricky
- Intuitions are not always right

Distributing data can help in leakage suppression
Tighter analysis of Transient Chord

Study of $(\epsilon, \delta)$ of other DHTs
  - Kademlia, Koord

Design other EDHTs

Security in UC setting
Thank you