
Transparent Voxelized Geometry

Representations for Machine Learning

Henry Stone

Honors Computer Science Undergraduate Thesis

May 2020



Acknowledgements

First and foremost, I would like to thank my thesis advisor Professor James Tompkin for his guidance. He
helped me understand the implications of my experiments and motivated me to pursue research in new and
compelling directions. I would also like to thank my thesis reader, Professor Daniel Ritchie, for helping with
this document and for his teaching in Graphics, which assisted with this work. Finally, I would like the
thank my friends in the CS community for the way they have supported this project both explicitly through
helping me generate ideas and implicitly through the camaraderie and support they have given me.

1



Contents

1 Introduction 3

2 Related Works 4

3 Dataset Creation 6

3.1 Models and Scenes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3.2 Camera Positions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3.3 Rendering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

4 Model Architecture Experiments 9

4.1 Rendering Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

4.1.1 Rendering Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

4.1.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

4.2 Losses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

4.3 Canonical Voxel-Volume Based Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

4.4 SRGAN Output Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

4.5 Texture vs Volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

4.6 Multi-Object Rendering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

4.7 Data Augmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

5 Representation Analysis 23

5.1 Volume Features vs DeepVoxel Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

5.2 Volume Space Edits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

5.3 Training Into Feature Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

6 Real Time Viewer 28

7 Conclusion 30

2



Chapter 1

Introduction

Neural rendering and neural object representations are becoming increasingly popular for view interpolation
and other tasks. Many recent papers have created differentiable rendering frameworks, allowing one to
transition from an object representation to a 2D, deep-feature image [1, 2, 3, 4]. In this work we explore the
dynamics of a neural renderer for view interpolation.

The specific neural renderer we implemented is a two-part model. First, there is a learned representation
of an object. Next, a rendering layer without any learned parameters converts this representation to a 2D
feature image. Finally, the rendered features are up-scaled to produce a full-size image using a CNN. Using
this model we sought to answer questions about the architecture of the network, its generalizability, and the
structure of its learned representations.

Seeking an object representation and convolutional network that perform the best on view interpolation,
we attempted to answer the following questions:

• Does a semi-2D object representation perform better than a fully 3D one?

• Does the structure of the output network significantly affect the models performance?

We also asked questions about the model’s ability to generalize to new views and multiple scenes:

• Can a single output network be used with representations of different objects?

• Does augmenting the training data with affine transformations allow the trained model to be more
robust?

Finally, we used our trained models to examine the properties of the feature space by comparing it to
the feature space from DeepVoxels [1].

• Does an explicit opacity term allow the model to generalize to occlusions not seen in the training data?

• What is the relationship between the feature space and the object’s surface appearance?

• Is the feature space rendered by the output network a legitimate target for learning?

Finally, we use the model we trained to create a real-time viewer for exploring rendered views. This
demonstrates the usability of these models for real-time applications such as interactive editing or game-
play.
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Chapter 2

Related Works

The field of rendering has long operated primarily on the forward process of taking an object representation
and simulating light transport to calculate its appearance from a virtual camera. More recently, differentiable
renderers have been developed [5, 6] which produce a backwards relationship between the object represen-
tation and the rendered view. This enables these renderers to optimize object representations in order to
produce the desired view image. However, these renderers are limited by the fact that not all aspects of
light transport are differentiable. For example, occlusion edges provide a discretized signal requiring various
workarounds and relaxed assumptions to make all aspects of a renderer differentiable [7, 6].

Because of their reliance on gradients, neural networks require all of their components to be differentiable.
Thus, as the graphics and computer vision communities have increasingly adopted neural networks, the
differentiability of the rendering process has become ever more important.

One of the first works to do this was Visual Object Networks by [8]. Their network differentiably renders
a 2.5D representation of a 3D occupancy grid. Their model first uses a 3D CNN to generate an object
occupancy volume. This volume is then differentiably rendered to 2.5D at which point a 2D CNN is able to
apply textures to the object. This separation of the object shape and texture allows the authors to control
those two features independently. Additionally, by separating the operation, they can perform their spatial
reasoning in a 3D framework and their textural reasoning in a 2D framework, matching the domain of the
problem to the structure of the neural network used.

RenderNet by Nguyen-Phuoc et al. [4] also presents a differentiable renderer for an occupancy volume.
Using this differentiable renderer, they learned to render the voxel grid smoothly, removing the hard edges
caused by the binary occupancy. Additionally, they learned to simulate different classes of materials and
rendering styles, such as the Phong lighting model or contour rendering.

Instead of just using a 3D volume to store occupancy information, DeepVoxels [1] stores object appearance
properties in a voxel volume. The authors learned these features by integrating ground truth views of an
object into their feature volume using an LSTM. While the image features are integrated into the volume,
they trained a differentiable rendering network that learns to predict object occlusions and render the voxel
features from different views of the object. Doing so allows them to perform high quality, spatially aware
view interpolation on the rendered objects.

HoloGAN by Nguyen-Phuoc et al. [2] builds on the body of work which adds 3D reasoning to GANs. In
addition to using a 3D neural network to produce an occupancy volume as per [8], they have their 3D network
learn material features that are differentiably rendered to produce final images. Again, by separating the 3D
reasoning and rendering, they can vary the view angles for a single object produced by the GAN, something
which would be very difficult to do operating in 2D alone.

Neural volumes by Lombardi et al. [3] use their 3D representation to parameterize moving models in
addition to just 3D shape. In an attempt to capture more detail in regions of high content, they use offset
vectors to index into a second, warped voxel grid. Doing so allows their voxel grid to effectively have a
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dynamic resolution, using more detail for a figure’s facial features than for the surrounding space.

More recent works have moved towards more efficient representations of objects. Since voxels do not use
most of their information to capture object surface details, Thies et al. [9] encodes neural features onto a
model’s texture. While this technique requires a proxy mesh, they show that a relatively low-quality mesh
can still produce high-quality results.

Finally, NERF [10] and Scene Representation Networks [11] operate at the level of light rays. By using
a neural network that maps from 3D space to local features, these models integrate along rays to produce
their final appearance. The lack of explicit structure in the model features allows the network to encode
details however it sees fit. This provides a powerful implicit regularization on the appearance of the rendered
object, as the network has limited capacity to represent its different features and shapes. It is, in part, this
regularization which allows the network to avoid overfitting to the training views. While these methods
produce high-quality view interpolation results, they suffer from a lack of interpretability and editability,
limiting their usefulness for other tasks. Additionally, these networks must run once for each 3d point
sampled rather than once per ray, significantly increasing the cost of these algorithms.
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Chapter 3

Dataset Creation

To train models to perform view interpolation, we need a dataset that provides ground truth images of
objects with their corresponding camera poses. Since such data is difficult to capture accurately in the
real-world, we opted to construct a synthetic dataset of object views.

3.1 Models and Scenes

This synthetic dataset is comprised of 12 models selected from the ShapeNet dataset [12]. These models
were hand-selected in order to make sure they have correctly aligned normals and high-frequency detail.
These two properties ensure that the rendered objects look reasonably realistic.

Each of these objects was used to construct a scene. Our volumetric rendering approach focuses on a
cubic domain of interest extending from (−0.5,−0.5,−0.5) to (0.5, 0.5, 0.5). To ensure that each object fits
within this domain, it is centered at (0, 0, 0) and scaled to fit within the unit cube.

For simplicity, each object is lit by point lights. There are three bright point lights placed uniformly
at random around the object to create sharp shadows. Additionally, ten weaker point lights are placed
uniformly at random around the scene to simulate more diffuse lighting. Together, these lights provide a
mix of lighting effects for our view interpolation networks to learn.

3.2 Camera Positions

For our 500 training viewing angles, we followed the work of Davis et al. [13] who captured unstructured
light-fields using cameras positioned approximately on a sphere around each object. To do so, we selected
uniformly sampled view angles and view distances varying between 2 and 5 units. To adequately capture
each object, we pointed the cameras so that they were oriented towards (0, 0, 0) and altered their FOV to
capture the full unit cube.

We rendered 100 testing viewing angles. For these images, we needed to be able to test for consistency
across nearby views. In order to do so, we rendered an orbital set of views looking down at the object rather
than the randomly sampled views used for training.

3.3 Rendering

We used the physically-based renderer Cycles, which comes packaged with Blender [14], to capture complex
lighting phenomena in our renders.
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For each object, we rendered its 600 views with 1000 samples per pixel. Each rendered image has a
resolution of 512 × 512. Taken together, the views for each scene took approximately 8 hours to render on
a GTX 1080 GPU.

7



(a) Example training images for each of the 12 scenes.

(b) Example testing images for 4 of the 12 rendered objects.

Figure 3.1: Example images from our view interpolation dataset
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Chapter 4

Model Architecture Experiments

We chose a 2-part model to perform view-interpolation because of its simplicity. It separates the object
representation, the neural renderer, and the network used to extract details without having additional
components that complicate the analysis.

One of the main goals of neural rendering is to make the model architecture reflect the task it is solving.
Thus, while the structure of a neural network is always significant, it is particularly important for these
networks. To this end, this chapter examines how the architecture and training environment of a view
interpolation model affect its performance.

First, we construct a canonical model against which to measure changes in the architecture. From there,
we consider the dimensionality of the object representation and the architecture of our output network.
Finally, we consider how the model performs when trained on different numbers of objects or with augmented
input data.

4.1 Rendering Layer

While 3D structure is vital for operating on spacial properties in neural networks, real-world data is almost
always captured in 2D or 2.5D. This divide presents an issue of how we can transition between the 2D and
3D representations of a scene. While, in general, there are many ways to do this, we seek a method that
reflects the physical properties of a system and maximally takes advantage of our often limited 3D voxel
resolution.

4.1.1 Rendering Framework

To make the physical properties of this rendering layer reflect real-world light transport, we separate the
rendering of a neural volume into its features F ∈ Rf×n×n×n and its opacity O ∈ Rn×n×n. Here, n is
the resolution of the voxelized volume being rendered, and f is the number of features being rendered.
Additionally, we represent a pinhole camera using its camera-matrix, C ∈ R3×4. With this formulation, our
rendering network takes the form of a function:

Rvolume : F ,O, C → Rf×h×w

Here, (h,w) is the resolution of the pinhole-camera. In the real-world, we expect there to be consistent
rendering rules across all pixels in an image. Thus, we can simplify the problem to a per-pixel rendering using
the starting location, Sij ∈ R3, and direction, Dij ∈ S2, of each pixel’s central ray. This reparameterization
allows us to consider the simpler problem of rendering an individual ray:

Rray : F ,O,Sij ,Dij → Rf
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From this representation, we need to find a weighted sampling of F based on our ray. One common approach
is to sample points equidistant along the ray defined by (Sij ,Dij) [1]. While this technique allows us to use
well-studied point sampling techniques, it requires a dense enough set of points to capture the approximate
amount of time the ray spends in each voxel. Sampling this many points can impose a serious runtime cost
and limit the frame rate of the neural rendering. Instead, we analytically compute the ray/voxel intersections,
resulting in a set of the voxels each ray intersects represented by their indices: {Vnij ∈ Z3} and the distance
the ray travels within each intersected voxel: {Dnij ∈ R+} (Figure 4.1). This representation uses a minimum
number of values to fully represent the voxels encountered by a ray at maximal resolution. Using the voxels
encountered, we can index into the tensors representing our volume, giving us features, {Fnij ∈ Rf}, and
opacities, {Onij ∈ R}.

Figure 4.1: Ray-volume intersection collects which voxels are intersected and the distance the ray remains
in each voxel.

After sampling a set of features, DeepVoxels [1] uses a neural network to weight these samples and predict
the final value for the ray. In our rendering network, we use our explicit opacity and consider the amount
of light passing through a voxel to exponentially decay with distance in the volume per the Beer-Lambert
Law.

First, we scale {Onij ∈ R} to ensure that it lies in (0, 1) using a sigmoid activation. Next, we consider
this to be the fraction of light passing through a 1-unit distance in the medium. Using this, we compute the
amount of light that passes through the given distance in the medium as follows:

Transmissionnij = exp [Dnij · log(S(Onij))]

The visibility of each voxel is then the product of how much light that voxel blocks and the fraction of
light absorbed as it passes through other voxels to the camera center:

Visnij =

(
n−1∏
k=o

Transmissionkij

)
(1− Transmissionnij)

10



Figure 4.2: For a ray coming from the left of the figure, visibility of each voxel is calculated based on the
cumulative absorption of the voxels.

Using these visibilities we can take a principled weighted average of the features in each voxel:

Rray =
∑
n

Visnij · Fnij

Because we are treating all objects as semitransparent, we have no hard occlusion boundaries, which
would result in non-differentiable rendering. Thus, the rendering network enables us to differentiably convert
between a 3D object representation and a 2D view of that representation as taken by a pinhole camera.

4.1.2 Implementation

Since we are operating on fixed views, we do not need the rendering operation to be differentiable with
regard to the camera matrix. We need only ensure that derivatives are propagated to the feature and
opacity volumes. Doing so allows us to use precomputed values for {Vnij} and {Dnij ∈ R+}, which we
generated in a Python script.

(a) Voxels intersected by a specific
ray. Color indicates the time spent
in each voxel.

(b) Total time each ray spends in-
tersected with the unit cube vol-
ume.

(c) Rendering of voxelized treehouse
using binary visibility term.

Figure 4.3: Visualized rendering layer intersections.

While this was sufficient to show that the model worked, the high cost (several minutes) to compute each
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camera voxel intersection set severely limited the usability of the rendering layer to produce novel views.
This challenge led to a C++ and a CUDA implementation of the camera / voxel-grid intersection code. This
speedup allowed the intersections to happen during training or inference rather than being precomputed,
with the rendering running at 150+ FPS for a 64× 64 image of a 32× 32× 32 voxel grid.

Once we have the intersection indices and distances, we use PyTorch [15] to differentiably calculate the
rendered features by using the functions outlined in the section above. Since we do not need to propagate
derivatives to the camera matrices, we did not produce a differentiable kernel for these intersections, although,
in principle, one could do so.

4.2 Losses

Many papers focused on neural rendering use adversarial losses in order to produce high-quality renderings
of objects [1, 2]. While models trained this way undoubtedly produce higher fidelity images, the adversarial
loss has several issues. First, since the discriminator networks are trained only on individual images, they do
not guarantee view consistency in high-frequency content. We observe this high-frequency content to stand
relatively still while the larger model moves underneath it.

Additionally, adversarial losses can obscure how effectively each network is capable of propagating in-
formation from the object representation to the final image. Thus, we opted for a simple L2 loss. For the
transparency of the image, we use standard MSE. However, for the loss on the RGB channels of the images,
we do not care what colors the network predicts for transparent image regions. Thus the loss is weighted by
the opacity of the ground truth image.

The ability to use transparency loss is an artifact of our synthetic dataset and is not an option for real-
world scenes. Provided for comparison at the end of this chapter in figure 4.13 are loss values for a model
that only produces RGB images. For this model, loss is computed only over the RGB portions of these
images using an unweighted MSE loss.

4.3 Canonical Voxel-Volume Based Model

In order to investigate what factors are important in creating a voxelized representation for machine learning,
we created a primary neural network from which we could test modifications. This model, hereafter referred
to as the canonical model, is trained to do view interpolation.

In the canonical model, there are three sets of parameters trained using the Adam optimizer[16].

1. A voxelized feature volume with resolution 32× 32× 32 and 64 features per voxel.

2. A voxelized opacity volume with resolution 32× 32× 32 and a single opacity value per voxel.

3. An output U-Net [17] which upscales from a resolution of 64×64 with 64 features to a 4-layer transparent
image with resolution 512× 512.

The input to this network is a camera matrix C ∈ R3×4. Using this camera matrix, we generate a set
of 64 × 64 rays which feed into the rendering network (Section 4.1.1), producing a rendered image of the
feature and transparency volumes with resolution 64× 64 and 64 features per pixel.

This feature image is then upscaled from 64× 64 to 512× 512 by an imbalanced U-Net architecture (the
output network). Finally, the network is trained using an L2-loss between the predicted view and the ground
truth view. The RGB portion of the loss is weighted by the ground truth transparency in order to encourage
consistency only over the object itself (See section 4.2).
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Figure 4.4: Network architecture for canonical volume based model.

In order to demonstrate the capability of the canonical model, we trained it on the treehouse and green
car objects. In addition to showing the successes and failures of the transparency based volume interpolation,
it serves as a baseline for comparison with other models and understanding deep voxel feature spaces.

Training for the canonical took 33 hours on a GTX 1080, representing 3000 total epochs of training.

Figure 4.5: The progression of testing images at different points during training (10, 100, 500, and 2400
epochs). Ground truth at the right.

Here we see that the network first learns the shape of the object, and once it has learned the shape, it is
then able to propagate the model color back through the network to discern coarse features in the volume.
Finally, the high-frequency features are learned within the U-Net in order to upsample the resolution of the
volume to produce final images.
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Figure 4.6: Testing images for several scenes compared to ground truth.

While from a distance the rendered views appear to be high quality, overfitting to the training set results
in warped images as the U-Net is unable to represent all surface patches from the exact desired angles.

Figure 4.7: Close up comparison of ground truth and rendered testing view.

Here we see that high frequency details are misplaced slightly. This is likely due to overfitting and the
low resolution 32× 32× 32 of the opacity voxels.
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4.4 SRGAN Output Network

Question: Does the structure of the output network significantly affect the models
performance?

Specific model architectures significantly impact many machine learning problems. It is thus natural to
ask whether the architecture of the output network profoundly impacts this view interpolation model. We
want an output network that is capable of producing high-frequency image patches from a lower resolution
feature image. A natural choice for neural network architecture comes from super-resolution networks because
of their ability to both upscale and produce a broad set of high-frequency details.

For our specific implementation, we used the network architecture from ”Photo-Realistic Single Image
Super-Resolution Using a Generative Adversarial Network” [18], frequently referred to as SRGAN. To adapt
this network to our upsampling problem, we modified the first layer to take in a feature image with 64
features, consistent with what is output by the rendering layer in the canonical model. Otherwise, the
output network is identical to a 3-block SRGAN generator network designed to upscale images by a factor
of 8.

While the errors from this network were undoubtedly of a different character than those with the U-Net
output network, the actual losses for the SRGAN model are very comparable to those from the canonical
model. (Note: because SRGAN produces RGB images we compared to an RGB-only version of the canonical
model).

Figure 4.8: Testing results for SRGAN output network (top) compared to ground truth (bottom).

Training Testing

Model Type RGB Loss Transparency
Loss

RGB Loss Transparency
Loss

Canonical 3.83× 10−5 2.81× 10−5 23.15× 10−5 254.50× 10−5

RGB Only Canonical 4.56× 10−5 65.80× 10−5

SRGAN 3.37× 10−5 68.15× 10−5

These results suggest that perhaps the architecture of the output network is not particularly significant
in determining the model’s performance on view interpolation.
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4.5 Texture vs Volume

Question: Does a semi-2D object representation perform better than a fully 3D one?

One possible way to improve the quality of view interpolation results is to pass better, higher-frequency
feature images to the output network. In the volume-based model, we are limited to a 32× 32× 32 feature
space because memory use grows cubicly with resolution. Most of this memory goes effectively unused,
representing the space around the object. We see this limitation in Neural Volumes [3], where they use
various techniques to increase the effective resolution of their voxel space, improving the quality of their
renderings.

The fundamental issue is that a dense 3D representation is used for an object whose surface texture is
only two dimensional. One way that we can strive to improve the resolution of our object representation is
to use 2D textures instead of a 3D feature volume.

We represent each object using three axis-aligned images, {Ixy, Ixz, Iyz}. Each of these images is 128×128,
allowing much higher resolution than the feature volume with approximately the same total number of
features. To sample the features at a given location in 3D space, we concatenate the sampled features as
seen in figure 4.9

Figure 4.9: The three feature textures are sampled by projecting the 3D point orthogonally to each plane
and bilinearly sampling those points on the textures.

In order to decide where to sample these textures, we train a 3D opacity volume— performing ray voxel
intersections using our CUDA kernel from section 4.1.1. For each voxel, we take the midpoint of the ray
within that voxel. We then take a weighted average of these voxel midpoints based on each voxel’s cumulative
visibility from the camera. This method allows us to find the subvoxel ray/object hit locations. It is, however,
still limited by the 32× 32× 32 resolution of the opacity volume.

At training time, we see that this additional resolution allows the network to capture the object shape and
details with as much accuracy as the 3D networks while running in approximately half the time. However,
having additional weights to represent the surface features of the object appears to be a double-edged sword
as it results in stronger overfitting and worse testing results.

Training Testing

Model Type RGB Loss Transparency
Loss

RGB Loss Transparency
Loss

Canonical 3.83× 10−5 2.81× 10−5 23.15× 10−5 254.50× 10−5

Texture Model 3.46× 10−5 1.53× 10−5 106.45× 10−5 1260.00× 10−5
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Figure 4.10: Testing results for the texture based network show massive distortion around the edges of the
model.

4.6 Multi-Object Rendering

Question: Can a single output network be used with representations of different
objects?

There are several reasons we might want to train a view interpolation network on multiple object vol-
umes with a single output network. First, the output network generalizing to multiple objects may reduce
overfitting for individual objects. Second, if we can train an output network that is sufficiently generalizable,
we can hold it constant while training the feature and opacity volume of a new object. Training of this kind
is discussed in section 5.3

The modification to the network is relatively simple. Rather than having a single feature and opacity
volume, we train several, choosing which one to render based on the scene the training view was drawn from.
Training this model, however, we observe that the network loses the ability to represent fine details when
trying to render more than one object.

Training Testing

# Objects RGB Loss Transparency
Loss

RGB Loss Transparency
Loss

1 3.83× 10−5 2.81× 10−5 23.15× 10−5 254.50× 10−5

2 6.37× 10−5 3.92× 10−5 24.20× 10−5 249.00× 10−5

4 15.70× 10−5 46.00× 10−5 35.80× 10−5 428.00× 10−5

Here we see that the training loss is substantially higher for the network trained to represent two objects,
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and even more so for the model representing four objects. Since each of the objects has its own feature and
opacity volume, this bottleneck must be a result of the output network, not the object representation. It
seems that despite having separate feature volumes for each object, the U-Net cannot represent the necessary
mapping to high-resolution image patches.

We see the same pattern of increase, although to a lesser extent, when looking at the testing losses.
Perhaps there is some merit to the theory that training on multiple models reduces overfitting; however, the
limitations of the multi-object model vastly overwhelm any improvements.

We can see the reduction in visual quality for more objects in figure 4.11 especially when compared to
the results of the canonical model in figure 4.6.
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(a) Testing views of model trained on 2 objects.

(b) Testing views of model trained on 4 objects.

Figure 4.11: Comparison of testing results for models trained 2 and 4 objects show that quality goes down
the more objects are being represented.
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4.7 Data Augmentation

Question: Does augmenting the training data with affine transformations allow the
trained model to be more robust?

In general, we expect models of the type shown in Section 4.3 to be able to represent all of the views
similar to those on which they were trained. However, for view interpolation to be useful, sometimes we wish
to consider camera parameters significantly different from those used during training. Unfortunately, our loss
does not enforce that the network can represent these camera poses. In some cases, such as views revealing
otherwise occluded content, our training data will be insufficient to determine the appearance of the object.
However, in cases of the camera having a different FOV or rotation, an affine image space transformation of
a training image could have predicted how the object would appear.

In these cases, we must take additional steps in order to ensure that the output network can represent these
object surface patches. To do this, we augment the training data to include image space affine transformations
for training views. A bonus of this type of augmentation is that it reduces overfitting to the training set, as
the output network needs to learn a more robust mapping from feature space to image space.

In general, we consider an affine transformation in homogeneous coordinates mapping from the training
view to a new view of the form:

A =

 A2×2 ~t

~0 1

 ∈ R3×3

To produce the new training view we modify our input camera matrix as follows C′ = AC. We also modify
the ground truth image by resampling our original training image using the above affine transformation and
bicubic interpolation.

Figure 4.12: Example affine warped ground truth training images with translation and scale.

Adding these additional training views teaches the U-Net to represent object patches at scales and ro-
tations not present in the original training data. This assists in extrapolating new views and avoiding
overfitting during training. In general, this provides robust results that are used later for volume editing in
section 5.2.

Training Testing

Model Type RGB Loss Transparency
Loss

RGB Loss Transparency
Loss

Canonical 3.83× 10−5 2.81× 10−5 23.15× 10−5 254.50× 10−5

Affine Transformations 7.17× 10−5 11.95× 10−5 7.22× 10−5 38.25× 10−5

Here we see the drastically reduced overfitting using the model augmented with affine transformations.
With the reduction in testing loss, the model trained with affine transformations performs best out of all of
our models during testing (Figure 4.13).
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We note that this augmentation is necessary because the output network is capable of operating on
image patches rather than individual rays. For a network that predicts an object’s surface appearance based
solely on an individual ray, this augmentation would result in the same samples being passed to the network
multiple times and would thus be unnecessary. We see this in the Neural Radiance Field [10] network, which
has a significantly reduced opportunity to overfit to specific surface patches because the network operates
on individual pixels.
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Training Testing

Model Type RGB Loss Transparency
Loss

RGB Loss Transparency
Loss

Canonical 3.83× 10−5 2.81× 10−5 23.15× 10−5 254.50× 10−5

2 Objects 6.37× 10−5 3.92× 10−5 24.20× 10−5 249.00× 10−5

4 Objects 15.70× 10−5 46.00× 10−5 35.80× 10−5 428.00× 10−5

RGB Only Canonical 4.56× 10−5 65.80× 10−5

SRGAN 3.37× 10−5 68.15× 10−5

Texture Model 3.46× 10−5 1.53× 10−5 106.45× 10−5 1260.00× 10−5

Affine Transformations 7.17× 10−5 11.95× 10−5 7.22× 10−5 38.25× 10−5

Figure 4.13: Comparison of losses for all tested models
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Chapter 5

Representation Analysis

The applications of neural rendering extend far beyond view interpolation. Ideally, we would also like to
use neural object representations for segmentation, editing, and classification. These applications are all
dependent on the structure of the network’s learned representations.

For example, in order to be able to edit a feature volume, we expect that certain features correspond to
specific visual properties. If this were not the case, a user who copies a part of the volume somewhere else
might observe an unexpected result.

5.1 Volume Features vs DeepVoxel Features

Question: What is the relationship between the feature space and the object’s surface
appearance?

An interesting point of comparison for the voxel spaces we generate is the voxel structure arising from
DeepVoxels [1]. DeepVoxels have the property that their feature volume is the result of images being
projected through and accumulated by a recurrent neural network. Because the feature volume is a direct
function of the input images, we expect it to correspond to features in image space. However, because the
recurrent neural network is trained on each object individually, we expect the training to somewhat shape
the features into whatever configuration is most optimal for rendering correct results. This may or may not
cause volume features to correspond to image features.
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Figure 5.1: Predicted view using DeepVoxel architecture alongside a rendering of the feature space (Projected
to 3 dimensions using PCA)

In figure 5.1, we see that DeepVoxels have the expected property that there are consistent features present
across similar regions of the object. For example, the round edges of the Greek column are all blue, indicating
that blue is used consistently to represent curved edges. By contrast, the voxel features of our network (figure
5.2) are solely a result of gradient descent and tend to be less consistent across similar image features.

Figure 5.2: Predicted object views (top), ground truth object views (middle), rendering of voxel space using
the rendering layer projected to 3 dimensions using PCA (bottom).

We hypothesize that when features are not required to be a function of input images, they are just used
to distinguish different patches on the object surface. Once the local patches are identifiable, the output
network learns a mapping from these individual patches to image patches in the predicted view. While this
mapping is valid for reproducing a single object, it would scale very poorly as the number of objects using
a single output network increases (as in section 4.6). This process is observed in our multi-object model,
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which performed worse with larger numbers of objects.

5.2 Volume Space Edits

Question: Does an explicit opacity term allow the model to generalize to occlusions
not seen in the training data?

As mentioned above, one common thing we might want to do with neural volumes is making edits. There
are many facets of what makes edits work as expected, but one significant factor is the ability to handle
novel occlusions.

As always, with a neural renderer trained on a single object, we expect any deviations from the object
to be handled at least somewhat poorly. However, we expected that having an explicit transparency term
within our rendering equation would outperform the trained neural network occlusion model used in [1].

In order to test this, we replicated the features for an object side by side within the feature volume. We
then passed this new duplicated set of features through the output network to produce a test view for the
edit.

(a) Test rendering of duplicated DeepVoxels vase features shows occlusion being improperly calculated.

(b) Rendering of duplicated treehouse model using explicit transparency volume with ground truth treehouse
on the right. While errors are present, no large scale occlusion errors occur.

Figure 5.3: Comparison of occlusion in duplicated models for DeepVoxels and the our model with explicit
transparency.
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Another benefit of an explicit opacity volume is that it gives us a mechanism for merging two overlapping
objects. Specifically, we can take features from each voxel weighted proportionally to their transparency.
Doing so allows us to capture volume intersections as in figure 5.4.

Figure 5.4: Overlapping edit of two treehouses (left) compared to ground truth single treehouse (right).

While explicit transparency does allow basic edits like this, we are still restricted to image patches that
the output network learned to represent during training. We see this limitation very clearly when we try to
produce an edit with much more complex occlusion.

(a) Treehouse model testing view. (b) Snowglobe model testing view. (c) Combined model.

Figure 5.5: The output network cannot reproduce image patches of the treehouse inside the snowglobe
because it did not observe them during training.

To be capable of performing edits like the one shown above, the output network would need to represent
a generalized mapping from features space to output patches rather than one which works only for the small
number of observed objects.
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5.3 Training Into Feature Space

Question: Is the feature space rendered by the output network a legitimate target
for learning?

In section 4.6, we saw that as the number of objects increases, the output network loses the ability to
produce fine details of objects. Given this, we expect that these networks would not be able to represent
new objects well without having been trained on them.

Nonetheless, to see how generalizable these multi-object networks are, we decided to train a feature
volume to perform view interpolation on a new scene while holding the weights of the output network from
the multi-object model constant.

We observed two effects. First, the testing quality of images produced without varying the output network
was much lower compared to images from the canonical model or the multi-object network. This reduction
in quality indicates that the output network is indeed overfitting, not just to view angles, but also to the
scenes observed during training.

Figure 5.6: Comparison of model view (left) produced without altering the output network compared to
ground truth (right).

The second observation is that while in general, these models take many fewer iterations to converge
(5000 instead of 150000), how long they take to converge is dependent on how long the original multi-object
model was trained. For multi-object models trained to completion, it took many more iterations to produce
a result of any quality at all. This suggests that the further into training the multi-object model is, the more
it overfits to only the objects for which it was trained. The overfitting makes the feature space less friendly
to gradient descent optimization, as it is significantly discontinuous.

Despite the low quality of the above image, the low training time suggests that a more generalizable
output network would allow a very effective way to train neural voxel volumes.
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Chapter 6

Real Time Viewer

Our model benefits from three features, which make it particularly fast relative to other neural rendering
models. First, the ray marching step sizes, and feature values are specified explicitly by out rendering step.
Thus, there is no costly neural network component for predicting these at each sampled location [11, 10].
Second, rather than densely sampling space to capture our volume, we explicitly compute the time spent
within each voxel, reducing the number of samples needed to represent a ray’s path [1, 10]. Finally, we
sample our voxel volume at a lower resolution than the final image allowing a CNN to predict the final image
appearance with fewer voxel ray intersections. In combination, these speedups allow our model to run in
real-time.

In order to show the benefits of real-time view prediction relative to offline view interpolation, we created a
real-time viewer. On an RTX 2080ti, we were able to render novel 512×512 views of objects at approximately
80 frames per second. On a much weaker MX 150 GPU, we were able to render views at approximately 15
frames per second.

The viewer allows the user to move the object around in real-time, viewing it from many different angles.
The viewer helps explore any systematic errors present in the neural renderer. It also shows how neural
rendering could plausibly be used in many real-time applications, including model editing, video games, and
movie creation.
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Figure 6.1: A screenshot of the real-time viewer running interactively on a laptop with only 2GB of Video
RAM.
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Chapter 7

Conclusion

This work seeks to examine what makes a 2-part view interpolation model tick, how they work, and how to
make them work better.

In investigating the dynamics of a 2-part neural rendering model, we observe that neither the structure
of the object representation or the type of CNN used is of critical importance. The primary barrier to a
successful view interpolation model appears to be its generalizability to new object views. We observe non-
generalizability to cause a significant disparity between training and testing losses. Augmenting the training
data can somewhat mitigate this effect because it increases the number of views passed to the rendering
CNN which. The CNN, however, is still capable of overfitting to image patches resulting in worse testing
quality relative to single-pixel methods such as NERF [10].

A generalized output network capable of representing several objects at once would open many neural
rendering applications. Unfortunately, the lack of constraints on the learned object representation results in
inconsistent object representations. The mapping from these object representations to images is difficult to
generalize, causing image quality to decrease as the number of objects sharing an output network increases.

Finally, in examining how we can edit the learned object representation, we observed that our explicit
opacity term allows edits to generalize better to new occlusion scenarios. This effect suggests that differen-
tiable renderers that explicitly reflect physical laws rather than learning them will better generalize to new
situations.
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