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Abstract

Neural models often exploit features that generalize badly in order to achieve good performance. Overcoming this tendency is a central challenge in areas such as representation learning and ML fairness. We approach this problem, in part, from the perspective of feature hardness and data augmentation.

First, we construct a dataset for linguistic acceptability in which multiple, competing features might be used for prediction. We find that in this setting, the downstream model ‘prefers’ – to some extent – the feature that is more easily extracted from the pre-trained model. Our preliminary results suggest that the learning of downstream tasks in natural language processing (NLP) is governed, in part, by the ‘clarity’ with which features are represented by pre-trained models.

Second, we introduce a toy setting to probe the effectiveness of data augmentation, a widely-used strategy to prevent models from learning undesirable heuristics. Adversarial or counterfactual data augmentation involves generating training examples where these heuristics fail, in order to encourage the model to use more general features. We show that, often, the added training examples help prevent the model from adopting the targeted heuristic, but do not help it learn more general features. We also find in many cases that the number of adversarial examples needed to reach a given error rate is independent of the amount of training data, and that adversarial data augmentation becomes less effective as the number of available heuristics increases and/or as the underlying learning problem becomes more challenging.

Finally, we explore several definitions of feature hardness in the context of the same toy setting, including: (1) the area under the classification learning curve, (2) the sum of weights of a classification model, (3) the minimum description length given by the probing methods of Voita and Titov [2020], and (4) the number of adversarial counterexamples that are needed to induce a model to learn the feature. We show an correspondence between these definitions for the features in our toy setting.
We start with a motivating example, before introducing a general framework and addressing each of these parts in turn.

1 Introduction

1.1 A motivating example

This work was inspired, in part, by McCoy et al. [2019]. The authors trained a state-of-the-art NLP model (BERT) on the task of natural language inference (NLI), in which a model takes two sentences as input (the premise and the hypothesis) and predicts whether the hypothesis is entailed by the premise (loosely, whether the premise implies the hypothesis). The authors found that the model failed to classify generated pairs for which the label was contradiction, and the premise contained all the words in the hypothesis. An example of this would be the pair: “Dog bites man.” / “Man bites dog”. This led them to conclude that BERT was relying on the heuristic that a premise entails a hypothesis if there’s lexical overlap between the two sentences.

Crucially, the authors then tried training the model on these contradicting examples and found that the model no longer learned the heuristic to the same extent. This and other similar results have been taken as evidence for data augmentation, or the practice of adding training examples to incentivize models to learn more general features. This work by McCoy et al. [2019] – in addition to this broader practice of data augmentation – prompted the following questions:

1. When is data augmentation an effective strategy? What factors control the extent necessary?

2. More generally, why do models learn some rules for classification, as opposed to others? Is this related to the hardness, in some sense, of these rules?

1.2 Outline

First, in Section 3, we look to answer the second question above, and we investigate whether hardness controls the features learned by state-of-the-art NLP models. We proceed by constructing a natural language dataset for the acceptability task with properties of varying ‘hardness’ – we’ll make this concrete – that predict the label.

Then in Section 4, we take a close look at the first question above, and we explore the effects of feature hardness, the size of training data, and other variables on the effectiveness of data augmentation. Here, we construct a synthetic dataset with multiple properties that are strongly correlated with the label and, like above, are ‘hard’ to different extents.

Both of the above questions assume a concrete notion of feature hardness. We discuss various definitions in Section 5 and show a rough equivalence between four of them: the area under a learning curve of classifier for the feature; the number of counterexamples needed to induce learning the feature vs. another easier feature; the sum of weights of a classifier for the feature; and the minimum description length metric proposed by Voita and Titov [2020].
1.3 General framing

Here, we introduce terminology and the framework for our experiments in Sections 3 and 4, which will inform discussion throughout. We consider a binary sequence classification task. This will be on natural language data (for the task of acceptability) in Section 3 and sequences of arbitrary tokens in Section 4.

We assume there exists some feature which directly determines the correct label, but which is non-trivial to extract given the raw input. In NLI, the analogous feature is whether the semantic meaning of $p$ entails that of $h$. We refer to this feature as the true property. Additionally, we assume the input contains one or more distractor properties which are relatively easy for the model to extract from the input. This is analogous to lexical overlap between $p$ and $h$. In our experiments, the correct label is 1 if and only if the true property holds. However, the true and distractor properties frequently co-occur in training and thus a model which only represents the distractor properties will be able to make correct predictions much of the time. We can vary the strength of their co-occurrence by adding counterexamples to the training data which contain either the true property or the distractor property but not both. This setup is shown in Figure 1. We make these terms more precise in Section 1.4.

In Section 3, we look to confirm intuitions that the model will learn the distractor as opposed to the true property in the setting with no counterexamples. And in Section 4, we explore generalization as a function of the number of counterexamples.
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Figure 1: Schematic of experimental setup.

1.3.1 Error metrics

**Definition.** We partition test error into four regions of interest, defined below. We use a finer-grained partition than standard true positive rate and false positive rate because we are particularly interested in measuring error rate in relation to the presence or absence of the distractor property.
**distractor-only:** \[ P(\text{pred} = 1 \mid \text{dist}, \neg \text{true}) \]

**true-only:** \[ P(\text{pred} = 0 \mid \neg \text{dist}, \text{true}) \]

**both:** \[ P(\text{pred} = 0 \mid \text{dist}, \text{true}) \]

**neither:** \[ P(\text{pred} = 1 \mid \neg \text{dist}, \neg \text{true}) \]

**Interpretation.** Intuitively, high *distractor-only* error indicates that the model is associating the distractor property with the positive label, whereas high *true-only* error indicates the model is either failing to detect the true property altogether, or is detecting it but failing to associate it with positive label. In practice, we might prioritize these error rates differently in different settings. For example, within work on bias and fairness [Hall Maudslay et al., 2019, Zmigrod et al., 2019], we are primarily targeting *distractor-only* error. That is, the primary goal is to ensure that the model does not falsely associate protected attributes with specific labels or outcomes. In contrast, in discussions about improving the generalization in NLP more generally [Elkahky et al., 2018, McCoy et al., 2019], we are presumably targeting *true-only* error. That is, we are hoping that by lessening the effectiveness of undesirable heuristics, we will encourage models to learn deeper, more generalizable features in their place.

1.3.2 Data augmentation

**Definition.** Adversarial data augmentation aims to reduce the above-described errors by generating new training examples which decouple the true and distractor properties. Parallel to the error categories, we can consider two types of counterexamples: *distractor-only* counterexamples in which the distractor property occurs without the true property, and *true-only* counterexamples in which the true property occurs without the distractor.

**Interpretation.** Again, in terms of practical interpretation, these two types of counterexamples are meaningfully different. In particular, it is likely often the case that *distractor-only* counterexamples are easy to obtain, while constructing *true-only* counterexamples is more cumbersome. For example, considering again the case of NLI and the lexical overlap heuristic from McCoy et al. [2019], it is easy to artificially generate *distractor-only* counterexamples (p/h pairs with high lexical overlap but which are not in an entailment relation) using a set of well-designed syntactic templates. However, generating good *true-only* counterexamples (entailed p/h pairs without lexical overlap) is likely to require larger scale human effort [Williams et al., 2018]. This difference would likely be exacerbated by realistic problems in which there are many distractor properties which we may want to remove and/or it is impossible to fully isolate the true property from all distractors. For example, it may not be possible to decouple the “meaning” of a sentence from all lexical priors. We explore the case of multiple distractors in Section 4.3.4.

1.3.3 Limitations

These experiments are intended to provide an initial framework and intuition for thinking about the relationships between data augmentation, hardness, feature learning. We simplify
the problem significantly in order to enable controlled and interpretable experiments. As a result, the problems studied are many steps removed from the what NLP looks like in practice.

In particular, we make the assumption that the input to the model contains a single “true property” which, once extracted, perfectly explains the output. For many of the tasks we currently study in NLP, this assumption arguably never holds, and rather, models only ever get access to correlates of the true property. That is, they see text descriptions but never the underlying referents. Thus, for a task like NLI, it might be that the best our models can do is find increasingly general correlates of “meaning”, but may not ever extract “meaning” itself. This is a much larger philosophical debate on which we do not take a stance here.

We let it suffice that, in practice, the presented results are applicable to any task in which there exists some deeper more general feature(s) that we prefer to the model to use and some shallower correlated feature(s) which it may chose to exploit instead, whether or not those deeper features are in fact the “true” feature that determines the label. We also note that identifying the heuristics or distractors a model is learning is often difficult in itself, especially in the presence of many.

1.4 Terminology

We’ll use the example of subject-verb agreement here: the task is to predict the grammaticality of a sentence, the true property is subject-verb agreement, and the distractor property is agreement between the closest-noun and the verb. If the model was trained mostly on examples where the subject was the closest noun, it might use the distractor property to predict the label but not the true property. For example, consider the sentence: “I, like Tom, enjoy running”. Here, we might expect the model to predict the sentence is ungrammatical because the closest-noun and the verb don’t agree.

True property. In our experiments, we make the assumption that the data (train and test) are generated by a process where the label is determined by whether the true property holds, i.e. that the label is positive if and only if the true property holds. For example, the subject and verb must agree for the sentence to be grammatical (and we make the further assumption in Section 3 that the sentence is ungrammatical only if they don’t agree).

Distractor property. The distractor property, on the other hand, is simply correlated with the true property. The label is not determined by whether it holds. For example, a sentence might be grammatical or ungrammatical, whether or not the closest-noun agrees with the verb.

Easy and hard features. These correspond to the “effort” needed to extract a feature. Hardness is made explicit in Sections 3 and 4 and discussed more generally in Section 5.

General, deep, and generalization. We discuss when models learn features that generalize well. We also use general and occasionally deep to describe such a feature (like the
true property). This maps onto our framework because we make the assumption in our set-up that the true property determines the label under any test distribution and that there exist test distributions for which the distractor property is not useful (or even harmful) in predicting the label.

**Spurious, shallow, and heuristic.** We use spurious and sometimes shallow to describe a feature (like the distractor property) that’s highly correlated with the label but does not always generalize well. And we use heuristic to describe a learned relationship between a spurious feature and the label. We note that a spurious feature or heuristic might lead to good training performance or even test performance on some (but not all) datasets, and in real-world settings, the distinction between a heuristic and a generalizable feature is often unclear.

## 2 Related work

### 2.1 Data augmentation

A wave of recent work has adopted a strategy of constructing evaluation sets composed of “adversarial examples” (a.k.a. “challenge examples” or “probing sets”) in order to analyze and expose weaknesses in the decision procedures learned by neural NLP models [Jia and Liang, 2017, Glockner et al., 2018, Dasgupta et al., 2018, Poliak et al., 2018b, Gururangan et al., 2018, and others]. Our work is motivated by the subsequent research that has begun to ask whether adding such challenge examples to a model’s training data could help to improve generalization. This work has been referred to by a number of names including “adversarial”, “counterfactual”, and “targeted” data augmentation. In particular, Liu et al. [2019] show that fine-tuning on small challenge sets can sometimes (though not always) help models perform better. Similar approaches have been explored for handling noun-verb ambiguity in syntactic parsing [Elkahky et al., 2018], improving NLI models’ handling of syntactic [McCoy et al., 2019] and semantic [Poliak et al., 2018a] phenomena, and mitigating gender biases in a range of applications [Zmigrod et al., 2019, Zhao et al., 2018, 2019, Hall Maudslay et al., 2019, Lu et al., 2018].

### 2.2 Robustness

There’s been an explosion of work on robustness. This is an overloaded term and can refer to whether models: (1) learn despite noise in the training data, or (2) produce the same labels if the test data have been perturbed (adversarial robustness). We’ll discuss the latter here, as it’s more relevant to our work: we’re interested in when models learn features that generalize well not only to the test set but to adversarially chosen examples. Also note that data augmentation can be seen in this context as a specific technique to improve model robustness.

This work, however, also considers the role of hardness, and we analyze specific features in the data, as opposed to a well-defined set of perturbations. We’re concerned with the model learning harder features that generalize well, while much of literature is interested in
features that are also adversarially robust to some well-defined set. Because of the specific
sense in which we approach robustness, we don’t need to solve the open problem of how to
define adversarial robustness in the context of NLP (it’s not clear what perturbations mean),
and we’re able explore why models learn specific features from the perspective of hardness.

2.2.1 Within NLP

Again, adversarial robustness concerns whether a model produces the same output when the
input has been perturbed such that its underlying semantics are unchanged. In computer
vision, these perturbations might be low-level noise added to the pixels. But the set of valid
perturbations is much harder to define in NLP, where small changes in surface-form could
dramatically change the underlying meaning of an utterance (removing ‘not’, for example).

In terms of constructing these perturbations, there’s been work on replacing words in
an utterance with their synonyms [Alzantot et al., 2018, Hsieh et al., 2019, Jia et al., 2019]
and generating new sentences via paraphrases [Ribeiro et al., 2018, Iyyer et al., 2018]. In
particular, Jia et al. [2019] derive bounds on error within this a well-defined set of perturba-
tions. In the context of evaluation of generated perturbations, recent works have discussed
the extent to which they induce models to make a wrong prediction [Ribeiro et al., 2018,
Iyyer et al., 2018, Hsieh et al., 2019, Jia et al., 2019] or change their output [Alzantot et al.,
2018]. Hsieh et al. [2019] also analyze these perturbations’ effect on attention weights.

2.2.2 Outside of NLP

Ilyas et al. [2019] make a distinction between useful features (that generalize well) and those
that are robustly-useful (that generalize well, even if an example is adversarially perturbed).
The authors show the “widespread existence” in image classification data of useful features
that are not robustly-useful (non-robust features) by constructing one dataset with only
robust features and another with only non-robust features. Neural models have strong test
performance when trained on either but have strong robust performance only when trained
on the latter. While removing the non-robust features is similar to data augmentation,
it’s not clear, again, how this technique (or adversarial robustness writ large) transfers to
language.

Related to this work by Ilyas et al. [2019], there’s been significant recent interest in
training models such that they’re robust to adversarial examples and in building adversarial
datasets that foil such defenses. Highlighting just two recent papers, Madry et al. [2017]
describe training that’s robust against adversaries with access to a model’s gradients, while
Athalye et al. [2018] show that many defenses are “obfuscating” their gradients in a way
that can be exploited.

2.3 Encoding structure in NLP models

Another related body of work focuses on understanding what types of features are extracted
by neural language models, in particular looking for evidence that SOTA models go be-
yond bag-of-words representations and extract “deeper” features about linguistic structure.
Work in this vein has produced evidence that pretrained language models encode knowledge
of syntax, using a range of techniques including supervised “diagnostic classifiers” [Tenney et al., 2019, Conneau et al., 2018, Hewitt and Manning, 2019], classification performance on targeted stimuli [Linzen et al., 2016, Goldberg, 2019], attention maps/visualizations [Voita et al., 2019, Serrano and Smith, 2019], relational similarity analyses [Chrupała and Alishahi, 2019], and probing by minimum description length [Voita and Titov, 2020]. Our work contributes to this literature by focusing on a toy problem and asking under what conditions we might expect deeper features to be extracted, focusing in particular on the role that the training distribution plays in encouraging models to learn deeper structure. Related in spirit to our toy data approach is recent work which attempts to quantify how much data a model should need to learn a given deeper feature [Geiger et al., 2019]. Still other related work explores ways for encouraging models to learn structure which do not rely on data augmentation, e.g. by encoding inductive biases into model architectures [Bowman et al., 2015, Andreas et al., 2016] in order to make “deep” features more readily extractable, or by designing training objectives that incentivize the extraction of specific features [Swayamdipta et al., 2017, Niehues and Cho, 2017]. Exploring the effects of these modeling changes on the results presented in this paper is an exciting future direction.

2.4 Generalization of neural networks

This work also relates to a still larger body of work in which aims to understand feature representation and generalization in neural networks in general. Mangalam and Prabhu [2019] show that neural networks learn “easy” examples (as defined by their learnability by shallow ML models) before they learn “hard” examples. Zhang et al. [2016] and Arpit et al. [2017] show that neural networks with good generalization performance can nonetheless easily memorize noise of the same size, suggesting that, when structure does exist in the data, models might have some inherent preference to learn general features even though memorization is an equally available option. Zhang et al. [2019] train a variety of over-parameterized models on the identity mapping and show that some fail entirely while others learn a generalizable identify function, suggesting that different architectures have different tendencies for learning structure vs. memorizing. Finally, there is ongoing theoretical work which attempts to characterize the ability of over-parameterized networks to generalize in terms of complexity [Neyshabur et al., 2019] and implicit regularization [Blanc et al., 2019].

2.5 Models of hardness

There have been many characterizations of problem hardness in machine learning, often defined with the goal of being used to bound generalization. We highlight some of them here.

VC dimension [Blumer et al., 1989], for example, is the cardinality of the largest set of points that some set of sets can shatter, and it characterizes the difficulty of a learning problem. We’re able to compute upper bounds (that are linear in the VC dimension) on the number of samples we need in order to learn. VC dimension, however, applies to a concept class (i.e. all rectangles in the plane), and modern deep learning models don’t learn with respect to concept classes. Kolmogorov complexity [Li et al.] is the length of the shortest
program that produces elements in a concept class. It captures the “number of requirements” for a sequence, or the amount of structure, but it isn’t computable in general.

Much more recently, Nelson et al. [2020] cast the hardness of linguistic features in the light of the models of computation that are needed to represent the feature. Arora et al. [2018] also propose a data-dependent metric of hardness with the same goal as VC dimension, to bound the generalization of a learning model. Relatedly, Voita and Titov [2020] consider “the amount of effort” that’s needed for a probing model to learn some feature from an intermediate representation. They propose using the minimum description length of the labels, given the representations, to measure this “amount of effort” or hardness. We discuss and implement one of their metrics in Section 5.

3 Which features do models prefer?

This section discusses preliminary results from ongoing work with Ellie Pavlick and Charles Lovering. We’ve also discussed this work frequently with Tal Linzen.

3.1 Introduction

Here, we’re interested in the question of which features are learned by neural NLP models. We consider the transfer learning setting in which a task-specific classifier is trained to use representations from a pre-trained model like BERT [Devlin et al., 2018]. We hypothesize that when there are multiple, competing features that predict a label, the classifier learns those which are more easily extractable. In particular, we design a learning problem for the task of linguistic acceptability, in which two features are both perfectly correlated with the label. We generate sentences from templates, using the BLiMP codebase [Warstadt et al., 2019]. We conduct probing experiments to compare the “hardness” of the features, and we find that while the difficulty of each feature doesn’t match our predictions, the models do, to some extent, use the easier feature over the harder.

3.2 Setup

3.2.1 Recap

We assume there exists some feature which determines the correct label, but which is non-trivial to extract given the raw input (true property). And one or more distractor properties which are easier for the model to extract from the input. See Section 1.3 and Figure 1 for more details.

3.2.2 Implementation

We use the linguistic acceptability task (see CoLA [Warstadt et al., 2018]). Models take sentences as input and output \{0,1\} labels for whether the sentence is grammatical.

We train a logistic regression model that takes representations from the pretrained \texttt{bert-base-cased} model [Devlin et al., 2018] as input. See Appendix E for our hyperparameter settings. We don’t freeze BERT’s parameters; we weren’t able to train the models
Table 1: Example sentences for the agreement dataset. We generate sentences for the combinations \{true, distractor\} \times \{holds, not holds\}. The true and distractor columns are bolded where they co-occur. An asterisk indicates a sentence is ungrammatical.

otherwise, most likely because of the limited size of our training data. We run our experiments using PyTorch and the jiant toolkit [Wang et al., 2019].

3.2.3 Data

Features. We consider one pair of properties. The true property here is subject-verb agreement and the distractor property is agreement between the closest-noun and the verb. We hypothesize the distractor is easier because it requires less syntactic information about the sentence, and the model, when trained on no true-only or distractor-only counterexamples, will learn the distractor property and not the true property. However, as discussed in Section 3.2.1, we find that true property is easier for the model (and is preferred in the absence of counterexamples).

We generate our data using modified templates from the BLiMP codebase [Warstadt et al., 2019], which “[samples] lexical items from a vocabulary of over 3,000 items according to a template...” We modify a single template from BLiMP to generate sentences of the form (the asterisk indicates the sentence is ungrammatical):

"The {*sketch, sketches} of the {bird, birds} don’t interest Pamela.”

The subject and closest-noun are both italicized, and the true and distractor properties will co-occur when their plurality matches. See Table 1 for examples of each of the cases. We generate sentences for the combinations \{true, distractor\} \times \{holds, not holds\}.

Datasets. We generate datasets where the target is whether the sentence is grammatical or whether the distractor holds (for probing experiments). We also vary the rate of co-occurrence between the true and distractor properties (0.5, 0.6, ... 1.0).

For example, consider a rate of 0.8. In the training and validation sets, 20% of the data comes from the two “counterexample” cases without co-occurrence (equal numbers of each), and 80% comes from the remaining two cases (equal numbers). The data are generated in pairs, with one acceptable and one unacceptable sentence, and the two sentences from each pair are guaranteed to be in the same dataset. The test dataset is generated in the same way but with a co-occurrence rate of 0.5. The dataset sizes are 2K for train, 2K for test, and 1K for validation.
Limitations. In addition to the limitations discussed in Section 1.3.3, the models in this section will be able to easily learn heuristics for the true and distractor properties because the data are generated from templates. For example, the subject is always first in the SV templates; the model, therefore, doesn’t need to learn subject-verb agreement, just agreement between the first noun and the verb. However, while it’s likely the model doesn’t learn the intended feature, this doesn’t affect the higher-level research question of whether hardness controls feature-learning. Also, the templates frequently generate sentences that don’t sound natural, like “The cousin of a lot of pedestrians goes to a college campus” (which is labelled as acceptable). Finally, because we only build one pair of features, and because of the unrealistic setting in which the models have no incentive to learn the true property, the strength of our conclusions is somewhat limited.

3.3 Results

3.3.1 Probing

![Learning curve for classifying whether the true and distractor properties hold. Flat-lined after the average becomes less than 0.01. We compute an AUC of 1.99 for the distractor property and 0.89 for the true property.](image)

Figure 2: Learning curve for classifying whether the true and distractor properties hold. Flat-lined after the average becomes less than 0.01. We compute an AUC of 1.99 for the distractor property and 0.89 for the true property.

Here, we present results from our probing experiments. We train the models at a co-occurrence rate of 0.5 with labels of whether the (1) true property or (2) the distractor property holds. We use the area under the learning curve (AUC) as a proxy for the hardness. In particular, we take the sum of the validation error at each pass (every four epochs). After the model reaches an error less than 0.01, we round to 0 and flat-line the curve. We present the learning curve in Figure 2.

We compute an AUC of 1.99 for the distractor property and 0.89 for the true property. Therefore, the distractor (agreement with the closest noun) is harder by our metric than
the true property. As discussed above, this could be a result of the fact that we only use a single template; the model doesn’t need to learn SV agreement, just agreement between the first noun and the verb. The assumption that syntax is ‘harder’ for BERT than finding the closest noun might also be wrong. There’s been much evidence that BERT or similar models represent syntactic properties like SV agreement [Warstadt et al., 2019, Goldberg, 2019]. Goldberg [2019] also notes that BERT “does not have an explicit notion of word order beyond marking each word with its absolute-position embedding,” which suggests that BERT might not be very susceptible to the closest-noun heuristic.

### 3.3.2 Which features are used?

Again, the research question is not jeopardized by the mismatch between the properties’ expected and actual hardness. We can still ask if hardness predicts the features that a model learns. Here, we train and test the model on the objective of acceptability (the same as whether the true property holds) with perfect co-occurrence between the true and distractor properties. This means that the subject and closest-noun always have the same plurality, and that the model can achieve perfect training performance by learning either the true or the distractor property. In other words, the model has no incentive in the training data to learn one feature vs. the other (no counterexamples).

We present the results in Table 2. We find that the model reliably uses the true property for distractor-only examples, meaning that it predicts the sentence is ungrammatical when the closest noun agrees (but not the subject). However, for true-only examples, when the subject agrees (but not the closest noun), the model is less consistent. While the model, for the most part, predicts the sentence is grammatical, these results show that the models’ outputs are different in the both case from the true-only case and therefore, that the presence of the distractor property is meaningful for the model.

However, taken as a whole, the model prefers the true property, to some extent, which is in line with our hypothesis that the model will learn the easier feature. In one case without co-occurrence, its predictions are always in line with a model that uses the true property, and the predictions are largely in line in the other case. To make this concrete, we compute the mutual information between the model’s predictions on the test dataset and a 0-1 variable that indicates if (1) the true property holds or (2) the distractor property holds. This measures the extent to which the model’s predictions are independent of whether each property holds. We find that I(precision;true) = 0.42 and I(precision;distractor) = 0.15, which indicates a stronger correlation between the true property and the label than between the distractor property and the label.
3.3.3 Data augmentation

Finally, we train the models with some incentive to learn each property. They’re trained with a co-occurrence rate of 0.9 and a target of either the true property (again, the same as acceptability here), or the distractor property. We find, in each case, that the models use the target property from the training data at test time. In particular, the target of the test dataset matches that of the training, and for both properties, we find that the error in each of the four cases (both, neither, etc.) is less than 2.5%. This means that the non-co-occurring examples (these will be true-only or distractor-only counterexamples) were enough to incentivize for model to learn either feature.

3.4 Conclusion

We find some evidence for our hypothesis that models learn ‘easier’ features in the absence of incentive to learn a ‘harder’ feature. However, there are significant limitations with these preliminary results. Next steps are to add more pairs of properties, make templates that are more natural-sounding, and come up with more templates for each pair of properties to limit the artifacts in the data that models can use their place. Finally, we would also like to further explore the more realistic case, in which there’s limited incentive (vs. none) for the model to learn the true property.

4 When does data augmentation help?

This section discusses work with Ellie Pavlick and Charles Lovering that will be submitted to EMNLP 2020.

4.1 Introduction

A wave of recent work has exposed model weaknesses by showing how dramatically models fail when evaluated on adversarial or counterfactual examples— that is, inputs with feature co-occurrences that appear infrequently in the model’s training set. For example, in visual question answering, models failed when tested on rare color descriptions (“green bananas”) [Agrawal et al., 2018]; in coreference, models failed when tested on rare profession-gender pairings (“the nurse cared for his patients”) [Rudinger et al., 2018]; in natural language inference (NLI), models failed on sentence pairs with high lexical overlap with different meanings (“man bites dog”/ “dog bites man”) [McCoy et al., 2019].

One proposed solution has been to augment training data to over-represent these tail events, often with automatic or semi-automatic methods for generating such challenge examples at a large scale. This technique has been discussed for POS tagging [Elkahky et al., 2018], NLI [McCoy et al., 2019], and as a means of reducing gender bias [Zhao et al., 2018, Zmigrod et al., 2019], all with positive initial results. However, it is difficult to know whether this strategy is a feasible way of building more generalizable systems in general. When applied in practical settings, it is difficult to assess whether the data augmentation leads the model to make decisions for the “right” reasons or merely causes it to switch to a different set
of equally-shallow heuristics other than those targeted by the added examples. Understanding this tradeoff—that is, understanding if and when changes in the training distribution cause a model to switch from shallow heuristics to deeper features—is important for both practical and theoretical work in NLP.

We design a series of toy learning problems to explore whether adversarial data augmentation is a feasible way of improving model generalization. We consider a simple neural network classifier in a task that is typical in NLP: 1) the labeled input data is not i.i.d., the model can exploit extant, spurious correlations and 2) the model is trained end-to-end and thus adopts whichever feature representation performs best. Our research questions include:

- How many counterexamples must be seen in training to prevent a model from adopting a given heuristic? Do larger training sets require more counterexamples or fewer?
- How does the difficulty of representing the “right” feature affect a model’s tendency to adopt heuristics?
- When many spurious correlations exist, do models prefer multiple imperfect heuristics or fewer, more reliable features?
- Is data augmentation effective when just one type of counterexample can be added (true-only or distractor-only)?

4.2 Experimental setup

4.2.1 Recap

We assume there exists some feature which determines the correct label, but which is non-trivial to extract given the raw input (true property). And one or more distractor properties which are easier for the model to extract from the input. See Section 1.3 and Figure 1 for more details.

4.2.2 Implementation

Task. We use a synthetic sentence classification task with sequences of numbers as input and binary \{0, 1\} labels as output. We use a symbolic vocabulary \(V\) consisting of the integers \(0 \ldots |V|\). In all experiments, we use sequences of length 5 and set \(|V|\) to be 50K. We do see some effects associated with vocabulary size, but none that affect our primary conclusions; see Appendix A.1 for details.

Model. We use a simple network comprising an embedding layer, a 1-layer LSTM, and a 1-layer MLP with a RELU activation. We found enough interesting trends to analyze in the behavior of this model, and thus leave experiments with more complex model architectures for future work. Our code, implemented in PyTorch, is released for reproducibility.\footnote{https://github.com/rohjha/rules}
Appendix A discusses how our experimental results extend across changes in model and task parameters. All models are trained until convergence, using early-stopping.\(^2\)

<table>
<thead>
<tr>
<th>Property nickname</th>
<th>Description</th>
<th>AUC</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>contains 1</td>
<td>Has 1</td>
<td>0.50</td>
<td>2 4 11 14</td>
</tr>
<tr>
<td>prefix duplicate</td>
<td>Begins with duplicate</td>
<td>0.52</td>
<td>2 2 11 12 4</td>
</tr>
<tr>
<td>first-last duplicate</td>
<td>First equals last</td>
<td>0.55</td>
<td>2 4 11 12 2</td>
</tr>
<tr>
<td>adjacent duplicate</td>
<td>Has adjacent duplicate</td>
<td>1.43</td>
<td>11 12 2 2 4</td>
</tr>
<tr>
<td>contains first</td>
<td>First number elsewhere</td>
<td>1.54</td>
<td>2 11 2 12 4</td>
</tr>
</tbody>
</table>

Table 3: Properties used to instantiate the true property in our experimental setup. Properties are intended to differ in how hard they are for an LSTM to detect given sequential input. We use the the AUC of the validation loss curve as a heuristic measure of “hardness”, as described in Section 4.2.2.

**True and distractor properties.** In all experiments, we set the distractor property to be the presence of the symbol 2 anywhere in the input. We consider several different properties as instantiations of the true property, listed in Table 3. These properties are chosen with the intent of varying how difficult the true property is to detect given the raw sequential input. In all experiments, we design train and test splits such that the symbols which are used to instantiate the true property during training are never used to instantiate the true property during testing. For example, for experiments using adjacent duplicate, if the model sees the string 1 4 3 3 15 at test time, we enforce that it never saw any string with the duplicate 3 3 during training. This is to ensure that we are measuring whether the model learned the desired pattern, and did not simply memorize bigrams.

To quantify the difficulty of representing each true property, we train the model for the task of predicting directly whether or not the property holds for each of our candidate properties, using a set of 200K training examples evenly split between cases when the property does and does not hold. For each property, Figure 3 shows the validation loss curve (averaged over three runs), flat-lined at its minimum (i.e. its early stopping point). We see the desired gradation in which some properties require significantly more training to learn than others. As a heuristic metric of “hardness”, we use the approximate area under this flat-lined loss curve (AUC), computed by taking the sum of the errors across all epochs. Table 3 contains the result for each property. Note that the distractor property (the sequence contains 2) is exactly as hard as contains 1. We consider more sophisticated metrics of hardness in Section 5.

4.2.3 **Error metrics**

Recall the following definitions of our error metrics. See Section 1.3.1 for detailed interpretations.

---

\(^2\)The results shown here used the test error for validation and early-stopping; we have re-run some of our experiments with early-stopping on validation error, and it did not make a difference.
Figure 3: Learning curve for classifying whether the properties hold. Averaged over three re-runs and then flat-lined after the average reaches its minimum. Train size is 200K. The error for contains 1 and the distractor property (not shown) reaches 0 after the first epoch.

**Definition.**

- **distractor-only:** \( P(\text{pred} = 1 \mid \text{dist}, \neg\text{true}) \)
- **true-only:** \( P(\text{pred} = 0 \mid \neg\text{dist}, \text{true}) \)
- **both:** \( P(\text{pred} = 0 \mid \text{dist}, \text{true}) \)
- **neither:** \( P(\text{pred} = 1 \mid \neg\text{dist}, \neg\text{true}) \)

We define and compute both error and neither error for completeness. However, in practice, since our toy setting contains no spurious correlations other than those due to the distractor property, we find that these two error metrics are at or near zero for all of our experiments (except for a small number of edge cases discussed in §C). Thus, for all results in Section 4.3, we only show plots of true-only and distractor-only error, and leave plots of the others to Appendix C.

### 4.2.4 Data augmentation

Recall the following definitions: **distractor-only counterexamples** in which the distractor property occurs without the true property (and the label is 0 in this toy setting), and **true-only counterexamples** in which the true property occurs without the distractor (and the label is 1 in this setting). See Section 1.3.2 for detailed interpretation.

### 4.2.5 Limitations

In addition to the limitations discussed in Section 1.3.3, we consider a very small problem here (binary classification of sequences of length 5 in which only two variable are not independent) and a very small model (a simple LSTM). Although we provide many additional results in
the Appendix to show consistency across different model and task settings, we still do not claim that the presented results would necessarily hold for more complex models and tasks—e.g. multi-layer transformers performing language modeling. Clearly many details of our setup—e.g. which properties are easier or harder to detect—would change significantly if we were to change the model architecture and/or training objective to reflect more realistic settings. Exploring whether the overarching trends we observe still hold given such changes would be exciting follow up work.

4.3 Results and discussion

Our primary research questions, reframed in terms of the above terminology, are the following. First, how many counterexamples are needed in order to reduce the model’s prediction error? In particular, how is this number influenced by the hardness of the true property (§4.3.1), the type of counterexamples added (i.e. true-only vs. distractor-only)(§4.3.2), and the size of the training set (§4.3.3)? Second, given a setting in which multiple distractor properties exist, does the model prefer to make decisions based on multiple weak heuristics, or rather to extract a single more general feature (§4.3.4)? We report all results in terms of true-only error and distractor-only error; results for other error categories are given in Appendix C.

4.3.1 Effect of true property’s hardness

We first consider prediction error as a function of the number of counterexamples added and the hardness of detecting the true property (with “hardness” defined as in Section 4.2.2). To do this, we construct an initial training set of 200K examples in which there is perfect co-occurrence between the true and distractor properties, with the dataset split evenly with positive examples (e.g. has both true and distractor properties) and negative examples (with neither property). We then vary the number of counterexamples added\(^3\) from 10 (≪ 0.1% of the training data) to 100K (33% of the training data) and measure the effect on true-only and distractor-only error. For now, we assume that the counterexamples added are evenly split between true-only and distractor-only types.

Figure 4 shows the results. We see that the number of counterexamples needed is substantially influenced by the hardness of the true property. For example, after only 10 counterexamples are added to training, test error has dropped to near zero when the true property is contains 1 (which is trivial for the model to detect) but remains virtually unchanged for the contains first and adjacent duplicate properties. For the harder properties, we don’t reach zero error until a third of the training data is composed of counterexamples.

We can think about this from the perspective of implicit regularization, or the preference of neural models to learn simpler representations, even in the absence of explicit methods like \(^3\)The results presented assume that the counterexamples are added on top of the training data that is already there, and thus models trained with larger numbers of counterexamples have a slightly larger total training size. We also experimented with adding counterexamples in place of existing training examples so that the total training size remains fixed across all runs. We do not see a meaningful difference in results. Results from the constant-training-size experiments are given in Appendix D.2. We also perform a control experiment to verify that the additional number of training examples itself is not impacting the results in Appendix D.1.
dropout (see Section 2.4 for a discussion of the recent work in this area). At first, our models learn the simpler distractor property, instead of the more complex true property. However, as counterexamples are added to the training data, it likely becomes more and more complex for the model to learn only the distractor property, because it would need to memorize these counterexamples. The relative hardness of the true properties, then, might control when the models prefer (from the point of view of complexity) to adopt the true property vs. memorize additional counterexamples. More work is needed to make these conclusions. One might measure the complexity of the models at various points. It’s also important to note that the models don’t switch from preferring the true property to the distractor. At many points on the curve, they seem to apply the properties to different extents, which might also be worth exploring further.

![Figure 4](image)

Figure 4: The harder the true property, the more counterexamples the model requires to reduce a given error rate. The legend shows models in order from hardest to least hard, where “hardness” is determined by the AUC of the loss curve for a classifier trained to detect the property (§4.2.2). We run all experiments over five random seeds. In all plots, the error band is the 95% confidence interval with 1,000 bootstrap iterations.

### 4.3.2 Effect of counterexample type

**Counterexamples from one of two types.** We get a better understanding of the model’s behavior when looking separately at true-only and distractor-only errors, considering each as a function of the number and the type (e.g. true-only vs. distractor-only) of counterexamples added (Figure 5). Here, we add either true-only or distractor-only examples (we consider mixtures below). We see that adding distractor-only counterexamples leads to improvements in distractor-only error, but has minimal effect on true-only error. The interesting exception
to this is when the true property is no harder to represent than the distractor property. In our setting, this happens when the true property is contains 1, but it is unclear if this pattern would hold for other distractors. In this case, we see that both true-only and distractor-only error fall to zero after adding only a small number of distractor-only counterexamples.

![Graph showing error rates for different properties and example counts](image)

**Figure 5:** Adding distractor-only counterexamples improves distractor-only error but does not affect true-only error. In contrast, adding true-only counterexamples may lead to improvements of both error types (see text for discussion).

In contrast, we see some evidence that adding true-only counterexamples has impact on distractor-only error as well as on true-only error in this setting. The impact on distractor-only error, however, is limited to the settings in which the true property is sufficiently easy to detect. That is, when the true property is difficult to detect, adding true-only counterexamples does lead the model to detect the true property and correctly associate...
it with the positive label, but does not necessarily lead the model to abandon the initially-adopted (incorrect) heuristic that the distractor property is also predictive of a positive label. This behavior is interesting, since any correct predictions made using the heuristic are by definition redundant with those made using the true property, and thus continuing to hold the heuristic can only hurt performance.

We consider, in particular, the models that learn to output the positive label if and only if the true and distractor properties both hold (e.g. the model trained on 100K distractor-only counterexamples for the contains first true property). These models seem to have learned a conjunction of the true and distractor properties as their classification rule, where just the true property have performed as well on the training data. This isn’t very surprising, because the model hadn’t seen any true-only counterexamples, but it seems to contradict the principle that models prefer simpler representations. A likely interpretation is that the model learned the distractor property first and then had no incentive to unlearn the property, and it’s exciting future work to explore this temporal aspect of the models’ training.

![Figure 6: For adjacent duplicate. Adding distractor-only counterexamples is not effective for reducing true-only error when there are few true-only examples in the dataset, and vice versa. Adding distractor-only examples is increasingly helpful when there are more true-only examples in the data, and vice versa.](image)

**Mixture of counterexamples** Here, we weaken the assumption that the counterexamples come from one of the two types. A training set might have examples of each type, even if we aren’t able to augment with true-only or distractor-only counterexamples. We track the true-only and distractor-only errors as the number of each type of counterexample is varied. Because of the computational cost, we only consider one feature, adjacent duplicate, and we don’t run any random restarts.
We find that adding *distractor-only* counterexamples is not very effective for reducing *true-only* error when there are few *true-only* examples in the dataset, and vice versa. Adding *distractor-only* examples is increasingly helpful when there are more *true-only* examples in the data, and vice versa. The regions in the top-right and bottom-left corners also support the conclusion above that the model might unlearn the distractor in some cases but not others and that adding one type of counterexample is not sufficient for reducing both types of error.

In Figure 7, we also compute the mutual information between the 0-1 feature of whether feature holds in the test data (which is simply the label) and the model’s prediction on the test dataset. This can be used as a proxy for the extent to which the model uses the true property when making its predictions. We find that significant numbers of both types of examples are needed for the model to use the true feature in general.

### 4.3.3 Effect of training data size

In Section 4.3.1, we observed that, for most of our properties, the model did not reach near zero error until 20% or more of its training data was composed of counterexamples. This raises the question: is error rate better modeled in terms of the absolute number of counterexamples added, or rather the fraction of the training data that those counterexamples make up? For example, does adding 5K counterexamples produce the same effect regardless of whether those 5K make up 5% of a 100K training set or 0.05% of a 10M training set?
Figure 8: Error rate vs. number of counterexamples added for models trained with different initial training set sizes (100K to 10M). Property \texttt{contains 1} not shown since it is always learned instantly. In general, increasing the training size while holding the number of counterexamples fixed does not significantly affect the efficacy of those counterexamples, although there are exceptions (see text for discussion). We do not average over all the random seeds for experiments with dataset size because of the computational resources.
Our intuition motivating this experiment is that larger initial training sets might “dilute” the signal provided by the comparably small set of counterexamples, and thus larger training sets might require substantially more counterexamples to achieve the same level of error.

In Figure 8, we again show both distractor-only and true-only error as a function of the number of counterexamples added to training, but this time for a range of models trained with different initial training set sizes. Here, for simplicity, we again assume that the counterexamples added are evenly split between the true-only and distractor-only types. Generally speaking, for most properties, we see that our intuition does not hold. That is, increasing the training size while holding the number of counterexamples fixed does not substantially effect either error metric, positively or negatively. That said, there are several noteworthy exceptions to this trend. In particular, we see that when the training set is very large (10M) relative to the number of counterexamples (< 50K), the efficacy of those counterexamples does appear to decrease. We also again see differences depending on the true property, with the harder properties (contains first and adjacent duplicate) behaving more in line with the “diluting” intuition described above than the easier properties (first-last duplicate and prefix duplicate).

4.3.4 Multiple distractor properties

In our experiments so far, we have assumed that there is only one distracting property, which is clearly an unrealistic approximation of natural language data. We therefore relax this assumption and consider the setting in which there are multiple distractor properties which are correlated with the label. The question is: does the option of minimizing loss by combining multiple (imperfect) heuristics lessen the model’s willingness to extract deeper, more general features?

Our experimental setup is as follows. We assume k distractor properties d_1, . . . , d_k, each of which is correlated with the true property t, but which are not correlated with each other beyond their correlation with t. As in previous experiments, P(d_i|t) and P(t|d_i) are determined by the number of true-only and distractor-only counterexamples that have been added, respectively. In the initial training set, before any counterexamples have been added, where P(t|d_i) is 1, and P(d_i|t) is close to 1/2^4. We assume that distractor-only counterexamples can be generated in the same way as before, but that good true-only counterexamples cannot be generated perfectly. For intuition, again consider the NLI setting. It is easy for a person to generate a p/h pair with the label CONTRADICTION, but doing so while meeting the constraints that the sentences exhibit lexical overlap [McCoy et al., 2019] but do not contain any antonym pairs [Dasgupta et al., 2018] or explicit negations [Gururangan et al., 2018] would likely lead to unnatural and unhelpful training sentences. Thus, we assume that we can only reliably remove at most one^5 distractor property at a time. Specifically, we assume that, for a given distractor property d_i, we can generate true-only, counterexamples which 1) definitely exhibit the true property, 2) definitely do not exhibit d_i, and 3) exhibit every other distractor d_j with probability P(d_j|t).

---

^4We independently sample each property with probability 1/2 but then resample if we sample no distractors. This is done such that the reported number of counterexamples is correct.

^5We ran experiments in which it was possible to remove more than one distractor at a time (but still fewer than k) and did not see interestingly different trends from the at-most-one setting.
We again plot *true-only* and *distractor-only* error as a function of the number of counterexamples added, assuming we add counterexamples which are evenly split between *distractor-only* and *true-only* types and evenly split among the $k$ distractors. Note that, while our *true-only* counterexamples are not “pure” (i.e. they might contain distractors other than the one specifically targeted), our *true-only* error is still computed on examples that are free of all distractors. Our *distractor-only* error is computed over examples that contain no true property and at least one distractor.

The results are shown in Figure 9 for $k = \{1, 2, 3\}$. For comparison, we also plot the performance of a model trained in an idealized setting in which “pure” *true-only* counterexamples are added. We see that, holding the number of counterexamples fixed, the more distractors there are, the higher the *true-only* error tends to be. We see also that, in an idealized setting in which it is possible to generate “pure” *true-only* counterexamples, this trend does not hold, and there is no difference between the single distractor and the multiple distractor settings. Note that as the number of distractors increases, the likelihood of generating a “pure” *true-only* example is diminished, which might drive these results. In terms of *distractor-only* error, we see only small increases in error as the number of distractors increases.

Taken together, our interpretation of these results is that access to both *distractor-only* counterexamples and to imperfect *true-only counterexamples* is sufficient for the model to unlearn bad heuristics—that is, the model does learn that none of the $d_i$ alone causes a positive label, and thus is able to achieve effectively zero *distractor-only* error. However, as evidenced by the substantially higher *true-only* error, the model does not appear to learn to use the true property, but rather appears to adopt new heuristics in place of the targeted heuristics. It’s worth acknowledging that the model appears to learn some information about the true property, as we do see that *true-only* error falls as we add counterexamples, just more slowly for larger values of $k$. This trend might be taken as evidence that the high *true-only* error is not due to a failure to detect the property (as was the case in Figure 5 when only *distractor-only* errors were added), but rather a failure to consistently associate the true property with the positive label.

### 4.4 Conclusion

We present an experimental framework for exploring the effects of adversarial data augmentation on feature learning. Our results suggest:

1. More data, for the most part, does not diminish the efficacy of counterexamples (Section 4.3.3.)

2. Data augmentation becomes less effective as the underlying “true” features become more difficult to extract (Section 4.3.1) and as the number of spurious correlations in the data increase (Section 4.3.4).

3. Adding counterexamples in order to encourage a model to “unlearn” bad heuristics is likely to have the immediately desired effect (the model will perform better on

---

6Given our sequence length of 5, we were unable to generate results for larger values of $k$ without interfering with our ability to include the true property.
examples similar to the counterexamples), but the model won’t necessarily “unlearn” the heuristic in the presence of multiple distractors (Section 4.3.2) or with limited ability to remove the true property from training examples (Section 4.3.4).

These indicate limitations with the approach of data augmentation, despite its usefulness in some settings.

5 What does ‘feature hardness’ mean?

This work is in collaboration with Charles Lovering and Ellie Pavlick.

5.1 Introduction

In Section 4, we showed that hardness in terms of a classification curve (we defined it explicitly as the AUC) was predictive of the number of counter-examples needed to induce learning. We’re interested here in other methods of characterizing the hardness of feature-learning. We’ll introduce MDL probing, which was introduced by Voita and Titov [2020], and then compare the results of MDL and other metrics in the context of the toy setting from Section 4.2.4.

5.2 MDL

Here we briefly present the work of Voita and Titov [2020]. The authors propose using the minimum description length (MDL) of the labels, given the representations, to evaluate the extent to which some feature \( x \) is captured by an intermediate representation \( y \).

They view “learning as compression” and note that a model’s cross-entropy loss gives “an optimal bound on the codelength if the data are independent and come from... \( p(y|x) \)”.

\[-n \sum_{i=1}^{n} \log_2 p(y_i|x_i)\]

Now, evaluating the MDL is the same as computing the loss. However, in addition to the cost of transmitting the labels, we also need to transmit the model.

The authors describe two procedures: the variational and online codes. We use the second because it’s easier to implement. The transmission takes place in blocks. Alice and Bob train a model after each block to be used to transmit the next. Because of the equivalence between learning and compression, computing the MDL here is the same as training the model on a block and then evaluating the loss on the next.

The data MDL (\( MDL_d \)) is the cost of transmitting the entire dataset, given the final model, and the model MDL (\( MDL_m \)) is the difference between the data MDL and the total MDL. The authors write that the first intuitively gives the “quality of the probe” while the second gives the “amount of effort” to learn this probe. We use the block lengths and equations described in the paper, and instead of intermediate representations, we let \( x \) be the data itself.
5.3 Results

<table>
<thead>
<tr>
<th>Property nickname</th>
<th>AUC</th>
<th>LSTM $L_1$</th>
<th>$MDL_m$</th>
<th>$MDL_d$</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>contains 1</td>
<td>0.496</td>
<td>18,952</td>
<td>0.28K</td>
<td>0.045</td>
<td>2 4 11 1 4</td>
</tr>
<tr>
<td>prefix duplicate</td>
<td>0.517</td>
<td>117,396</td>
<td>58K</td>
<td>139</td>
<td>2 2 11 12 4</td>
</tr>
<tr>
<td>first-last duplicate</td>
<td>0.546</td>
<td>115,305</td>
<td>40K</td>
<td>126</td>
<td>2 4 11 12 2</td>
</tr>
<tr>
<td>adjacent duplicate</td>
<td>1.429</td>
<td>139,799</td>
<td>116K</td>
<td>450</td>
<td>11 12 2 2 4</td>
</tr>
<tr>
<td>contains first</td>
<td>1.542</td>
<td>138,125</td>
<td>126K</td>
<td>910</td>
<td>2 11 2 12 4</td>
</tr>
</tbody>
</table>

Table 4: Properties used to instantiate the true property in our experimental setup. Various hardness metrics that are predictive of one another. $MDL_m$ is the model MDL, and $MDL_d$ is the data MDL.

We find that the following definitions of property hardness are predictive of one another in our toy setting. However, while each gives a similar ranking of the features, there are subtle differences. The AUC, the LSTM norm, and the model MDL ($MDL_m$) separate the features into three levels of difficulty (the first, the next two, and the last two), while the data MDL ($MDL_d$) and the number of required counterexamples (Figure 4) indicate a separation between the final two properties. The number of required counterexamples, in particular, doesn’t separate the features into clear tiers. Finally, both MDL metrics and the number of counterexamples also indicate an order of magnitude difference between the hardness of the first property (contains 1) and that of the others, which isn’t made clear by the other metrics.

The metrics, except the counterexamples, are computed with the classification set-up from Section 4.2.2, in which a model is tasked simply with classifying whether each property holds. We ran multiple, separate random restarts for each metric (the MDL metrics were necessarily computed together).

Area under curve (AUC). How long does it take a classifier to learn a property? We measure this by the area under the learning curve from the classification experiments (the second column of Table 3). This was the metric of hardness in Section 4.

$L_1$ norm of LSTM. How complex is the classifier that learns the property? Models with low total weights ($L_1$ or $L_2$ norms) have been viewed as simpler (see literature on regularization including Krogh and Hertz [1992]). Here, we compute the $L_1$ norm (sum of weights) of the LSTM component of the trained model for the classification experiments. However, the effectiveness of these weights in predicting the other metrics of hardness could be a direct result of the fact that they’re highly correlated with the number of epochs until the model converges, which is closely related to the AUC the model MDL. We present an experiment that shows this correlation in Appendix F. We also note that the norms of the embedding layer or the decoder are not as predictive of the other measures of hardness.

MDL (model and data). What’s the cost of transmitting the labels, given the data? We compute the model and data MDL using the online code from Voita and Titov [2020] that’s
described in Section 5.2. We find in our experiments that the model MDL is very predictive of the AUC (and the $L_1$ norm of the LSTM). Both measure the model's performance on limited data, and the authors themselves note a connection between AUC and the model MDL from the online code. The data MDL, which doesn’t correspond as well to the same metrics, has a slightly different interpretation. It measures the extent to which the learned model is able to compress the data, or the “quality” of the model trained on the entire dataset.

**Counterexamples to induce training.** How many counterexamples do we need to add in order to induce the model to learn the property, as opposed to some other fixed distracting property? This is simulated by the experiments in Section 4.3.1 (Figure 4).

### 6 Conclusion

We make the following contributions:

1. We construct a natural language setting which provides some evidence that neural models ‘prefer’ easier features without incentive to learn harder features (Section 3).

2. We introduce a toy framework to explore the conditions when data augmentation is effective (Section 4).

3. We show that in this toy setting, the number of requisite counterexamples is dependent on the hardness of the desired feature and, for the most part, is independent of the total number of examples. We also show that data augmentation in various settings doesn’t cause the model to unlearn the undesirable feature (Section 4).

4. We show an equivalence in the toy setting between several definitions of feature hardness (Section 5).

Taken as a whole (in a different order), we discuss feature hardness, show this affects the learning of state-of-the-art NLP models, and then illustrate limitations of data augmentation, which is one method to prevent models from learning undesirable features.

### 6.1 Future work

We’re excited by many directions for follow-up work. For the results in Section 3, we’re working on using MDL to track hardness, as opposed to AUC, and we’re developing more natural-sounding templates. We’d also like to construct more templates for each phenomenon, to incentivize the model to learn the desired features, as opposed to heuristics. And we’re working on extending these experiments to other phenomena and to settings with varying incentives for the model.

With respect to the Section 4 experiments, we’re interested in exploring the training in terms of the features the models learn over time. We’re also formulating the experiments in the context of Bayesian models to simplify the multiple distractors setting and maybe to formalize some of our findings about the effectiveness of counterexamples. A theoretical (or
empirical) study of the efficacy of counterexamples on simpler models (e.g. linear models) would also be useful in gaining more intuition for the results in this section.

For the Section 5 experiments, we’re interested in other models of feature hardness that make use of the data itself; these could be along the lines of that proposed by Arora et al. [2019] to bound generalization. We’d also like to implement the model compression discussed by Voita and Titov [2020] and introduced by Louizos et al. [2017] for a more sophisticated representation of network complexity. We might also consider the size of the smallest model needed to learn some feature to be a proxy for the feature’s hardness.

More broadly, the setup here could be used to compare existing models or to build better models. We could track how models respond to few counterexamples or counterexamples of only one type.
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A Effect of hyperparameter settings

We vary several model and task settings for the Section 4 experiments, and we find that the models exhibit similar behavior as in the default case. The default settings are summarized in Table 5. We run all experiments over five random seeds, arbitrarily set to 42, 43, 44, 45, 46. In all plots the error band is the 95% confidence interval with 1,000 bootstrap iterations. We do not average over all the random seeds for experiments with dataset size because of the higher computational cost.

We find that batch size (16, 32, 64) and dropout (0.0, 0.01, 0.1, 0.5) within the MLP do not affect model performance. We also find that embedding and hidden sizes (50, 125, 250, 500) do not significantly impact results, except that performance is worse for 500. This is likely because more training data is needed for these higher capacity models. We don’t include figures for these experiments for the sake of conciseness. We present results below in Section A.1 for different vocabulary sizes, and we find that the results don’t change significantly, though the model is unable to learn the true property for the smallest vocabulary size.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model settings</td>
<td></td>
</tr>
<tr>
<td>optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>early stopping patience</td>
<td>5</td>
</tr>
<tr>
<td>batch size</td>
<td>64</td>
</tr>
<tr>
<td>number of LSTM layers</td>
<td>1</td>
</tr>
<tr>
<td>hidden dimensionality</td>
<td>250</td>
</tr>
<tr>
<td>embedding dimensionality</td>
<td>250</td>
</tr>
<tr>
<td>initial learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>dropout</td>
<td>0</td>
</tr>
<tr>
<td>Task settings</td>
<td></td>
</tr>
<tr>
<td>vocabulary size</td>
<td>50K</td>
</tr>
<tr>
<td>training size</td>
<td>10K</td>
</tr>
<tr>
<td>sequence length</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 5: Hyperparameter settings (Section 4). We set hyperparameters as default values for our experiments above. Separately, we investigate various values for batch size, dropout, and embedding and vocab sizes and we find that they do not significantly affect the results, with the exception of models with high embedding and hidden sizes. We find the same for vocabulary size (discussed below in A.1).
A.1 Vocabulary size

We re-run the main experiment from Section 4 – in which we vary the number of adversarial counterexamples – at different vocabulary sizes. The results are shown in Figure 10. We observe similar results when the vocabulary size is 5K as for the default of 50K. The models learn the true properties to some extent as we increase the number of counterexamples, and more counterexamples are needed for the model to generalize well when the true property is harder. However, we note that first-last duplicate is harder than the other true properties at this vocabulary size. We aren’t sure why this is the case because we see relative hardness similar to the default case in classification experiments with vocabulary size of 5K (the model is trained on identifying whether the true property holds as in Figure 3). We also note that in the same classification experiments with a vocabulary size of 0.5K, the model was not able to learn any of these true properties, which explains why the model didn’t learn the true properties at any number of counterexamples.

B Complicating the true property

In a real-world setting, there often isn’t an underlying true property that exactly predicts the label. We consider two variants of the experimental set-up that weaken this assumption for the Section 4 experiments. Specifically, we introduce label noise, and the case when the true property is a union of multiple other properties.

B.1 Random label noise

For some noise level $\epsilon$, we independently flip each label (0 becomes 1, and 1 becomes 0) with probability $\epsilon$ for the Section 4 experiments. The results are in Figure 11. The trends are fairly resistant to noise. The model continues to switch to learning the true property (though it takes slightly more adversarial counterexamples with more noise), and we continue to observe the relationship between the properties’ hardness and prediction error as a function of the number of adversarial counterexamples.

B.2 Multiple true properties

We relax the assumption for the Section 4 experiments that there’s a single property that exactly predicts the label, and we instead consider $k$ true properties $t_1, \ldots t_k$ that occur one-at-a-time with equal probability in examples for which the true property holds (i.e. examples for which both the true and distractor properties hold and true-only adversarial counterexamples). Intuitively, the true property becomes $t_1 \lor t_2 \lor \ldots t_n$. Figure 12 shows the results. We find that the model, in most cases, switches from relying on the distractor property to learning to use the collection of true properties. We observe that collections of harder properties take more adversarial counterexamples to achieve low error than collections of easy properties, which is consistent with our previous results. Interestingly, in two of the three cases, we find that a collection of properties might take more adversarial counterexamples to achieve low error than any one of the properties in the collection. However, in the third case
(the rightmost plot in Figure 12), the error of contains first exceeds that of the combined true property.

C Other error metrics

We include additional figures for our main results from Section 4 – hardness (Figure 13), true-only and distractor-only counterexamples (Figure 14), training size (Figure 16), multiple distractors graph (Figure 17), multiple distractors heatmap (Figure 6) – that present the error for the other two regions of the test data (where both or neither of the properties hold). With a single exception, we observe that adding counterexamples doesn’t lead the model to generalize worse on data that isn’t adversarial, which means that data augmentation helps with overall test error, in addition to test error on adversarial examples. This is expected; if the model switches from using the distractor property to using the true property, its performance shouldn’t change on examples where both or neither property holds. However, we note that error on these examples increases (and then decreases) for first-last duplicate and contains first at a training size of 10M (Figure 16).

D Controls for training size

D.1 Adding non-adversarial examples

When adding adversarial counterexamples in Section 4, the total number of training examples also increases. We control for this change by showing here that additional “default” (or non-adversarial) training examples do not help the model on either distractor-only or true-only error. Figure 18 shows that the addition of these examples does not impact the results. Therefore, it matters that added examples are counterexamples; the model doesn’t improve simply because there’s more data.

D.2 Fixed training size

We’ve shown above that more training data without counterexamples is not sufficient to induce the model to use the true property in classification; see Figure 19. However, one might argue that in the presence of some counterexamples, more training data is helpful, whether or not it’s adversarial. This would make it hard to disentangle the role of more training data with that of an increased number of counterexamples. Here, we fix training size as we add counterexamples (meaning there are fewer non-adversarial examples) and we observe similar results as in our main experiments above (Figure 4). Naturally, this is not the case for extreme numbers of counterexamples: if we remove all non-adversarial examples, the model is negatively impacted. But these results – taken together with those above – indicate that the benefits of adding counterexamples in general (§4.3.1) and increasing the number of counterexamples (these results) should not be attributed to the larger training size.
E  Hyperparameters for Section 3

See jiant [Wang et al., 2019] for further details about implementation. Most hyperparameters are in Table 6.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>optimizer</td>
<td>BERT Adam</td>
</tr>
<tr>
<td>patience for LR scheduler</td>
<td>5</td>
</tr>
<tr>
<td>patience for early-stopping</td>
<td>20</td>
</tr>
<tr>
<td>batch size</td>
<td>16</td>
</tr>
<tr>
<td>initial learning rate</td>
<td>0.00001</td>
</tr>
<tr>
<td>min. learning rate</td>
<td>0.0000001</td>
</tr>
<tr>
<td>dropout</td>
<td>0.1</td>
</tr>
<tr>
<td>classifier</td>
<td>logistic regression</td>
</tr>
<tr>
<td>frozen?</td>
<td>No</td>
</tr>
<tr>
<td>BERT model</td>
<td>base-cased</td>
</tr>
</tbody>
</table>

Table 6: Hyperparameter settings (Section 3).

F  Train time vs. LSTM norm

We present an incidental result in Figure 20 for Section 5, in which we see a correlation between the number of epochs a model trains for, and the $L_1$ norm of the LSTM (sum of weights). This is from the experiment from Section 4 that produced Figure 6 (variable numbers of both types of counterexample).
Figure 9: Error rate vs. number of counterexamples added for models trained in settings with different numbers of distractors, assuming that true-only counterexamples can guarantee the removal of at most one distractor at a time. Initial training size is 200K. Gold line shows performance in an idealized setting in which there are 3 distractors but true-only counterexamples are “pure”, i.e. free from all distractors. When more distractors are present, we see higher true-only error, suggesting that, when models unlearn the targeted heuristics, they often switch to using new heuristics rather than using the true property.
Figure 10: Vocabulary size (Section 4). The model isn’t able to learn the true properties at a vocabulary size of 0.5K, but we observe similar behavior at 5K and 50K.
Figure 11: Noise (Section 4). We observe that adding noise does not affect the results, though more noise seems to make the model less prone to learning the true property.
Figure 12: Multiple true properties (Section 4). We find similar trends as for a single true property. Collections of harder properties require more counterexamples to achieve low generalization error than collections of easier properties. We also find that collections of properties might take more counterexamples to achieve low generalization than any individual property in the collection.

Figure 13: Hardness (Section 4). Other error cases (neither left and both right) for Figure 4.
Figure 14: Counterexamples of each type (Section 4). Other error cases (neither left and both right) for Figure 5.
Figure 15: Counterexamples of each type (Section 4). Other error cases (*neither* left and *both* right) for Figure 6.
Figure 16: Varied training size (Section 4). Other error cases (neither left and both right) for Figure 8.
Figure 17: Multiple distractors (Section 4). Other error cases (neither left and both right) for Figure 9.
Figure 18: When adding adversarial counterexamples, the total number of training examples also increases (Section 4). We control for this change by showing here that additional “default” training examples do not help the model on either distractor-only or true-only error. This is unsurprising given our previously shown results.

Figure 19: Static training size; counterexamples replace training examples (Section 4).
Figure 20: We see a correlation between the number of epochs a model trains for, and the $L_1$ norm of the LSTM (sum of weights) (Section 5).