Model-based, data-driven prediction is emerging as an essential ingredient for both user-facing applications, such as predictive analytics, and system-facing applications such as autonomic computing. This thesis studies the two complementary research questions of how to effectively support and leverage predictive models for database applications.

We explore the performance and usability advantages of integrated predictive functionality within database systems and argue that next generation database systems should natively support and manage predictive models, tightly integrating them in the process of data management and query processing. This is in contrast to the current practice of implementing such functionality within the application space. We study how various types of predictive models can be efficiently supported by utilizing and extending database system mechanisms. Specifically, we discuss (i) white-box support, in which the knowledge of model semantics facilitates a tight integration, thus introducing rich optimization opportunities and (ii) black-box support, in which no such knowledge is assumed, thus leading to a general but less optimizable system.

We derive our results from two detailed case studies. In the first one, we describe white-box model support of Bayesian Networks to enable continuous predictive queries over streaming data. In the second, we describe black-box model support and its application on query performance prediction in database systems. We describe efficient implementations of both applications in open-source database systems. Our experimental studies provide quantitative evidence that predictive functionality can be achieved within databases with a level of performance and accuracy that is competitive with or favorable to that of specialized, custom solutions.
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Chapter 1

Introduction

Traditionally data management systems enabled users to efficiently query the past state of the world as is represented by the database. Many modern applications now rely on database systems that deliver up-to-date results with very low latency, hence enabling the user to query the present state of the world. Stream processing systems are designed to minimize this latency and produce near real-time answers [19, 1, 76]. Thus, we see a trend towards shrinking the "reality gap" to zero. But for some applications, even this is not good enough; there is often a desire to get out in front of the present by querying the predicted (i.e., forecasted) future state(s) of the database. Security applications are a good example for this, since they are typically interested in preventing a breach rather than simply reporting that one has happened. In a similar manner, some applications may leverage predictions for missing or unknown database values. Such predictive applications are increasingly deployed in order to identify and exploit opportunities, or avert calamities in a variety of IT or business monitoring, planning and decision-support scenarios.

Prediction is not new. Predictive modeling has been used with varying degrees of success for many years [44, 68]. Today, predictive modeling is a large sub-area of science that brings together many statistical techniques and algorithms from data mining, modeling and statistics to analyze and extract information from current and historical data. With the advances in computing power and storage capabilities, models grow more sophisticated
and data collection becomes more extensive and accurate, and as a result the quality of
the predicted results are continuously improving. Modern weather forecasting is a good
example of this. Twenty years ago, it would not have been possible to predict weather
seven days ahead, nor would it have been possible to predict thunderstorms to the street
level.

As a case in point, consider network intrusion detection. We can observe various char-
acteristics of a network connection (such as the protocol used, duration, number of bytes
sent, etc.) in real time and predict, based on historical traffic patterns accumulated a priori,
whether the connection is likely to be an attack, either because it exhibits a similar pattern
as a previous attack or it deviates from a typical connection pattern. In either case, we
would like to flag suspicious connections as early as possible to trigger quick preventative
action to avoid or mitigate potential damages (e.g., close the port and sandbox the corre-
sponding server thread). As another example, consider the load management algorithms
(e.g., job admission control and balancing) used in a data center for tasks such as achieving
optimal resource utilization, minimizing response times and maximizing throughput. Stan-
dard algorithms typically ”detect and react” to overload and imbalances, whereas predictive
algorithms would facilitate a ”predict and prevent” solution that reacts before the problem
arises.

At present, predictive applications are not well supported by database systems, despite
their growing prevalence and importance. Currently, most predictive applications follow an
off-database approach in which the prediction functionality is provided outside the database
system by specialized prediction software [38], which uses the database system primarily
as a backend data server. Thus, the DBMS acts simply as a backend data source to feed
the predictive application. Some database systems provide basic extensions [80, 54, 73],
that facilitate the execution of predictive models on database tables (in a manner similar
to stored procedures). As some others have also noticed (e.g., [34, 35]), we will argue that
this loose coupling misses significant opportunities.

In this thesis, we demonstrate that there are many advantages to integrating predictive
mechanisms into the data management engine. As such, the broad goal of our work is to push this key predictive capability to the database layer in an attempt to leverage existing data modeling, query execution and optimization frameworks while providing generic, highly-efficient predictive functionality. Most of this functionality, which are available in database systems (already well debugged/optimized), needs to be duplicated to perform similar optimizations when prediction is done outside the database engine.

This thesis argues that next generation database systems should natively support and manage predictive models, tightly integrating them in the process of data management and query processing. We make the case that such a Predictive Database Management System (PDBMS) is the natural progression beyond the current afterthought or specialized approaches. In this study, we demonstrate techniques and a system architecture, as part of a PDBMS project called Longview [84], that allows us to efficiently support predictive functionality within database systems. We present the performance and usability advantages that PDBMSs offer over the traditional off-database prediction approach. We believe that the tight integration of model and data management, as demonstrated in Longview, will significantly broaden the applicability and appeal of database systems for new classes of data-intensive applications that leverage statistical models. We will see later that this dichotomy between data and model will show up as major components in our system design and architecture.

By providing predictive capability through declarative queries in the context of a database system, the programmers no longer need to concern themselves with the implementation and management of the prediction models or the low-level details of predictive tasks like model selection and training. The database system performs these tasks behind the scenes. Much as SQL has made programmers more productive in the context of data processing, we believe that our approach will have a similar effect for predictive programming tasks.

Also, integrating prediction with other more standard database operations allows the system to construct specialized structures (e.g., materialized models, data structures to organize those models) and the optimizer to build plans that make use of those structures.
Further, it allows for an execution model in which predictions are generated only as needed.

1.1 Contributions

In this thesis, we describe our work on supporting and leveraging prediction models for database applications within the context of a predictive database system being developed as part of the Longview project [84]. In particular, we describe how to provide predictive functionality in a database through prediction models, and discuss techniques to execute and optimize “prediction queries” on top of the prediction models by utilizing and extending the existing functionalities of a database system.

Prediction queries refer to the class of queries which use the existing data in a database system to build prediction models and estimate unknown data values. Prediction queries have a broad range of uses. They can support predictive analytics to answer complex questions involving missing or future values, correlations, and trends, which can be used to identify opportunities or threats (e.g., forecasting stock-price trends, identifying promising sponsor candidates, predicting future sales, monitoring intrusions and performance anomalies).

We consider both one-shot and continuous prediction queries as part of this study. One-shot prediction queries, simply referred to as prediction queries, are ad hoc prediction queries which are only executed once. On the other hand, continuous prediction queries are standing queries that are executed multiple times to produce continuous results with updated “evidence”. Evidence refers to the newly observed data values that affect the prediction results. In this study, techniques to efficiently support both types of prediction queries are discussed. For one-shot prediction queries, model building is usually the most time consuming operation and is therefore the main target of the proposed optimization techniques. For continuous prediction queries, incremental query optimization techniques and methods similar to multi-query optimization techniques are employed.

Furthermore, we investigate the use of prediction in the context of both continuous
stream-processing engines and standard database systems. While each of these settings raises interesting questions in their own right, we see the end-game as a system that combines both computing paradigms in an integrated and seamless way. Briefly, even in a real-time context, history is needed to do prediction.

An important premise of this work is that prediction models should be treated as first-class objects; meaning that models need to be managed in much the same way as data. For example, model instances will be materialized and stored. The period with which this pre-computation happens would be controlled by the system.

In this thesis, we discuss two fundamental approaches for integrating prediction methods into databases. The first method is to directly use the available implementations of prediction methods as black-box components in the database systems. Using the black-box approach, the database can immediately provide the predictive applications with already tested and optimized prediction methods without the otherwise required programming effort. The second approach, called the white-box method, is to implement the prediction methods within the database engine by extending the existing functionality of the database system. The white-box approach could require much more effort together with the expertise and the ability to manipulate the code for the database engine. However, in this way the inference operations are tightly integrated with query execution and additional query optimization opportunities involving the prediction operations, unavailable in the black-box approach, are possible.

The vision of this study involves dual uses of predictive query capabilities. The first use is outward-facing. Prediction queries can be used to answer application-specific questions in a variety of domains to identify opportunities, challenges, and trends that could potentially alert the application or the user accordingly (before the fact). For example, predictive analytics is common in financial services to support trading decisions, and in enterprise inventory management to predict future sales trends. As discussed before, currently database systems provide very little support for such predictive applications. Modeling and prediction are performed outside the database, which serves primarily as a dumb data store.
This approach is not only hard to implement but is also inefficient; as such, the goal of our study is to push as much of this functionality to the database as possible. In this study, we demonstrate the applicability and efficiency of our in-database prediction techniques for outward-facing applications with two case studies: a network intrusion detection system and a software performance monitoring application.

The second use of prediction is inward-facing: our efforts aim at the use of prediction queries as an introspective tool to assist various components of existing systems and facilitate intelligent data/resource management decisions. Today, many systems either use very simple, mostly static predictive techniques or do not use any prediction at all. This is primarily due to the difficulty in acquiring the appropriate statistics and efficiently and confidently predicting over them.

To demonstrate how the predictive functionality provided by a predictive database system can be leveraged to build such introspective services in existing systems, we consider the problem of query performance prediction (QPP) in database systems. Accurate QPP is central to effective resource management, query optimization and user experience management in a database. However, it is also a challenging task as database systems are becoming increasingly complex, with several database and operating system components interacting in sophisticated and often unexpected ways. As such, analytical cost models, which are commonly used by optimizers to compare candidate query execution plan costs, are poor predictors of execution latency. As a more promising approach to QPP, we demonstrate and evaluate predictive modeling techniques that accurately learn query execution behavior from historical data sets.

\section*{1.2 Outline}

The rest of this thesis is structured as follows. We first provide background information in Chapter 2. Next, in Chapter 3 we describe prediction queries and introduce the white-box and black-box approaches to integrating prediction models into the database system.
In Chapter 4, we present our white-box model support techniques within the context of a streaming database system. Our discussion includes case studies to explain our optimization and execution methods for supporting predictive functionality. In Chapter 5, black-box model support techniques and the Longview system are described. Then, we demonstrate the usability and performance of the Longview system using a system-facing predictive application, Query Performance Prediction, as an in-depth case study in Chapter 6. Related work is discussed in Chapter 7. Finally, in Chapter 8, we present our final remarks and ideas for future work.
Chapter 2

Background

2.1 Model-based Prediction

We use the term model to refer to any predictive function such as Linear and Multiple Regression [68], Support Vector Machines [29], and Bayesian Networks [57]. The main property of a predictive function is learning: to generalize from the given examples in order to produce useful outputs for new inputs [74].

Prediction models serve a variety of purposes and have diverse characteristics. For instance, a prediction model is often designed only for a particular operation such as regression, clustering or classification. In addition, a model usually supports only a few restricted types of data (e.g., integers but not real numbers). Finally, with a few exceptions, different modeling and prediction tools correspond to different assumptions about the underlying stochastic process, and the prediction goals. The characteristics of the data being modeled is the most important feature in choosing the correct type of model. The assumptions made by the model should be in agreement with the data for accurate modeling and prediction. Hence, prediction models are often useful only for specific scenarios and a single type of model is not general enough for supporting a wide range of predictive applications.

In the machine learning approach, an input data set, called the training data, is initially used to tune the parameters of a prediction model. This process is called training (or
The goal of training is to determine the best model instance that explains the available data set(s) while generalizing to new inputs. For example, fitting a function to a time series may yield a specific polynomial instance that can be used to predict future values.

In general, model training involves selecting (i) a training data set and (ii) the training features (i.e., attributes or variables), a subset of all attributes in the data set, in addition to the learning operation. The training data contains both the prediction (i.e., target) attributes and the explanatory attributes which are the predictive features providing information on the target attributes. In practice, the original input data is usually preprocessed to transform the data into a new space of variables where solving the learning problem is expected to be easier. Normalizing the magnitude of numerical attributes, filling in missing data values, and removing outliers are examples of common preprocessing operations.

In some cases, a domain expert can manually specify the training features. In other cases, this step is trivial as the prediction attribute(s) directly determine the explanatory feature attribute(s) (e.g., in autoregressive models). Alternatively, training features can be learned automatically via feature selection; however, given a set of $n$ attributes, trying the power set is prohibitively expensive if $n$ is not small or training is expensive [68, 49] thereby requiring heuristic solutions. Most approaches rank the candidate attributes (often based on their correlation to the prediction attribute using metrics such as information gain or correlation coefficients [95]) and use this ranking to guide a heuristic search [44, 98] to identify the most predictive attributes tested over a disjoint test data set. The training data set can be sampled to speed up the process.

Once a prediction model is trained, it can then be used for predicting the unknown values of the target attributes given the values of explanatory attributes. The data set used in this prediction phase is usually called the test data, and only contains the data values for the explanatory attributes.
2.2 Error Analysis

Prediction accuracy is a function of the quality of the estimated models and the training data. The quality of the model (and the predictions) can be measured by distance and divergence metrics such as the variation distance or the mean square error between the predictions and the true values. With assumptions about the stochastic process, one may be able to bound these measures analytically, using large deviation theory, appropriate versions of the central limit theorem and martingale convergence bounds. Alternatively, one can use multiple tests on available data to compute the empirical values for these measures. However, using empirical values to estimate the model or prediction error adds another layer of error to the estimate, namely the gap between the empirical statistics and the true value it estimates. While the empirical statistic is an unbiased estimate, the variance of the estimate can be large; it depends on the size and variance of the test set.

In general, it is not possible to estimate a priori what model would be most predictive for a given data set without training and testing it using various model types and feature sets. The process of selecting a statistical model among a set of candidate models is called model selection and is one of the fundamental tasks in machine learning and data mining. The performance of a model on the training data is not a good indicator of its predictive capabilities due to the well-known problem of over-fitting. The characteristics of the over-fitting problem is that such statistical models generally describe noise or error in the training data set instead of the underlying relationships between variables and therefore do not generalize to new test inputs.

A common practice is to use an independent/separate test data set for evaluating the performance of a prediction model. Yet in cases where the data is scarce, we would like to use as much of the data as possible for learning. In such cases, we can use a form of hypothesis testing: k-Fold Cross Validation (K-CV). K-CV divides the observed data up into $k$ non-overlapping partitions. One of the partitions is used as validation data while the other $k-1$ partitions are used to train the model and to predict that data in the validation
interval. To estimate the error with K-CV, in each iteration we can compute, for instance, the root mean square error for the pairs \((a_i, e_i)\) where \(a_i\) is the actual value and \(e_i\) is the predicted value for each of the \(n/k\) points in the validation partition. Other methods such as regularization, pruning, prior-based techniques also exist to overcome the problem of over-fitting [57]. These techniques usually rely on explicit terms which penalize complex models (e.g., models with many parameters) or on the use of independent validation data sets.

2.3 Stream Processing

Stream processing has been developed over the last decade as a response to the need for low latency query processing over an ordered and potentially infinite collection of tuples (e.g., \([19, 1, 76, 20]\)). In stream processing, queries continue to execute as tuples arrive. The operators in a query mirror the standard relational operators with a few differences to account for the infinite nature of the input streams. The result of evaluating a query is typically one or more potentially infinite output streams. In order to achieve low latency, stream processing systems typically record their state in main memory. The most common form of transient state is the window which is a finite contiguous subset of the tuples in a stream \([10]\). Windows move along the stream in response to arriving tuples and a sophisticated set of rules for window definition.
Chapter 3

DBMS Support for Predictive Models

3.1 Prediction Queries

In this thesis, we describe our work on providing support for predictive applications in database systems through the use of declarative prediction queries built on top of database-integrated prediction models. Declarative queries provide an efficient and easy-to-use interface to predictive applications for using the database-supported predictive functionality. To this end, we also discuss SQL extensions to easily express predictive operations within SQL and demonstrate the usability and efficiency of the declarative prediction approach.

We define prediction queries as a new class of queries that performs inference based on the existing data in a database system to produce estimates of future or missing data values. The inference operation is performed as part of the query execution process using the prediction models supported by the database system. In this section, we describe the types of prediction queries considered in this thesis.

We consider both one-shot and continuous prediction queries:

One-shot prediction queries refer to the set of prediction queries which execute and produce results only once. They are typically ad-hoc, customized queries which may
perform any type of inference on any subset of the available data attributes.

**Continuous prediction queries (CPQs)** [7] are standing queries, which are repeatedly executed to produce continuous results. A CPQ may produce results whenever new data (i.e., new evidence) is observed or when its set of parameters (e.g., parameters for selection, predicates or prediction operations) are updated and new results are required. Alternatively, a CPQ might produce periodic results with given time intervals.

In general, a predictive application could opt to use one-shot prediction queries, CPQs or both depending on its requirements. However, CPQs are generally a better fit for streaming predictive applications whereas in traditional environments we expect the use of one-shot prediction queries to be more common.

There are also performance considerations when comparing the types of prediction queries. Observe that, according to our definition, CPQs can also be viewed as independently executed multiple one-shot queries. However, this proposed approach to CPQs is not favorable, as in this case, the database client is required to repeatedly submit one-shot prediction queries to the database.

On the client side, this might imply polling the database for updated evidence and new data (or using a database trigger as a notifier), modifying the one-shot query with the newly received data and resubmitting the modified query to the database. On the database side, the situation is even more problematic. The main issue is that the database is not aware of the continuous execution process for the prediction query. Therefore, each time the query is submitted, the database needs to re-parse, re-plan and re-execute the query from scratch. This process will also include re-building (i.e., re-training) the prediction models used by the query thereby causing significant overhead in each query submission.

Most importantly, the database system is prevented from applying additional query optimization techniques to optimize the continuous execution processes. For instance, materialization techniques could be used on prediction results across multiple executions of the
query to reduce the query execution times. In this thesis, we will describe such database-
style integrated query optimization techniques both for one-shot and continuous prediction
queries.

3.2 Integration of Prediction Models

We study the integration of prediction models as first-class entities in the database system.
In our approach, prediction models are managed in much the same way as data is managed
in the database system. As such, we consider model management as the key underlying
component of our approach. In this thesis work, we demonstrate that model management
can greatly benefit from analogues of many well-established data management techniques.

Below we highlight some of these optimization opportunities that we explore in thesis
for model management:

**Profiling and modeling:** Computation/storage costs and accuracy characteristics of pre-
diction models can be modeled, and fed to the query optimizer so that efficient execu-
tion plans and accurate model types can be chosen for performing a given predictive
task.

**Physical design and specialized data structures:** Data can be structured to facilitate
efficient model building and predictive query execution. Well-known data management
and access methodologies such as (multi-dimensional) indices and disk organizations
can be adapted and extended for this purpose.

**Pre-computation and materialization:** Model building is often prohibitively expensive
for ad hoc or interactive queries. In such cases, models can be pre-built and materi-
alized, similar to the way a DBMS pre-computes indices and materialized views, for
use by the optimizer and executor. Furthermore, this process can be automated in
many cases.

**Query optimization:** The optimizer can be altered to consider alternative ways of model
building, selection, and execution, as well as the inherent cost-accuracy tradeoffs when selecting an execution plan for a predictive query.

Prediction models can be supported by a database system at varying degrees of integration. As mentioned before, in this thesis we consider two alternative ways of model integration: black-box and white-box methods.

In the black-box method, existing implementations of prediction models are directly linked or embedded into the database as user defined functions (UDFs) or external libraries. On the other hand, in the white-box approach predictive methods are tightly integrated into the core of a database system, and usually supported as native database operations.

Depending on the integration method used for a prediction model, the kind and effectiveness of the data management style optimizations that we can utilize for improving its execution performance vary. In general, with the white-box approach we are able to adapt more of the existing functionality in a database system for efficient prediction due to the low-level integration into the database engine and the transparent functionality of the prediction operations. As such, optimization opportunities for black-box methods are limited. Hence, we mostly consider providing efficient higher-level predictive functionality and modeling capabilities within the context of the black-box approach. We demonstrate the usability and extensibility of our black-box techniques in Chapter 6 using a system-facing application, Query Performance Prediction, as our case study.
Chapter 4

The White-box Approach for Predictive Databases

4.1 White-box Support of Prediction Models

White-box model support refers to the approach of integrated implementation and support of predictive functionality within the database engine instead of the use of black-box implementations by the database system. In particular, the aim of white-box modeling is to implement the functionality of prediction models using the available query execution operators and other (possibly extended) components of a database system. Therefore, in this approach prediction models are natively supported by the database query processing mechanism rather than model-specific black-box implementations. The white-box approach also includes other available forms of database support to prediction models (e.g., state management for prediction models or implementation of the underlying mathematical entities) based on information about their inner workings.

As with the white-box approach the operations of prediction models are part of the database query processing mechanism, it follows that the query optimizer is able to optimize the execution of prediction models. Hence, we are able to benefit from the well-tested
and complex optimization rules and transformations of the query optimizer in running prediction queries. In addition, with the use of white-box prediction models, the database query optimizer could also be extended with new optimization rules and algorithms to obtain additional performance gains by aggressively optimizing the query plans for prediction model operations. Additional optimizations of the prediction operations are essential, especially for the support of near real-time predictive applications. Moreover, in complex queries having prediction queries as their sub-queries, the optimization and execution of the prediction models are intertwined with the rest of the query. This brings up new optimization opportunities to the query optimizer.

Observe that not all types of prediction models can be directly supported within the traditional relational-model of database systems. Certain models such as Bayesian Networks (BNs) [57, 82] and polynomial-based regression models can be naturally represented and used in the relational model [17, 4], while other model types require the use of custom implementations either through user defined functions or external hooks. The characteristics of the operations required by a prediction model determine if it can be directly supported within a database system. More specifically, the functionality of a prediction model is fully implementable as a regular database query if its operations are expressible in relational algebra terms. It is also possible to extend the relational algebra model supported by a database system to support more complex prediction models [96].

In Section 4.2, we provide background information on Bayesian Networks and describe how they can be supported by a database system based on the white-box approach. Previous work showed how BNs can be represented by a functional relational model and predictive queries be supported using extended relational operators [17, 96]. In Section 4.4, we build on these results and discuss how to execute and optimize continuous prediction queries (CPQs) on top of BN-based prediction models, specifically the discrete Bayesian Networks and their variant Dynamic Bayesian Networks (DBNs) [77], in a streaming database system. There is a large suite of predictive models, including regression models and classifiers. Yet, among these (D)BNs constitute an important class that is widely used in practice. Their
common use and that they can be naturally represented and used in the relational model make them a good candidate for native DB support.

BNs are not new; they have been extensively studied in a variety of domains including AI, machine learning and statistics [57, 82]. As such, our contribution is not to introduce a new BN technique but to demonstrate how existing BN approaches can be *natively* supported by a database system to perform highly-efficient CPQ over streaming data. We describe how to create a rich plan space for CPQs and perform cost-based optimization in this space. Our primary contribution is a cost-based prediction query optimization and execution framework that combines materialization, sharing and model-specific optimization techniques for CPQs using BN-based prediction models.

In Section 4.3, we describe two streaming database applications that we use to demonstrate our query execution and optimization methods for the BN-based prediction models. As mentioned, in the context of the white-box modeling approach, we focused our studies on the support of BN-based predictive functionality with continuous prediction queries in a streaming database environment. However, the representation and use of BN-based prediction models is studied within the context of a general relational model and is therefore applicable to both traditional and streaming scenarios. As such most of the algorithms and optimization methods presented in this chapter are also applicable (or easily adaptable) to the traditional disk-based scenarios with small changes to the optimization metrics (e.g., using disk I/O instead of computation cost). Discussion on the one-shot prediction queries, their execution and optimization, is provided in Chapter 5, the Black-box Approach for Predictive Databases.
4.2 Case Study: Database Representation and Support for Bayesian Networks

4.2.1 Background on Bayesian Networks

Bayesian Networks (BNs) [57, 82] are compact representations of joint distributions over sets of variables. The compactness is achieved by utilizing the conditional independences among the variables. A BN consists of a directed acyclic graph (DAG) that includes a node and a conditional probability distribution (CPD) for each variable. The CPD of a variable encodes its distribution given its parents in the graph. Thus, for a graph $G$ with $N$ nodes $x = \{x_1, x_2, \ldots, x_N\}$, the joint distribution is given by

$$p(x) = \prod_{i=1}^{N} p(x_i|\text{pa}(x_i))$$

where $\text{pa}(x_i)$ denotes the parents of $x_i$.

Previous work used functional relations to represent the conditional probabilities of a BN in a relational database [17, 97, 96]. A functional relation $R$ has the schema $\{A_1, A_2, \ldots, A_n, f\}$ where $f$ is called the measure attribute and the functional dependency $A_1, A_2, \ldots, A_n \rightarrow f$ holds. In this case, the measure attribute corresponds to the conditional probability for the configuration represented by a tuple. An example BN consisting of the binary attributes $X, Y, Z$ and $T$ is shown in Figure 4.1 together with the functional relations for each CPD.

Dynamic Bayesian Networks (DBNs) [77, 42] are a natural extension of the Bayesian Networks (BNs) for modeling dynamic systems, i.e., systems which are represented with variables that evolve with time. Some basic continuous prediction queries that the users would like to pose in such systems could include point-based and range-based temporal predictions:

**Query 1:** The expected CPU usage of process $p$ in the next minute (i.e., forecasting at a future time point)
Figure 4.1: An example Bayesian Network, defined over the binary attributes \(X, Y, Z\) and \(T\), representing the joint distribution \(P(X, Y, Z, T) = P(X) P(Y|X) P(Z|X) P(T|Y, Z)\).

**Query 2:** The expected CPU usage of process \(p\) for the next 10 minutes (i.e., forecasting at a future time interval).

To answer Query 1, a BN can be constructed such that the value of the attribute CPU at different time steps is represented using different variables. In this case, the BN does not consider the temporal causality between the variables and does not utilize the fact that it is a single variable observed at different time steps.

A similar approach can be taken to answer Query 2. However, in this case we will need to introduce 10 variables, as we require a separate CPU variable for each time step. This approach is not practical since both representing the BN and executing inference will quickly become infeasible with the growing number of variables. Moreover, if we would like to predict a different range of CPU values, say the next 15 minutes instead of 10 minutes, we would have to extend the BN structure with additional nodes.

DBNs represent a similar modeling approach except that there are certain restrictions which help reduce the size and complexity of the network structure and thereby make inference more efficient. The restrictions involved in a DBN can be briefly stated as follows:

1. *Forward linking:* No backward links in time.
2. **Temporal consistency:** If there is a link from \( x[i] \), the node representing variable \( x \) at time point \( i \), to \( x[j] \), then there is a link from \( x[i+k] \) to \( x[j+k] \) for all \( k \).

3. **Identical distributions:** Conditional probability distributions for the same attribute at different time steps are the same.

The DBN shown in Figure 4.2 can be used to answer both queries 1 and 2 (inference with BNs and DBNs is discussed later in this section). This is a simple DBN in which the current CPU value depends only on the previous value. The actual representation of the DBN inside the database consists of two time slices as shown in the figure.

![Figure 4.2: An example DBN consisting of two time slices in which the current CPU value depends only on the previous value.](image)

### 4.2.2 Inference with Bayesian Networks

The inference problem in BNs is the problem of computing the posterior distribution of a set of target variables given the values of a set of observed/evidence variables. There are a variety of exact and inexact (or approximate) inference algorithms for BNs [57]. The exact algorithms compute the precise values for posterior distributions (i.e., marginals) and include variable elimination, clique tree propagation, cutset conditioning and other BN inference methods [57, 15, 67]. Examples of inexact BN inference algorithms are belief propagation, variational methods and MCMC algorithms [15, 59]. Almost all inference algorithms try to exploit the BN structure, which encodes the conditional independences, to efficiently compute the posterior distributions. In our work, we use the most common exact inference algorithm: variable elimination (VE) [100, 99].
The VE algorithm, like many other probabilistic inference algorithms, is based on a set of operations for manipulating probability distributions. These basic operations on probability distributions have been incorporated into relational systems by means of extended relational algebras [96, 17]. These extensions generally contain two main additional operations: marginalization and product-join, which we describe below using the BN shown in Figure 4.1.

- **The product-join operation** ($\bowtie$) is defined on two functional relations $s$ and $r$ as follows:

\[
s \bowtie r = \pi_{s.a \cup r.a, s.f \cdot r.f} \left( s \bowtie r \cap r.a \right)
\]

where $s.a$ and $r.a$ represent the non-measure attributes of relations $s$ and $r$. For instance, in Figure 4.3 we apply the product-join operation on the variables $X$, $Y$ and $Z$ of the BN given in Figure 4.1 to get the joint distribution $P(X, Y, Z)$.

- **The marginalization operation** is defined over a joint distribution and is used to compute marginal distributions by eliminating variables. For instance, let $r$ represent the distribution encoded by the BN in Figure 4.1 over all variables $X$, $Y$, $Z$ and $T$, i.e.,

\[
r = PX \bowtie PY \bowtie PZ \bowtie PT
\]
where we refer to the relations of the variables $X$, $Y$, $Z$ and $T$ with $PX$, $PY$, $PZ$ and $PT$ respectively.

Then, to compute the marginal distribution over a subset $A$ of all the variables in the joint distribution, we eliminate all variables not in $A$ by applying:

$$\pi_{A,\text{sum}(r.f)}(\text{GroupBy}_A(r))$$

Observe that, the defined product-join operation is both associative and commutative.

In Figure 4.4, we calculate the marginal distribution $P(Y, Z)$ by eliminating the variable $X$ from the joint distribution $P(X, Y, Z)$ (computed in Figure 4.3). Observe that in this case, we did not need to construct the full joint distribution $r$ as the variable $T$ does not contribute to the probability of $Y$ and $Z$. Identifying such redundant variables has been discussed in literature before [57] and helps reduce the required computation.

![Figure 4.4: Calculating $P(Y, Z)$ using marginalization on $P(X, Y, Z)$.](image)

Now, we can express the variable elimination algorithm simply as a series of product-join and marginalization operations on the base relations. The problem of efficiently ordering these operators was recently addressed and the algorithm was integrated into the query optimizer in the database core [17].

While inference in BNs can be implemented based on the mentioned variable elimination algorithm, in the case of DBNs we may have to *unroll* the DBN before we apply the variable elimination algorithm. Consider query 2 described using the DBN given in Figure 4.2. To
predict the next 10 CPU values, we would have to unroll the network by adding new time
slices consisting of the nodes $cpu[t+2], \ldots, cpu[t+10]$. Inference can then be executed
similar to the BN case.

4.3 Running Examples

We describe our white-box modeling support techniques for continuous prediction queries
and the corresponding optimization methods via two representative use cases: (i) a network
intrusion detection system (NIDS) adapted from [53] and (ii) a dynamic software perform-
ance monitoring (DyMon) application [88, 89]. NIDS is primarily used to illustrate the
BN-based prediction techniques, whereas DyMon is used to discuss the temporal CPQs
supported by DBNs.

4.3.1 The NIDS Application

We base our network intrusion detection application on the 1999 KDD Intrusion Detection
Contest [53]. In the NIDS application, the task is to detect intrusions in a computer
network by monitoring the network connections. In particular, in the Intrusion Detection
Contest each network connection is described with a set of 42 variables e.g., 'protocol type',
'duration' and 'number of failed logins'. Given these 42 variables for each connection, we
would like to predict their types, represented with the additional variable 'access_type' being
one of 'normal' or 'attack'. The KDD99 contest also involves identifying the attack type
for bad connections, which we do not consider in this study.

We use the BN given in Figure 4.5 for predicting the access type of each connection. The
given Bayesian Network provides highly accurate prediction results despite using only 6 of
the given 42 variables. It is essential to produce such simple networks with high accuracy
properties for efficient inference. We used a similar method to that described in [35] for
forming the network structure. First, we ranked the given 42 variables according to their
correlation with the access_type attribute based on the Linear Correlation Coefficient
Figure 4.5: **Network Intrusion Detection System BN.** Variable $A$ is the access.type and others are the observable variables. The BN corresponds to the factorization: 

$$P(A, B, C, D, E, F, G) = P(B)P(C|B)P(A|B, C)P(G|A, B)P(D|A)P(E|A)P(F|A, B, G).$$

metric [95]. Then, starting with a minimal subset of the 42 variables, we iteratively increased the size of the subset, using a best-first search technique, until we could create a network with high accuracy for identifying the connection type.

The generic prediction query we would like to run on this network is $P(\text{access.type} | \text{evidence})$, where evidence is used to represent the values of the observed variables. This is a continuous prediction query in the sense that every time a new connection information is received, it produces a prediction.

### 4.3.2 The DyMon Application

The second application we use for demonstrating our white-box execution and optimization methods for prediction models is a software performance monitoring system. The Dynamic Software Performance Monitoring (DyMon) [88, 89] application attaches profiling agents to local and remote Java processes and monitors runtime performance metrics such as number of threads, number of I/O calls, and CPU/memory usage.

In this study, we monitor the performance of a Java-based web server, named Jetty [58], under a load of web requests replayed from the 1998 FIFA web logs [37]. The high-level setup of our software performance monitoring application is shown in Figure 4.6. The system is also augmented with additional monitoring software to continually acquire additional
performance metrics not monitored by the DyMon agents (e.g., the number of received HTTP requests and the average time of processing a request). We will discuss both point- and range-based prediction queries using the DyMon application. We will use the DBN shown in Figure 4.8 for illustrating our query optimization techniques.

Figure 4.6: The setup for the DyMon application. The web server is under a load of web requests replayed from the FIFA 1998 web logs. The Continuous Prediction Query Processing system receives its information both from DyMon and a custom monitoring software.

4.3.3 Common Application Setup

The execution setup for both of the applications is a single-node streaming database system where the prediction models and the data are managed, the streaming data is received and the prediction is performed. Both applications require continuous prediction results with each received streaming tuple. The received tuples are formed by concatenating the values of the observed attributes and feed the prediction models with data to produce predictions on the target attributes. We assume that we are provided with training data beforehand using which prediction models are to be built. The training data includes values for the prediction attributes together with the observed attributes (i.e., supervised learning).
4.4 White-box Support for CPQs using Bayesian Networks

4.4.1 CPQ Execution

A. Query Execution with Bayesian Networks

We describe our continuous prediction query execution techniques for BN-based prediction models using the network intrusion detection example given in Section 4.3. In the NIDS connection type prediction query, we would like to compute the probability \( P(\text{access type}|\text{evidence}) \) for each network connection. The \text{access type} variable represents the type of a network connection with the values 'attack' and 'normal'. Using the Bayesian rule, we have:

\[
P(\text{access type}|\text{evidence}) = \frac{P(\text{access type, evidence})}{P(\text{evidence})}
\]

which is proportional to \( P(\text{access type, evidence}) \) as \( P(\text{evidence}) \) is constant. Hence, we only need to compute \( P(\text{access type, evidence}) \) and normalize it to produce the query result.

Substituting in the variable names used in the NIDS Bayesian Network given in Figure 4.5 and using lowercase letters for observed variables, our task is to compute \( P(A, b, c, d, e, f, g) \).

We use the example query evaluation tree given in Figure 4.7. The query tree contains product-join (\( \times \)) and selection (\( \sigma \)) operations which were described in Section 4.2 as part of the BN-based inference with databases discussion.

![Example Query Execution Tree](image)

Figure 4.7: An example query execution tree for \( P(A, b, c, d, e, f, g) \).

Selection constraints are used for propagating the evidence (i.e., observed values) in the query tree. They are pushed down to the probability distributions. In continuous query execution, every time a new tuple is received, the \( \sigma \)-constraints are going to be modified with the new observed values. This approach is similar to parameterized query execution.
techniques with prepared statements [78].

**Materialization Options:** Consider the continuous evaluation of the product-join operation between $\sigma_b(P(B))$, denoted with $P(b)$ and $\sigma_{b,c}(P(C|B))$, denoted with $P(c|b)$, as new $b$ and $c$ values are received. We have the following execution options:

- **recompute**: compute $P(b) \bowtie P(c|b)$ every time $b$ and $c$ values are received.

- **materialize** $P(B) \bowtie P(C|B)$: precompute $P(B) \bowtie P(C|B)$ and store it in memory as $P(B,C)$. Then, to compute $P(b) \bowtie P(c|b)$ we need to execute a selection constraint, $\sigma_{b,c}$, on $P(B,C)$. Observe that, we no longer need $P(B)$ or $P(C|B)$. Hence, in some cases materialization may help us reduce both memory usage and computation at the same time.

- **partially materialize** $P(B) \bowtie P(C|B)$: precompute $P(B) \bowtie P(C|B)$ and store an $\alpha$-factor of it in memory as $P_\alpha(B,C)$. Here, $\alpha$ is a probability value and $P_\alpha(B,C)$ is the subset of $P(B,C)$ consisting of a minimal number of highest probability tuples whose cumulative probability is greater than or equal to $\alpha$. In this case, to compute $P(b) \bowtie P(c|b)$, we will first check $P_\alpha(B,C)$, and we will only do the product-join if the answer is not found. Observe that the answer will be found in $P_\alpha(B,C)$ with probability $\alpha$.

Hence, in constructing query plans for each product-join operator, we have alternatives we can use to trade-off computation and memory requirements. Note that when $\alpha$ is 0, partial materialization is equivalent to recomputation, and when $\alpha$ is 1, it is equivalent to full materialization. Therefore, different $\alpha$ values enable us explore the space between these two extreme options.

The base conditional probability distributions, materialized and partially materialized distributions are all either stored in sorted order of the observed variables or there is an index defined on the observed variables of the distribution. Hence, selection on the distributions can be implemented as a fast-lookup operation in memory. For instance, $P(D|A)$
could be sorted on $D$ and $\sigma_d$ can then be implemented as an in-memory binary search operation.

**CPQ Execution Flow:** Consider CPQ execution with the query tree given in Figure 4.7. The execution starts with the product-join at the top level. If the product-join result is materialized, then the whole query execution becomes a simple selection on the joint distribution. However, this is unlikely to be the case even with a moderate number of variables, since the joint distribution may become quite large easily. For instance, if we have $n$ variables each with a small domain size of 10, then the joint distribution could have as many as $10^n$ tuples.

If the product-join at the top level is partially materialized, we first look for our answer, with a selection operation, in the materialized part of the product-join. Depending on the answer, we may or may not need to execute the lower levels of the query tree. In the worst-case scenario, we need to traverse down to all the leaves of the query tree, in which case the execution is equivalent to full recomputation over all the tree. In the best case, however, a small fraction of a distribution will have significant probability mass which will enable our system to materialize a very small but most frequently accessed part of the distribution.

**Marginalization:** We do not need to eliminate any variables (i.e., perform marginalization) to compute the probability $P(A, b, c, d, e, f, g)$. Hence, there are no group-by or projection operations, which are used to implement the marginalization operation in a database as discussed in §4.2, in the query tree of Figure 4.7. However, we might have to eliminate variables in many other cases. This issue is more significant for inference in DBNs and is therefore revisited in the DBN-based Query Execution discussion in the next section.

**B. Query Execution with Dynamic Bayesian Networks**

We use the DBN shown in Figure 4.8 to illustrate the execution of both point- and range-based prediction queries. Point-based CPQs return a probability distribution on the values
of a given set of attributes at some time point in the future, given information about their current and past values. On the other hand, range-based CPQs return a set of point-based prediction results for a given time interval.

At a high level, the execution of both types of queries proceed similar to the execution of CPQs on BNs in the sense that (i) materialized results are utilized whenever possible to avoid recomputation, and (ii) selection constraints are used to propagate evidence throughout the variables. However, with CPQs on DBNs there is more opportunity for sharing computation and materialized results due to the structure and assumptions of a DBN, especially for the range-based queries. Below, we discuss query plans and their execution for both types of DBN-based CPQs.

**Point-based CPQs:** For the DBN shown in Figure 4.8, we consider point-based prediction queries of the form $P(\text{cpu}[t+k]|\text{cpu}[t], \text{cpu}[t-1])$ for $k > 0$. When $k = 1$, query execution is similar to that with BNs. However, when $k > 1$, we need to unroll the DBN as shown in the figure, until it includes the variable $\text{cpu}[t+k]$.

![Figure 4.8: A three time-slice DBN for the CPU variable is unrolled to include future time points. Newly added nodes share the same distribution with the variable cpu[t+1].](image)

An execution tree for the point-based prediction query with $k = 3$ is obtained through repeated multiplication of the distributions in sequential order. This process is shown in Figure 4.9. The projection nodes in the figure correspond to the marginalization operation, and therefore are preceded by “group by” nodes.

We can construct execution trees for prediction queries defined with arbitrary values of
$k$ in a similar way: starting from the query execution tree given for the query where $k = 3$, we repeatedly “append” the query tree shown on the right side of the figure for increasing values of $j$ ($j = 4, 5, \ldots, k$) to the end of the tree.

Figure 4.9: An execution tree for calculating the probability $P(\text{cpu}[t + 3] | \text{cpu}[t], \text{cpu}[t - 1])$ is given on the left ($C$ is used to denote CPU). A normalization operation, not shown in the figure, is to be added to the end of the tree. On the right is a template query tree for the described iterative operation in generating plans for arbitrary point-based prediction queries.

Range-based CPQs: According to our definition, range-based queries return a set of independent point-based prediction results for a set of variables within a given time interval. For the DBN in Figure 4.8, the result of the range query at time $t$ would be $P(\text{cpu}[t + k]|\text{cpu}[t], \text{cpu}[t - 1]), \forall k \in \{1, \ldots, m\}$ where $m$ is the length of the range. The alternative would be to return a joint distribution instead of the point-based results. That is, we would return $P(\text{cpu}[t + 1], \text{cpu}[t + 2], \ldots, \text{cpu}[t + m]|\text{cpu}[t], \text{cpu}[t - 1])$. However, as $m$ increases the size of this distribution would become very large, making its computation and storage impractical. In addition, the individual probabilities for each configuration of the distribution would diminish with increasing $m$. Hence, while our system can compute the joint distributions for relatively small ranges, we focus on supporting the first definition of the range query in the rest of this section. Later in this section, we discuss how to efficiently compute only the top-$k$ most likely events of the joint distribution.
Observe that, according to our definition, range-based queries can also be considered as multiple point-based prediction queries. If we take this naive viewpoint, we can actually execute multiple point-based queries independently to compute the result of the range-based query. However, we use execution plans utilizing multi-query execution techniques to share the computation and storage across these seemingly independent (but in fact causally dependent) queries.

We first note that the execution tree for the point-based query $P(\text{cpu}[t + k] \mid \text{cpu}[t], \text{cpu}[t-1])$ is actually built on the execution tree of the query $P(\text{cpu}[t+k-1] \mid \text{cpu}[t], \text{cpu}[t-1])$. Hence, the most basic optimization is to share the computation across these queries by using a combined execution plan as shown in Figure 4.10.

![Figure 4.10: An execution tree for the range-based query computing $P(\text{cpu}[t + k] \mid \text{cpu}[t], \text{cpu}[t-1])$ for a range of $k$ values is given for the first 4 time points (C is used to denote CPU). The marginalization operations containing only the observed variables are not shown.](image)

The query execution tree in Figure 4.10 shows the shared computation of the first four time points of the range-based query. It can be extended in a similar way to include all the time points in the query range. There are multiple output points in the query tree, one for each projection node without a parent. Each such node corresponds to a single time point.
in the range of the query.

Similar to the sharing of computation, any materialized results (except for the materialization at the output nodes) can also be shared across the time points. In Figure 4.10, the second product-join node and the output node for \( k = 4 \) have been materialized. Observe that the schema of the materialized relation for the output node contains the CPU variables from times \( t \) and \( t - 1 \), whereas its counterpart in the query tree does not have these variables. This is because we cannot push the selections down, eliminate the observed variables and then do the materialization since the parameters of the selection operations are not fixed. However, during the computation of the range query for the given values of the CPU attribute at times \( t \) and \( t - 1 \), the selections can be pushed down and the computation cost can therefore be reduced.

4.4.2 Plan Selection

A. Cost Modeling for CPQs

We estimate the computation and storage requirements of each execution plan using simple statistics with a cost model. In our system, the processing on each accessed tuple is light-weight. As such, we base our computational cost model on the number of memory accesses incurred during query execution. This is consistent with the cost models used by main-memory database systems [16]. For storage costs, which we need for estimating the memory requirements of an execution plan, we assume uniform space requirements for all tuples.

Consider an intermediate relation \( X \), formed during query execution, consisting of the observed variables \( O_X \) and the unobserved (hidden) variables \( U_X \). The typical selection operation used for evaluating the prediction queries is to find the tuples with the given values \( o_X \) for the observed variables \( O_X \). We assume that there is either an index on the observed variables or the tuples of \( X \) are sorted on the observed variables. Then, the cost of the selection operation, \( \sigma_{o_X} \), on relation \( X \) is the sum of the costs for finding the location of the tuples satisfying the selection constraint and retrieving the tuples:
Now consider another relation $Y$ that consists of the observed variables $O_Y$ and the unobserved variables $U_Y$. The computation and storage costs for the product-join of $X$ and $Y$, $X \bowtie Y$, are given in Table 4.1. We denote the selection factor between $X$ and $Y$ with $\sigma_{xy}$, which is calculated based on the attribute independence assumption. Recall that $\alpha$ is the probability factor used in partial materialization. Finally, $\theta$ is the ratio of the relation that gets materialized with the partial materialization method. $\theta$ depends on both $\alpha$ and the joint distribution represented by the observed variables of the relation, particularly its entropy. For a fixed value of $\alpha$, the best case is where the entropy of the distribution is low, since then most of the probability mass will be concentrated on a few tuples and $\theta$ will be small. As the entropy increases, $\theta$ will generally get larger for a fixed $\alpha$ value. The worst-case scenario is where we have a uniform distribution, since in this case the entropy is maximized. As a result, $\alpha$ is an upper bound for $\theta$. We will assume this worst-case scenario in our experiments; if $\theta$ can be better estimated, better results can be obtained.

<table>
<thead>
<tr>
<th>method</th>
<th>storage cost</th>
<th>computation cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>recompute</td>
<td>0</td>
<td>$\text{comp_cost}(\sigma_X(X)) + \text{comp_cost}(\sigma_Y(Y))$</td>
</tr>
<tr>
<td>materialize</td>
<td>$</td>
<td>X</td>
</tr>
<tr>
<td>partially</td>
<td>$\theta</td>
<td>X</td>
</tr>
<tr>
<td>materialize</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: *Computation and storage costs for the product-join operation: $X \bowtie Y$.*

The computation and storage costs for the marginalization operation are simpler to derive than for the product-join operation. The reason is that marginalization works on a single input and eliminates one or more variables from the input distribution. Hence, dividing by the size of the eliminated variables will give an estimate of the storage cost. Moreover, the computation cost, which is linear in the input size in the case of recomputation, can be derived similarly to the product-join case.
B. Generating CPQ Execution Plans

Next, we first modify the Selinger-style Dynamic Programming (DP) algorithm given for query optimization in [17, 23, 24], to find the query execution plan with the minimum computation cost that satisfies a given memory constraint for the case of BN-based CPQs. Then, we modify the proposed DP algorithm to generate plans for DBN-based CPQs and demonstrate additional optimization techniques for range-based queries.

Plan generation for BN-based queries:
The DP algorithm used with BN-based CPQs to find the query execution plans is given in Algorithm 1. At a high level, the algorithm constructs plans for growing subsets of base relations in successive iterations. At each iteration, the plans from the lower levels are used for forming the new plans. As presented, the algorithm considers only linear execution plans. However, it can be modified in a straightforward manner to consider nonlinear plans as well. The value of $k$ on line 6 determines the granularity of $\alpha$ values we consider. For instance, if $k$ is 2 then $\alpha \in \{.5\}$ and if $k$ is 4, then $\alpha \in \{.25, .5, .75\}$. The notation $p \prec q$ is used to denote that plan $p$ dominates plan $q$ by yielding lower computation and storage costs.

Algorithm 1 Dynamic Programming based plan selection algorithm for BN-based CPQs.

1. $S$: the set of all base relations
2. for all $1 \in 1 \ldots |S|$ do
3. for all $S_j : S_j \subseteq S \land |S_j| = l$ do
4. $p_{S_j}.add(materialize(S_j))$
5. $p_{S_j}.add(materialize(GroupBy(S_j)))$
6. for all $i \in 1, \ldots, k - 1$ do
7. $\alpha = i/k$
8. $p_{S_j}.add(partmaterialize(\alpha, optplans(S_j))))$
9. $p_{S_j} = \{q \in p_{S_j} : \exists q' \in p_{S_j} \text{ such that } q' \neq q \land q' \prec q\}$
10. for all $r_j, S_j : r_j \in S \setminus S_j, S_j \subseteq S \land |S_j| = l$ do
11. $Q' = S_j \cup r_j$
12. $p_{Q'}.add(product\_join(optplans(S_j), r_j))$
13. $p_{Q'}.add(product\_join(GroupBy(optplans(S_j)), r_j))$

The “GroupBy” used in the DP algorithm refers to marginalization. The “optplans(x)”
returns all the non-dominated plans generated for computing the argument $x$. Hence, in lines 8, 12 and 13, the algorithm creates multiple plans. In addition, in line 8 where the partial materialization plans are considered, the non-materialized part of $S_j$ may be computed using any non-dominated plan generated this far for $S_j$. A separate plan is created for each such option.

Given a set of base relations $S$, there are $|S|!$ linear plans for computing their product-join. In addition, there are $k + 1$ possible options of materialization for each of the product joins: partially materialize into one of $k - 1$ fractions, fully materialize or no materialization. Hence, there are $O(|S|!k^{|S|})$ different plans for computing the product-join involving the materialization options. Finally, after each one of the product-join operations, there can be a marginalization operation for eliminating variables. Therefore, the total number of plans together with the group by operations is $O(2^{|S|}|S|!k^{|S|})$. Observe that, to construct the plans for a set of relations of size $l$, we only need the plans for the relations of size $l - 1$. Hence, in the worst case, we would have approximately twice the number of plans for relations of size $|S|$ in memory.

Plan generation for DBN-based CPQs:

For the point-based queries on DBNs, the Dynamic Programming algorithm discussed for the BN case can be used with minor changes. First, the DBN has to be unrolled as shown in Figure 4.8, until the target time point has been reached. Also, as the distributions of a variable are identical across time points in a DBN, we only need to store a distribution once and share it between the relevant variables. Note that this idea can be applied to more general situations involving operations over identical distributions as well. Consider a product-join between $X[t + k]$ and $Y[t + k]$. The result of this operation is the same for all $k$ values where the variables $X$ and $Y$ are not observed at time $t + k$. Hence, we only need to compute it once. Observe that, in this case we save both computation and storage.

For the range-based queries, we need to produce outputs at all the time points in the given range. Hence, we cannot simply apply the described DP algorithm. In addition, as
the range given in the query specification increases, the number of variables in the unrolled DBN increases as well. In such a case, the DP algorithm will quickly become impractical as its complexity is exponential in the number of the variables.

![DBN diagram](image)

**Figure 4.11:** A two-slice DBN consisting of the variables CPU and REQS. CPU represents the CPU usage and REQS is the number of requests received by the web server in the DyMon application.

As discussed before, we use an alternative method that creates a template plan that can be iteratively applied to produce execution plans for the range queries. Consider the DBN given in Figure 4.11 which has two variables, CPU and REQS, in each time slice. We build an execution plan for the range-based query \( P(\text{cpu}[t + k]|\text{cpu}[t], \text{reqs}[t]), \forall k \in \{1, \ldots, m\} \) for an arbitrary range value \( m \) in successive steps starting from the first time step. For all the initial time slices, which have at least one variable that directly depends on an observed variable, we call the described DP algorithm to incrementally generate the execution plan using the plans from the previous time slice. An example execution plan for this range query is given in Figure 4.12. In this example, the first call to the DP algorithm, for time step \( t + 1 \), creates plans for the portion of the plan until the first project node. The second call, for time step \( t + 2 \), then creates plans for the part of the plan till the second project node using the results of the previous run. Next, for time \( t + 3 \), there is no variable that is either observed or depends on an observed variable, hence, in this step, we create the template plan that will be used to create the rest of the plan for this query.

The template plan is created using the DP algorithm as well. However, the computation and storage costs in the cost model are adjusted according to the number of times each operation needs to be executed for the rest of the time points in the query range. The
Figure 4.12: A query execution plan for the range-based query predicting the CPU value based on the DBN shown in Figure 4.11. C is used to denote the CPU variable and R is used for the REQs variable. Finally, the highlighted area is the instantiation of the template plan for time 3.

part of the plan highlighted with the dashed rectangle in Figure 4.12 is an instantiation of the template plan for time $t+3$. The template plan has the same structure with the plan shown in the highlighted area, but represents the time values of the variables as adjustable parameters. Hence, we can similarly create the rest of the query plan by instantiating the template plan for increasing time values.

Observe that, within the template plan, if an operator depends on the results of a previous plan, the operator will have to be recomputed for each time point in the query range. For instance, the top-level product-join and both of the projection operations in the highlighted area will be computed (or materialized) separately for each time point. In such cases, the DP algorithm may choose to materialize the result for some of the time points and compute it for the rest of the time points. On the other hand, if an operation only depends on the relations introduced in this slice, then it can be computed or materialized only once and used in all the time points in the query range. For example, the product-join of $P(C[t+3]|C[t+2], R[t+2])$ and $P(R[t+2]|R[t+1])$ needs only be computed (or materialized) once and then can be shared across multiple time points in the query range.
4.4.3 Model-Specific Optimizations

Prefiltering low probability events: In many cases, users are only interested in high probability events. For instance, a user could specify a probability threshold $\Theta$, and then only ask for the events with probability values greater than $\Theta$. In such cases, we can speed up the query execution by pushing down the probability constraints and eliminating low probability events early in query execution. Consider the product-join $P(X,Y) = P(X) \bowtie P(Y|X)$ and the constraint $P(X,Y) \geq \Theta$. Here, the constraint can be pushed down as $(P(X) \geq \Theta) \bowtie (P(Y|X) \geq \Theta)$.

In some cases, it is not easy or it just does not make sense to define such arbitrary thresholds but the user is still interested in high probability results. Consider the NIDS application where the task is to find the most likely type for a given network connection. If the connection is an 'attack', in many cases its probability value in the joint distribution is really low, but still higher than the probability of the connection being 'normal'. Hence, one cannot simply set a general probability threshold to eliminate all the low probability events. However, we can still find simple event elimination constraints for each of the operators. Consider the result, $P(A,b,c)$, of the second product-join operation in Figure 4.7, the product-join with $P(A|B,C)$. For any given values of $b$ and $c$, there are at most two possible events: $A_1 = \{A = \text{‘normal’} \}$ and $A_2 = \{A = \text{‘attack’} \}$. For this scenario, the result of the inference query depends on the ratio:

$$r = \frac{P(A_1,b,c)P(g,A_1,b)P(d,A_1)P(e,A_1)P(f,A_1,b,g)}{P(A_2,b,c)P(g,A_2,b)P(d,A_2)P(e,A_2)P(f,A_2,b,g)}$$

Observe that for $r$ we have the following bound:

$$r \leq \frac{P(A_1,b,c)}{P(A_2,b,c)} \max_{P(G|A_1,B)} \frac{P(D|A_1)P(E|A_1)P(F|A_1,B,G)}{P(G|A_2,B)P(D|A_2)P(E|A_2)P(F|A_2,B,G)}$$

$$= \frac{P(A_1,b,c)}{P(A_2,b,c)} P_{A_1/A_2}$$
As a result if \( \frac{P(A_2, b, c)}{P(A_1, b, c)} \geq \frac{p_{max}}{A_1/A_2} \) then we can eliminate the 'normal' event with \( b \) and \( c \) values (i.e., tuple \( A_1 \)) from \( P(A, b, c) \). Likewise, if \( \frac{P(A_1, b, c)}{P(A_2, b, c)} \geq \frac{p_{max}}{A_2/A_1} \) then we can eliminate the tuple \( A_2 \).

We can derive bounds for all the product-join operators in Figure 4.7 using the same technique and reduce computation without introducing errors in the query results. In calculating the bounds for all the operators in the query tree. Alternatively, we can multiply the bound with a constant \( 1/\sigma \), where \( \sigma \in [0, 1] \), to avoid eliminating the \( A_1 \) tuples with probability values greater than \( \sigma P(A_2) \). This method can be used to produce the set of most likely events in which each event has a probability that is at least \( \sigma \) times the probability of the most likely event.

**Top-k maximum probability events:** In probabilistic databases, top-k queries are generally used to produce the \( k \) most likely results of a query [47, 91]. For instance, in the DyMon application one could specify a top-k query to generate only the top-k predictions of the number of web requests \( n \) time units in the future. A naive way to execute this query would be to produce the target distribution on the number of requests and then to output the top-k results. However, top-k queries are most useful when it is intractable to produce the target distribution. Consider the case when the user is interested in the most likely sequences of the number of requests in an interval of 10 time units. We mentioned before that it is impractical to produce the joint distribution of variables even for relatively small time intervals. Hence, the previous execution strategy is not viable in this case. However, a much more efficient approach that depends on the distributive properties of the top-k operator on the product-join operator exists. The top-k operator can be pushed down to eliminate the redundant events early in execution:

\[
\text{top-k}(P(X, Y) \bowtie^{*} P(Y, Z))
\]

\[
= \text{top-k}(P(X, Y)) \bowtie^{*} \text{top-k}(P(Y, Z)).
\]

Here, the top-k operator works on a list of free variables and an argument distribution. For instance, \( \text{top-k}_x(P(X, Y)) \) would return the top-k events for each value of \( Y \).
4.5 Experimental Evaluation

4.5.1 Setup

Prototype Implementation: We implemented the described algorithms for continuous prediction queries in Java by modifying H2 [48], an open-source, embedded in-memory database engine. The database was used for storing the data in memory in an organized way and also enabled us to run regular SQL queries. In addition, we used the tree-based indexing functionality provided by the database for creating indices over the base and the materialized relations. The query optimizer and parts of the query executor were removed and replaced by our implementation. Our implementation follows the basic data-driven stream processing model, the queries are evaluated continuously as new inputs arrive.

Experimental Environment: Our experiments were done on standard desktop machines with AMD Athlon(tm) 64 X2 Dual Core 3800+ processors and 2GB of memory running Linux 2.6.26.

Experimental Metrics: Our primary performance metric is the average processing time per tuple. We report average processing latency of a tuple for various algorithms with different levels of available memory. As end-to-end processing latency of a tuple is our main metric, in our experiments each tuple was processed and consumed entirely before the next tuple. Thus, the data sets are replayed at a rate roughly inverse of average processing latency.

4.5.2 Network Intrusion Detection Results

The NIDS dataset was obtained from the 1999 KDD Intrusion Detection Contest [53]. Our dataset consisted of 500K tuples, 5K of which were used in testing the system and the rest for training (to learn the distributions and the network structure).

The resulting network structure used in the experiments consisting of seven variables is shown in Figure 4.5. While accuracy was not our immediate goal in this study, it is a useful metric to know, in order to have a sense of the eventual applicability of predictive
queries using BNs. Thus we report as a small side note that, for the NIDS experiment, we had approximately 99% accuracy in correctly identifying the type of connections in the test data.

**Query Execution Time vs. Memory Usage:** The average execution time versus memory usage (i.e. the #tuples stored in memory) results for the DP algorithm using the no materialization, full and partial materialization options are shown in Figure 4.13. The discussed tradeoff between materialization (memory usage) and computation time is clearly observed.

The results for DP with partial materialization option reflect the fact that only a fraction of the top-level joint distribution ($\approx 3\%$) have most of the probability mass ($> 90\%$). The reason is that most of the data actually consists of “normal” connections, as expected in all similar scenarios, and hence exhibit similar connection properties. As a result, if we only materialize this high probability portion of the distribution together with the base relations, we obtain a 3.50 ms query execution time with a memory use of 136 tuples. Moreover, if we materialize more than 312 tuples, then we actually get an execution performance better than materializing all the joint distribution represented by the BN, which is 870 tuples. The result is not surprising since selection on the full joint distribution takes longer than selection on the smaller high probability set even when using an index on the selection attributes.

In our cost model, we made a uniform distribution assumption for estimating the fraction of a distribution to materialize in the case of partial materialization. However, because the distributions in the NIDS dataset are actually highly skewed, our estimations for the plan costs and storage sizes are all overestimates. Hence, the DP with the partial materialization option chooses to materialize the whole distribution when there is sufficient memory. A better estimate would most likely produce better overall results as well as avoid the materialization of the joint distribution.

**Number of Variables vs. Query Execution Time:** In Figure 4.14, we present the query execution times as we increase the number of variables in the NIDS BN. The No Materialization option uses just enough memory to store the base relations. 2X and 4X
Figure 4.13: Memory Usage (#tuples) vs. Computation tradeoff for the NIDS scenario. The #tuples* column shows the memory use after elimination of the low probability events for the full materialization case.

Memory options are allowed memory usages up to 2 times and 4 times the size of the base relations respectively. Finally, the No Limit option is not given a memory constraint and therefore finds the minimum computation cost plans. When the number of variables is low, we can reduce the query execution time even with low memory budgets. However, as the number of variables increases, the size of the joint distributions quickly increases as well. At the same time, we observe a decrease in the relative performance gains with respect to the materialized size.

<table>
<thead>
<tr>
<th>No Materialization</th>
<th>Full Materialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>#tuples</td>
<td>Query Exec. Time</td>
</tr>
<tr>
<td>122</td>
<td>6.52 ms</td>
</tr>
<tr>
<td>158</td>
<td>4.97 ms</td>
</tr>
<tr>
<td>136</td>
<td>3.50 ms</td>
</tr>
<tr>
<td>179</td>
<td>2.67 ms</td>
</tr>
<tr>
<td>312</td>
<td>2.51 ms</td>
</tr>
<tr>
<td>553</td>
<td>2.40 ms</td>
</tr>
<tr>
<td>870</td>
<td>2.66 ms</td>
</tr>
</tbody>
</table>

Figure 4.14: The average query execution time vs. the number of variables in the NIDS BN presented for different levels of available memory.
The results in Figure 4.14 are obtained using the DP algorithm with the full materialization option. We do not show the results for the partial materialization case, as they are similar to the results in Figure 4.13. Finally, it should be noted that the linear plan space is more favorable for the partial materialization option as it can partially materialize all the distributions and utilize all the available memory. However, with full materialization, there will be only a single materialized distribution (i.e. the highest level joint distribution that fits in available memory) for the BN-based CPQs (for DBN-based CPQs there can be multiple). When nonlinear plans are considered, we expect the full materialization strategy to perform better.

**Eliminating Low Probability Events:** We applied the techniques described in §4.4.3 for eliminating the low probability events from the materialized distributions. The results are shown in Figure 4.13, in the column labeled '#tuples*', for the full materialization option. As the sizes of the materialized distributions increase, generally we can eliminate more events. For instance, we have 20.92% memory savings (i.e. 182 tuples), from 870 to 688 tuples, when the whole joint distribution is materialized. In the NIDS application, the access_type attribute takes on two separate values, at most one of which we can eliminate for each configuration of other variables. Hence, greater savings would be possible with a larger domain size.

**4.5.3 Software Performance Monitoring Results**

Experiments on the DyMon application were performed using the setup described in §4.3. We collected 60,000 tuples using the described monitoring facilities from the monitored web server for training purposes. During the data collection, the web requests obtained from the FIFA web logs were replayed on the web server. We used the first web logs of the 50th day of the FIFA Cup. We also scaled down the number of requests per second in the logs by a factor of two to avoid overloading our web server. Each collected data tuple is a summary of the performance of the process in a period of length approximately 500ms.

**Partial Materialization vs. Full Materialization:** For the range-based prediction
queries, \( P(cpu[t + k]|cpu[t], cpu[t - 1]) \), we compare the average execution times of the query execution plans obtained using the partial and full materialization options of the DP algorithm with a query range \( k = 5 \). Results are shown in Figure 4.15. For the partial materialization option, we only show the results for \( \alpha = 0.5 \) and 1. A finer-grained range of \( \alpha \) values produce similar results, albeit more options for materialization.

![Figure 4.15: Memory Usage vs. Computation tradeoff for the DyMon scenario using the DP algorithm with different materialization options.](image)

The distributions obtained in the DyMon application are much less skewed compared to the NIDS dataset. There is no small subset of the overall joint distribution that has significantly high probability. Hence, partial materialization plans perform similarly to the full materialization plans. The benefit of partial materialization in this case is its ability to offer an increased range of plans using different levels of memory.

**Query Range and Memory Budget:** In this experiment, we show results using the DP algorithm on the described range query for different range values and memory budgets. In Figure 4.16, the average execution time increases linearly with the query range for the case of DP with no materialization option. When we use 2X or 3X the memory required by the base relations for materialization of the intermediate relations, we can reduce the computation time for different range values. Note that the size of memory required by the base relations is independent of the query range.
Figure 4.16: Average query execution times for increasing query ranges and under different memory budgets.

Finally, if we do not place a limit on the memory available for materialization, we see that query execution times increase very slowly with increasing query ranges. The memory use with the 'No Limit' option is at most 5 times the size of the base relations in all cases. **Top-k Queries**: We now consider top-k queries (§4.4.3) using an example query that predicts the k-most likely CPU sequences in a future time interval based on the 2 most recent observations. In Figure 4.17, we show the average execution times for varying prediction ranges and k values. The exponential trendline labeled 'Full Joint' represents the execution time of the naive method that calculates the full joint distribution of CPU sequences to compute the top-k values. The other results reveal the linear behavior of the query execution times with the discussed optimization for top-k queries. All the results are based on the DP algorithm without materialization option to focus only on the effects of the top-k optimization.

For query ranges greater than 5, the joint distribution is larger than the 1.5GB memory available in our JVM so there are no Full Joint results for those cases. For the query range of 5 time units, the Full Joint method is 20 times slower than the top-k optimization method. While the size of the joint distribution grows exponentially with the query range, the size of memory required for the top-k optimization method is a constant factor of k.
4.5.4 White-box Inference vs Off-Database Inference

A key premise of this work is that an in-database approach for inference can offer substantial benefits over the off-database approaches, which we quantitatively demonstrate in this section. As a representative off-database system, we use the open-source “Weka” software (ver. 3.6.1) [95], which contains a collection of common machine learning algorithms for data mining. We also developed specialized, isolated Java implementations for specific queries to serve as a point of comparison.

For the access type prediction query of the NIDS application (§4.5.2), we obtained 4.5 ms execution time (per incoming tuple) with Weka’s BayesNet classifier. Recall from Figure 4.13 that our system has execution times of 6.52 ms (no materialization) and 2.66 ms (materialization) for the same task. Thus, our system is competitive or better (with optimization) than Weka software for this relatively simple task. Given that our system is not mature and relatively under-optimized leads us to believe we can improve upon these numbers substantially. Our specialized Java implementation of the VE algorithm achieved 0.11 ms execution time for this task, revealing that both our system and Weka suffer from various overheads (e.g., function calls, copying of intermediate results) that seem
to dominate the cost of inference for this task in which the query is straightforward (e.g., no marginalization) and the total size of the base distributions is small.

We now consider the range-based CPU prediction query from the DyMon application (§4.5.3). As Weka does not support DBNs, there was no straightforward way to use it for this task. Our initial custom Java implementation performed so poorly that we had to augment it with index support to get practical numbers. With the indexed Java implementation, we obtained execution times of 1.50 ms, 2.45 ms, 29.44 ms and 119.46 ms for query ranges of 1, 2, 3 and 5, respectively. These results demonstrate that indexing, which comes with the database approach, is crucial due to the size of the base distributions. For the same task, our system achieved (§4.5.3) 6.01 ms, 15.42 ms, 48.35 ms and 146.99 ms (no materialization) and 1.15 ms, 1.82 ms, 3.44 ms and 40.88 ms (materialization). In this case, the advantage of materialization is more than enough to compensate for the overhead of the database, achieving improvements of 30%-290% over the Java implementation. In summary, the database approach is not only more general than a specialized “roll-your-own” implementation but is also the clear performance winner with increasing data size and query complexity.
Chapter 5

The Black-box Approach for Predictive Databases

5.1 Black-box Support of Prediction Models

In the black-box approach to database support for predictive functionality, existing implementations of prediction methods, in the form of libraries or standalone applications, are directly integrated (or linked) to database systems and used as isolated components implementing prediction. With the plethora of available machine learning libraries and standalone implementations, the black-box method offers an easy and efficient way of integrating already tested and optimized prediction methods into the database systems.

In this approach, the prediction methods are presented to the user in the form of an extensible set of SQL functions and stored procedures with well-defined semantics. This way, predictive methods are easily used within SQL queries. Similarly, training and test data sets are also specified using SQL. The use of declarative queries for the specification of predictive operations and the relevant training and test data sets offers an easy and flexible method of expressing prediction tasks over complex data sets (e.g., computing aggregates over groups). Moreover, it is also possible to use database views as data providers. For instance, a database view can be used to perform standard pre-processing tasks such as
cleaning, normalization and discretization, and cook the raw data into a form that is more amenable for effective learning.

In our study, we present a prediction interface/API consisting of a set of function templates for expressing generic prediction operations such as training and testing of prediction models. Prediction methods are registered into our system by providing implementations of the prediction interface. In this way, new prediction methods can be easily integrated into the system and various prediction models can be built and tested for the same prediction task. As discussed before, it is hard to know in advance which prediction models are the 'best' for a given scenario, so it is common practice to build and test multiple models. The use of a common prediction interface simplifies this practice by decoupling the underlying implementation from the high-level prediction task.

We note that the code executed by a predictive database function is beyond the control of the database system. Furthermore, the function itself could be an implementation of a prediction method or it could be a call (or a wrapper) to an external library. As a result, the database system cannot control or monitor the execution of a black-box prediction method. Therefore, unlike the white-box approach, in the black-box approach it is not possible to optimize the internal operations of prediction methods. However, we optimize our system to minimize the cost of data access and processing performed by black-box models. Our iterator (and block) based data access functionality and optimization hooks available in the prediction API are designed to optimize the performance of black-box methods.

Our black-box model support techniques including the prediction model API, model management functionality and the SQL prediction interface have been implemented in the Longview prototype built on top of the PostgreSQL [83] database system. In the rest of this chapter, we describe the functionality and details of our black-box techniques. We evaluate the performance and usability of the system in Chapter 6 using a database query performance prediction application as our case study.
5.2 Prediction Interface

In this section, we describe our prediction interface/API which consists of basic functions that each prediction model must implement for integration into our system. The functions correspond to the basic training and testing operations, which are the high-level generic tasks supported by all prediction models. For example, using this interface the database system can build a linear regression model over a training data set or perform prediction with a support vector machine instance. As such, the prediction interface provides inter-operability between the various prediction models and the database system. The interface also decouples the implementation of a prediction model from its functionality.

The main functions included in our prediction interface are the following:

```c
void* build(int ntuples, int nfeats, double **feat_list,
            int ntattrs, double** target_list, char* model_params)

double* predict(void* model_ptr, int ntuples, double **feat_list)

char* serialize(void* model_ptr)

void* deserialize(char* model_desc)
```

In Table 5.1 we describe the arguments used by the functions of the prediction interface.

<table>
<thead>
<tr>
<th>Argument</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ntuples</td>
<td>number of data points.</td>
</tr>
<tr>
<td>nfeats</td>
<td>number of features (i.e., observed attributes) in the model.</td>
</tr>
<tr>
<td>feat_list</td>
<td>the values of the feature(s).</td>
</tr>
<tr>
<td>ntattrs</td>
<td>number of target (i.e., prediction) attributes.</td>
</tr>
<tr>
<td>target_list</td>
<td>the target attribute(s) values.</td>
</tr>
<tr>
<td>model_params</td>
<td>model specific training parameters.</td>
</tr>
<tr>
<td>model_ptr</td>
<td>pointer to the model instance.</td>
</tr>
<tr>
<td>model_desc</td>
<td>(serialized) description of a model instance.</td>
</tr>
</tbody>
</table>

Table 5.1: List of Prediction Interface Arguments

The `build` function is used to train a prediction model based on the given feature and target values. The feature and target values passed as arguments to the build function
(when applicable) are stored using a column-based representation in memory (instead of a row-based representation). The column-style representation enables Longview to perform: (i) dynamic management of training data (e.g., non-predictive features as determined by correlation metrics can easily be discarded and predictive features can be efficiently added) and (ii) efficient projection/selection operations on the training data (e.g., for use in feature selection). In addition, prediction models often have specific training parameters that can significantly affect their operations and accuracy. Therefore, we also provide an argument for specifying the training parameters for a prediction model. The result of the build function is a model-specific set of data structures and metadata, which is represented by a model pointer in the database system.

Using the predict function, a previously built prediction model can be used for prediction of a target attribute based on the given feature values. In the function prototype, we chose double as the feature and target types for simplicity; however, in practice we use pointers with type information to support arbitrary combinations of feature and target types. The predict function does not require the nfeats and ntattrs arguments, as they are already accessible as part of the model instance.

We require the black-box implementations to provide serialization and deserialization functions for their models. This functionality is used by our database system to store and re-use previously trained prediction models. We observed that serialization functionality is supported by most of the existing prediction model implementations and is already available for our use.

The build function of the described prediction interface uses pointers to pass the data to the prediction models. This approach has the advantage that no extra copying of the data is required. As such, prediction models that can directly operate on the given pointer-based data structures will have no data passing overhead. In addition, we can build multiple such models (e.g., with different parameters) using the same copy of the training data (possibly in parallel).
However, some black-box methods internally copy the given data to special data structures. In such implementations, using an iterator or block-based data transfer method could be preferable for minimizing the peak memory usage. Otherwise, two or more copies of the training data could simultaneously exist in memory, severely limiting the scalability of the system. Iterator and block-based versions of the build function are shown below.

```c
void* build_itr(int nfeats, double* (*next_feat)(), int ntattrs, double* (*next_target)(), char* model_params)

void* build_blk(int nfeats, double** (*next_feat)(int, int*), int ntattrs, double** (*next_target)(int, int*), char* model_params)
```

Both functions rely on function pointers for data access in training. The iterator-based version can be used to access data points one-by-one whereas the block-based function provides access to \( n \) tuples at a time (where \( n \) is an argument of the function).

The iterator/block based prediction interface also targets incremental and online black-box models. Such prediction models can be updated with new data items or built incrementally by iterating over the training data. Using the iterator/block based prediction interface with online/incremental models significantly reduces the memory requirements and also enables scaling to data sets larger than the available memory. While learning on large data sets (larger than the size of available memory) is a very important problem, in Longview we mostly focus on the use and integration of the available black-box methods. We briefly discuss the large-scale learning problem in the Related Works and Conclusion chapters. In the rest of this chapter, we describe the details of model representation and management techniques in the context of database systems.

### 5.3 Model Management and Prediction

In this section, we describe how we manage prediction model types and perform prediction using black-box models in Longview. As a design philosophy, whenever possible we build
on the existing extension mechanisms (e.g., rules, triggers and views). This way, we try to generalize our approach and make it easier to use in modern database systems. In addition, the use of existing mechanisms reduces the implementation complexity by minimizing the amount of changes required on a target database system (e.g., in our case PostgreSQL). Finally, we also discuss examples of some of the high-level prediction functionality that we can build over the described predictive database architecture.

5.3.1 Model Registration

Longview represents models and their metadata using database catalogs (i.e., a set of system relations). The catalog schema is given in Figure 5.1. When a new prediction model type (e.g., SVM, linear regression) is integrated into Longview, an entry representing the model type and containing model metadata information is created in the pred_model_types relation and in other relations.

The pred_model_types relation contains the unique names of the model types along with tags/user descriptions. The information on the implementation of the prediction interface for a model type is stored in the 'library' field. More specifically, the library field, at the very least, contains the names of the functions that implement the prediction interface for a model.

When a new model type is added to Longview, our system automatically creates a set of SQL functions and stored procedures that allows the newly added model to be accessed within SQL queries. More specifically, as the prediction interface provides a means of communication between the database system and the model implementations, these SQL functions enable the user to access the predictive functionality through the database system.

We list the specifications for these automatically generated SQL functions in Table 5.2. The details of these operations are discussed in Section 5.3.2.

The definitions for the various parameters of a prediction model type (e.g., training parameters) are stored in the pred_model_params relation. Each model type can have a number of parameters for adjusting its operation. In addition, in our system we can
<table>
<thead>
<tr>
<th>Function</th>
<th>Arguments</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>build</td>
<td>model id</td>
<td>specifies the model instance</td>
</tr>
<tr>
<td></td>
<td>training query</td>
<td>query computing the feature and target values</td>
</tr>
<tr>
<td></td>
<td>model parameters</td>
<td>model-specific training parameters</td>
</tr>
<tr>
<td>predict</td>
<td>model id</td>
<td>feature values for use in prediction</td>
</tr>
<tr>
<td></td>
<td>feature list</td>
<td>feature list</td>
</tr>
<tr>
<td></td>
<td>query</td>
<td>query</td>
</tr>
<tr>
<td>test</td>
<td>model id</td>
<td>parameters for the accuracy function</td>
</tr>
<tr>
<td></td>
<td>training query</td>
<td>training query</td>
</tr>
<tr>
<td></td>
<td>accuracy options</td>
<td>accuracy options</td>
</tr>
</tbody>
</table>

Table 5.2: Prediction Model SQL Interface

also express default values and domain information for the model parameters (using the `pred_model_params` and `pred_attr_types` relations). The validity of the input parameter values can also be enforced with database integrity constraints.

5.3.2 Model Representation, Building and Testing

All instances of prediction models are listed in the `pred_models` relation. This relation contains a unique auto-generated id for each model, a reference to a model type and a serialization field. The serialization field is used for storing the type-specific representation of a prediction model. For instance, for a linear regression model, the serialization field would contain the coefficients used in the model and for a support vector machine we would have a list of the support vectors together with a few other parameters. The particular representation used in the serialization field depends on the model implementation (i.e., the serialization and deserialization functions provided by the black-box model) and is usually based on data-interchange formats such as XML and JSON.

The attributes (features and the target attributes) of a prediction model are stored in the `pred_model_attrs` relation. Each attribute is represented with a name and id, a type (e.g., double) and a role (i.e., feature, target). When creating a prediction model, we first create an entry in the `pred_models` relation and specify the attributes to be used in the model. We provide the following `create_model` stored procedure to automate this model specification process:
Figure 5.1: The design schema for the database catalog used for representing and managing the black-box prediction models.
integer create_model ( model_type text, model_schema text)

The model_type attribute specifies the type of the prediction model and must be one of the model types listed in pred_model_types. On the other hand, the model_schema attribute contains a description of the observable and target attributes. Given a model type and a valid attribute schema, the create_model function registers the model definition to the system and returns the unique model id generated for the newly created model instance.

Once a model definition is created, the training of the model can be performed using the build function of the SQL prediction interface (see Table 5.2) with the automatically assigned model_id. As mentioned before, the SQL functions listed in Table 5.2 have dynamic implementations, as wrappers around the prediction interface. As such, Longview calls the build function of the respective model type to perform the actual training operation. In addition, a model can be trained multiple times (i.e., updated). After each training pass, the resulting model is stored in the catalogs by updating the serialization field.

Prediction with a model instance is performed using the test and predict functions listed in Table 5.2. Observe that, both of these functions first need to deserialize the model by reading its serialized form from the pred_models relation and calling the appropriate deserialization function. The output of the test and predict functions are relations, containing the prediction results. The output of the test function also includes the true values and computed accuracy values for each prediction value produced in the testing operation. In addition, the output relations can be used as data sources in more complex SQL queries. An interesting use case is the nested prediction queries, where the prediction results of a sub-query are fed as features to the outer prediction query.

5.3.3 Performance Tracking

Another functionality that we provide to predictive applications in Longview is the tracking of the training and testing operations performed with prediction models. For each prediction operation, we record an entry in the pred_model_history relation including the used
model, the type of the operation (i.e., build or test) and other given arguments. For testing operations, computed prediction accuracy metrics and the average processing time for prediction per data point are also stored (in the `pred_model_perf_history` relation). This way, applications can monitor the evolution of models, track the used training data sets and the performance values on test data sets.

Optionally, we also store the individual predictions produced by the model, and the true values (if provided) in the `pred_results` table. While a costly operation, the ability to analyze predictions on a per-point basis can in some cases be highly useful; e.g., comparing prediction results from multiple models.

### 5.3.4 Automated Model Building

To explain the capabilities and extend the applicability of Longview, in this section we describe our implementation of an intelligent model building algorithm (based on well-known machine learning algorithms), that builds simple and accurate prediction models for given data sets. In order to build an accurate prediction model based on a given data set, we have to find out (i) which model type is the best for the data at hand and (ii) which set of features are to be used for accurate prediction of the target attribute(s).

First, we note that in general it is not possible to predict which model type is the `best fit` for a data set without building and testing multiple models. Therefore, any automated algorithm for building accurate prediction models needs to train and test multiple models.

The second problem is the problem of feature selection; i.e., choosing the set of features to be used in a prediction model. Most of the feature selection algorithms in the literature, such as the forward and backward selection algorithms [95], are heuristic algorithms that search the attribute space using rank-based methods. The rank of a feature is an indicator of its predictive value for the target attribute.

Our model building algorithm is in the class of forward feature selection algorithms. However, our algorithm performs both model selection and the feature selection processes simultaneously. The algorithm starts by building a set of initial models; a model per each
combination of a model type and a single feature is trained. Each created model is inserted into a bounded priority queue based on its estimated accuracy value. The maximum size of the priority queue is a system parameter and can affect both the run-time of the algorithm and accuracy of the produced models. At each step of the algorithm, the next best model from the priority queue is popped, and a new set of models based on the popped model are built and inserted into the queue. The new models are simple extensions of the old model; a new feature is added to their feature list. The newly added feature must be ranked lower than all the features already used by the old model.

Notice that the described algorithm is essentially an accuracy-driven search process that builds many models (of different configurations) using the same training data. Therefore, models which provide build functions (see prediction interface in Section 5.2) that directly operate on the provided training data will have much less overhead. Our column-based organization of the in-memory training data also enables efficient selective access to the subsets of features required by a model. In addition, for the model types that are capable of incremental learning, we also provide hooks (in the form of additional arguments to the build functions) that they can use to incrementally build new models based on older models by adding/removing features.

Finally, a second parameter, adjusts the number of speculative executions. When the speculative execution parameter is set to 0, all the new models with lower accuracy values compared to their parent models, are immediately discarded. As such, the speculative execution parameter specifies the number of times a new model with a lower accuracy value than its parent is allowed to survive the elimination from the priority queue.
Chapter 6

Query Performance Prediction

In this chapter, we study an important and challenging system-facing predictive application: Query Performance Prediction (QPP). QPP is the problem of predicting the execution times (or other performance metrics such as disk I/O and memory usage) of database queries without running them. Modern database systems can greatly benefit from QPP. For example, resource managers can utilize QPP to perform workload allocation such that interactive behavior is achieved or specific QoS targets are met. Optimizers can choose among alternative plans based-on expected execution latency instead of total work incurred.

Accurate QPP is important but also challenging: database systems are becoming increasingly complex, with several database and operating system components interacting in sophisticated and often unexpected ways. The heterogeneity of the underlying hardware platforms adds to this complexity by making it more difficult to quantify the CPU and I/O costs. Analytical cost models predominantly used by the current generation of query optimizers cannot capture these interactions and complexity; in fact, they are not designed to do so. While they do a good job of comparing the costs of alternative query plans of a given query, they are poor predictors of plan execution latency. The use of analytical cost models for QPP is discussed in detail in our experiments (Section 6.3).

In this chapter, we utilize learning-based modeling and prediction techniques to tackle QPP for analytical workloads using the Longview system and the black-box model support
techniques described in Chapter 5. Prior work reported evidence that predictive techniques can be used effectively for QPP, at least in constrained settings [41, 101, 2, 3]. Our study substantially improves and generalizes these results in a number of new directions, arguing that learning-based techniques tailored to database query execution are generally applicable to and can be highly effective for QPP. In addition, by implementing the QPP application entirely within Longview we demonstrate the usability and effectiveness of our modeling framework and show an example of how predictive modeling can be leveraged for building highly useful functionality in real systems.

One of our key contributions is to show that queries can be modeled at different granularities, each offering different tradeoffs involving predictive accuracy and generality. If a representative workload is available for training purposes, we can make highly accurate predictions using coarse-grained, plan-level models [41]. Such models, however, do not generalize well, performing poorly for unseen or changing workloads. For these cases, fine-grained, operator-level modeling performs much better due to its ability to capture the behavior of arbitrary plans, although they do not perform as well as plan-level models for fixed workloads. We then propose a hybrid approach that selectively composes plan- and operator-level models to achieve high accuracy without sacrificing generality.

Finally, while we study the utility of learning-based models for query execution latency as the performance metric of interest, the proposed techniques are general, and thus can be used in the prediction of other metrics such as throughput. We should also note that in this thesis we do not consider QPP in the presence of concurrent execution, which is an important and challenging problem to address, but is outside the scope of this study.

6.1 Modeling Query Executions

As is usual in most learning approaches, all of our modeling techniques consist of two main phases: training and testing. The high-level operations involved in these phases are explained in Figure 6.1. In the training phase, prediction models are derived from a training
A data set that contains previously executed queries (i.e., training workload) and the observed performance values (i.e., query execution times). In this phase, queries are represented as a set of features and corresponding performance values. The goal in training is to create an accurate and concise operational summary of the mapping between the feature values and the observed performance data points. The prediction models are then used to predict the performance of unforeseen queries in the test phase. In more complex QPP methods, the training and testing phases can be performed continuously for improved accuracy and adaptivity.

![Diagram](image)

Figure 6.1: **Statistical Modeling Approach to Query Performance Prediction.**

Our approach to QPP relies on models that use only static, compile-time features, which allow us to produce predictions before the execution of queries. There are several static information sources, such as the query text and execution plans, from which query features can be extracted prior to execution. In this study, we use features that can be obtained from the information provided by the query optimizer. Many database systems provide optimizer calls that expose query-plan information and statistical estimates such as the optimized query-plan structure and operator selectivities (for example, `EXPLAIN` in PostgreSQL and `EXPLAIN PLAN` in Oracle).

In this chapter, we show that it is possible to create accurate models at varying granularities for query performance prediction. As in [41], one coarse modeling method is to
create a single, plan-level prediction model that utilizes query plan features for modeling the execution times of queries. We discuss this approach in Section 6.1.1. A finer grained approach would be to model each operator type separately and use them collectively through selective composition to model entire query plans. We describe this method in Section 6.1.2 and compare the relative advantages and drawbacks of the two approaches in Section 6.1.3. Next, in Section 6.1.4, we introduce a “hybrid” modeling approach that combines the fine and coarse grained modeling methods to form a highly accurate and general QPP approach.

6.1.1 Plan-level Modeling

In the plan-level modeling approach, the performance of a query is predicted using a single prediction model. We use the features presented in Table 6.1 for building plan-level models. This set of features contains query optimizer estimates such as operator cardinalities and plan execution costs together with the occurrence count of each operator type in the query plan.

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>p_tot_cost</td>
<td>Estimated total plan cost</td>
</tr>
<tr>
<td>p_st_cost</td>
<td>Estimated plan start cost</td>
</tr>
<tr>
<td>p_rows</td>
<td>Estimated number of output tuples</td>
</tr>
<tr>
<td>p_width</td>
<td>Estimated average size of an output tuple (in bytes)</td>
</tr>
<tr>
<td>op_count</td>
<td>Number of query operators in the plan</td>
</tr>
<tr>
<td>row_count</td>
<td>Estimated total number of tuples input and output to/from each operator</td>
</tr>
<tr>
<td>byte_count</td>
<td>Estimated total size (in bytes) of all tuples input and output</td>
</tr>
<tr>
<td>&lt;operator_name&gt;_cnt</td>
<td>The number of &lt;operator_name&gt; operators in the query</td>
</tr>
<tr>
<td>&lt;operator_name&gt;_rows</td>
<td>The total number of tuples output from &lt;operator_name&gt; operators</td>
</tr>
</tbody>
</table>

Table 6.1: Features for plan-level models. p_st_cost refers to the cost of query execution until the first output tuple. <operator_name> refers to the query operators such as Limit, Materialize and Sort.

As mentioned in Section 2, in general we need to address two main challenges when
using model-based learning techniques. The first problem, *model selection*, is the process of picking the right prediction model for the given task and data set. As discussed before, it is not possible in general to identify the most accurate prediction model without training and testing multiple models. In our study, we show results with two types of prediction models for plan-level modeling: a regression variant of Support Vector Machines (SVMs) [21] and Kernel Canonical Correlation Analysis (KCCA) [11, 5] (also used in [41] for QPP). Both model types provided high accuracy in our experiments. We note that all of the approaches we present here are model-agnostic and can readily work with different model types.

The second problem, *feature selection*, deals with the issue of choosing the most predictive features for modeling the target variable(s) from the available set of features. Feature selection does not need to be performed for all types of prediction models. For instance, in our case we perform feature selection for SVMs but not for KCCA as it performs dimensionality reduction as part of its operation. However, for many model types feature selection is an important problem. In our experiments, we frequently observed that SVM models using the full set of features given in Table 6.1 performed less accurately than models with smaller number of features. For building SVM-based models, we use the intelligent model building algorithm described in Section 5.3.4. This algorithm starts by building models using a small number of features, and iteratively creates more complex and accurate models by adding features in order of correlation with the target variable (i.e., query execution time).

Once a plan-level prediction model is built and stored (i.e., materialized), it can be used to estimate the performance of new incoming queries based on the query-plan feature values that can be obtained from the query optimizer without executing the query.

### 6.1.2 Operator-level Modeling

We now introduce a finer-grained approach to QPP: operator-level modeling. Unlike the plan-level approach, which uses a single prediction model, the operator-level technique relies on a collection of models that are selectively composed for end-to-end query performance prediction. In the operator-level modeling approach, two separate prediction models are
built for each query operator type:

A **start-time model** is used for estimating the time spent during the execution of an operator (and in the sub-query plan rooted at this operator) until it produces its first output tuple. This model captures the (non-)blocking behavior of individual operators and their interaction with pipelined query execution.

A **run-time model** is used for modeling the total execution time of query operators (and the sub-plans rooted at these operators). Therefore, the run-time estimate of the root operator of a given query plan is the estimated execution time for the corresponding query.

To illustrate the semantics and the use of the start-time model, we consider the *Materialize* operator, which materializes its input tuples either to disk or memory. Assume that in a query tree, the Materialize operator is the inner child operator of a *Nested Loop* join. Although the materialization operation is performed only once, the join operator may scan the materialized relation multiple times. In this case, the start-time of the Materialize operator would correspond to the actual materialization operation, whereas the run-time would represent the total execution time for the materialization and scan operations. In this manner, the parent Nested Loop operator can use the start-time and run-time estimates to form an accurate model of its own execution time. This technique also allows us to transparently and automatically capture the cumulative effects of blocking operations and other operational semantics on the execution time.

We used a single, fixed collection of features to create models for each query operator. The complete list of features is given in Table 6.2. This list includes a generic set of features that are applicable to almost all query operators. They can also be easily acquired from most, if not all, existing DBMSs. As in the case of plan-level modeling approach, we use the intelligent model building algorithm from Section 5.3.4 to build accurate prediction models with the relevant set of features. We used multiple linear regression (MLR) models for modeling the query operators. In addition to performing accurately in our experiments,
similar to analytic cost models MLR models are intuitive and easily interpretable.

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>np</td>
<td>Estimated I/O (in number of pages)</td>
</tr>
<tr>
<td>nt</td>
<td>Estimated number of output tuples</td>
</tr>
<tr>
<td>nt1</td>
<td>Estimated number of input tuples (from left child operator)</td>
</tr>
<tr>
<td>nt2</td>
<td>Estimated number of input tuples (from left right operator)</td>
</tr>
<tr>
<td>sel</td>
<td>Estimated operator selectivity</td>
</tr>
<tr>
<td>st1</td>
<td>Start-time of left child operator</td>
</tr>
<tr>
<td>rt1</td>
<td>Run-time of left child operator</td>
</tr>
<tr>
<td>st2</td>
<td>Start-time of right child operator</td>
</tr>
<tr>
<td>rt2</td>
<td>Run-time of right child operator</td>
</tr>
</tbody>
</table>

Table 6.2: Features for the operator-level models. Start time refers to time spent in query execution until the first output tuple is produced.

The individual operator models are collectively used to estimate the execution latency of a given query by selectively composing them in a hierarchical manner akin to how optimizers derive query costs from the costs of individual operators. That is, by appropriately connecting the inputs and outputs of prediction models following the structure of query plans, it is possible to produce predictors for arbitrary queries.

In Figure 6.2, we illustrate this process for a simple query plan consisting of three operators. The performance prediction operation works in a bottom-up manner: each query operator uses its prediction models and feature values to produce its start-time and run-time estimates. The estimates produced by an operator are then fed to the parent operator, which uses them for its own performance prediction.

### 6.1.3 Plan- versus Operator-level Modeling

The premise of the plan-level approach is that queries with similar feature vectors will have similar query plans and plan statistics, and therefore are likely to exhibit similar behavior and performance. Such an approach is specifically targeted to static workload scenarios where the queries in the training and test phases have similar execution plans (e.g., generated from the same query templates or from the same user program).
Figure 6.2: Operator-level query performance prediction: operator models use operator-level features together with the predictions of child operators for performance prediction.

Furthermore, this approach is based on the correlation of the query execution plans and statistics with the query execution times. This correlation is used directly in mapping query-plan based features to execution performance. The high-level modeling approach used in this case therefore offers the ability to capture the cumulative effects of a set of hidden lower level factors, such as operator interactions during query processing, on the query execution times with a single, low complexity model.

The plan-level approach, however, is prone to failure in some common real-world scenarios. A significant problem exists in the case of dynamic query workloads where queries with unforeseen execution plans are frequently observed. Even worse, there can also be problems in static query workloads. As the feature values only represent a limited view of a query plan and its execution, it is possible that different queries can be mapped to very similar feature values and therefore be inaccurately modeled. While it is unlikely for completely different queries to be mapped to identical features, similar queries can sometimes have different execution performance. For instance, increasing the number of time consuming aggregate operations in a query will not significantly change its feature vector, but may highly increase its execution time. Adding more features (e.g., number of aggregates and
constraints) to the model would alleviate such issues, however, each added feature would also increase the size of the required training data.

By using multiple prediction models collectively in a hierarchical manner, the operator-level prediction method is able to produce performance predictions for arbitrary queries. Therefore, it is a more general approach compared to the plan-level method and has the potential to be more effective for dynamic query workloads where unforeseen query plan structures are common.

On the downside, the operator-level prediction method may suffer from drawbacks similar to those that affect analytical cost estimation methods (as both methods rely on low-level operator-based models). A key problem is that the prediction errors in the lower levels of a query plan are propagated to the upper levels and may significantly degrade the end prediction accuracy.

Another potential problem is that the concurrent use of multiple resources such as CPU and disk may not be correctly reflected in the operator-level (or the analytical) models. For instance, a query could be simply performing an aggregate computation on the rows of a table that it sequentially scans from the disk. If the per-tuple processing takes less time than reading a tuple from the disk, then the query execution time is approximately the same as the sequential scan time. However, if the processing of a tuple takes longer than reading it from the disk, then the execution time will be closer to the processing time. As such, the interactions of the query execution system and the underlying hardware/software platforms can get quite complex. In such cases, simple operator-level modeling approaches may fall short of accurately representing this sophisticated behavior. Therefore, in static query workloads where training and testing queries have similar plan structures we expect the high-level information available in the plan-level approach to result in more accurate predictions.
6.1.4 Hybrid Modeling

In hybrid query performance prediction, we combine the operator- and plan-level modeling techniques to obtain an accurate and generally applicable QPP solution. As discussed, this is a general solution that works for both static and dynamic workloads. We note that as long as the predictive accuracy is acceptable, operator-level modeling is effective. On the other hand for queries with low operator-level prediction accuracy, we learn plan-level models for the inaccurately modeled query sub-plans and compose both types of models to predict the performance of the entire plan. We argue, and later also experimentally demonstrate that this hybrid solution indeed combines the relative benefits of the operator-level and plan-level approaches by not only retaining the generality of the former but also yielding predictive accuracy values comparable or much better than those of the latter.

**Hybrid QPP Example:** To illustrate the hybrid method, we consider the performance prediction of an example TPC-H [93] query (generated from TPC-H template-13), whose execution plan is given in Figure 6.3. This plan is obtained from a 10GB TPC-H database installed on PostgreSQL. As we describe in detail in the Experiments section, we build operator-level models on a training data set consisting of example TPC-H query executions. When we use the operator-level models for performance prediction in this example query, we obtain a prediction error (i.e., $\frac{|true\ value - \ estimate|}{true\ value}$) of 114%. Upon analysis of the individual prediction errors for each operator in the query plan, we realized that the sub-plan rooted at the `Materialize` operator (the highlighted sub-plan in the figure) is the root cause of the prediction errors in the upper level query operators. The operator-level model based prediction error for the materialization sub-plan is 97%.

In the hybrid approach, we build a separate plan-level model for the highlighted sub-plan. The model is trained using the occurrences of this sub-plan in the training data. The hybrid method uses the plan-level model to directly predict the execution performance of the materialization sub-plan, while the rest of the prediction operations is unchanged, i.e., performed with the operator-level models. The prediction errors obtained with the hybrid
Figure 6.3: **Hybrid QPP example:** plan-level prediction is used for the highlighted sub-plan together with operator-level prediction for the rest of the operators to produce the end query performance prediction.

The new overall prediction error for this example query drops down to 14%.

Given a training data set consisting of example query executions, the goal of the hybrid method is to accurately model the performance of all queries in the data set using operator-level models together with a minimal number of plan-level models. In this way, we maximize the applicability of the operator-level models in query performance prediction and maintain high prediction accuracy with the integration of plan-level models.

The hybrid performance prediction method is described in Algorithm 2. The algorithm starts by building prediction models for each query operator based on the provided training data. The accuracy of operator-level prediction is then estimated by application on the training data (e.g., either through cross-validation or holdout test data). Next, the algorithm tries to increase the QPP accuracy by building and testing plan-level models.
Each plan-level model is used for directly modeling the performance of a specific query plan (or sub-plan). In a query plan with \( N \) operators, there is a maximum of \( N - 1 \) sub-plans (e.g., in a chain of operators) for plan-level modeling. Then a training data set with \( M \) queries can have \( O(MN) \) candidate sub-plans for modeling.

In theory, we could build and test plan-level models for each distinct sub-plan (with at least a minimum number of occurrences in the training data set) and try to find a minimal subset of these models for which the prediction accuracy is sufficiently high. However, this would require a large amount of time since (i) we need to build and test models for all candidate sub-plans, and (ii) the prediction accuracy of each subset of models (in increasing sizes) needs to be separately estimated with testing.

Instead, we propose heuristics that iteratively build a collection of plan-level models to maximize the expected predictive accuracy. In each iteration, a new plan-level model is built, tested and added to the model set, if it improves the overall prediction accuracy (by more than a threshold value, \( \epsilon \)). The models are chosen, built and tested according to plan ordering strategies. We consider the following strategies for the hybrid approach:

**Size-based:** order the plans by size (in increasing number of operators).

The size-based strategy considers generating models for smaller plans before larger ones. This strategy is based on the fact that smaller plans occur more frequently (since by definition all sub-plans of a large plan are at least as frequent) in any data set, and therefore models for smaller plans are more likely to appear in future unforeseen queries. In case of a tie involving two plans with the same size, the more frequent plan is given priority.

**Frequency-based:** order the plans in decreasing occurrence frequency.

The frequency-based strategy is similar to the size-based strategy except that it directly uses the occurrence count of a plan from the training data for ranking. In case the occurrence count is same for two plans, smaller plans are considered first. An important difference from the size-based strategy is that when a large plan has
Algorithm 2 Hybrid Model Building Algorithm

**Input:** data = example query executions  
**Input:** strategy = plan selection strategy  
**Input:** target\_accuracy = target prediction accuracy  
**Output:** models = prediction models  
**Output:** accuracy = estimated prediction accuracy

1. models = build\_operator\_models(data)  
2. [predictions, accuracy] = apply\_models(data, models)  
3. candidate\_plans = get\_plan\_list(strategy, data, predictions)  
4. while accuracy ≤ target\_accuracy and not stop\_condition() do  
5.  
6. plan = get\_next(strategy, candidate\_plans)  
7.  
8. if new\_accuracy − ϵ ≤ accuracy then  
9.  
10. else  
11. models = models ∪ plan\_model  
12. candidate\_plans.update(predictions, plan\_model)  
13. accuracy = new\_accuracy

In all of the above strategies, the plans for which (i) the average prediction accuracy with the existing models is already above a threshold, or (ii) the occurrence frequency is too low are not considered in model generation.

In order to create the list of candidate plans (i.e., candidate\_plans) for modeling, we traverse the plans of all queries in the training data in a depth-first manner in function get\_plan\_list. During the traversal, this function builds a hash-based index using keys based on plan tree structures. In this way, all occurrences of a plan structure are hashed.

a high occurrence frequency, the frequency-based strategy will consider modeling its sub-plans sequentially before considering other plans.

**Error-based:** order the plans in decreasing value of occurrence frequency × average prediction error.

The error-based strategy considers plans with respect to their total prediction error across all queries in the training data. The assumption is that more accurate modeling of such high error plans will more rapidly reduce the overall prediction error.
to the same value and metrics required by the heuristic strategies such as the occurrence frequency and average prediction error can be easily computed.

When a new plan-level model is added to the set of chosen models (i.e., models), the candidate plan list needs to be updated with the new prediction errors and occurrence frequencies for all plans. The occurrence frequency of a plan $p$ will change with the addition of a new model when the plan for the added model contains $p$ as a sub-plan (since such occurrences of $p$ are consumed by the newly added model).

We can efficiently identify the set of plans for which the prediction errors or the occurrence frequencies might change with the addition of a model as follows: In the hash-based index built by the get_plan_list function, we also store the identifiers for the corresponding queries (which own the plans). As such, when a new model is added, the only plans that need to be updated are the plans that can be applied to one or more of the queries that the newly added plan is also applicable.

Finally, in cases where the target accuracy is unachievable, a maximum number of iterations can be used as a stop condition to terminate the algorithm. Other variations for the stop condition, such as setting a maximum number of iterations without accuracy improvement, are also possible but not evaluated in this study.

### 6.2 Online Model Building

In dynamic query workloads where queries with unforeseen plan structures are present, the plan-level performance prediction method performs poorly due to lack of good training data. The operator-level and the hybrid prediction methods are designed to be much more applicable to unforeseen plan structures. In addition, the hybrid method will utilize its plan-level models as much as possible to provide accuracy levels much higher than those achievable through pure operator-level modeling.

The prediction accuracy of the hybrid approach in dynamic workload scenarios depends on the applicability of its plan-level models in future queries. As a case study, we analyze
the generated execution plans for the TPC-H query workload on a 10GB TPC-H database running on PostgreSQL. In Figure 6.4(b), we show the most common sub-plans within the execution plans of queries generated from the 14 TPC-H templates for which we could use operator-level prediction techniques in our experiments (See Experiments Section for more details.). Our key observations for this data set include:

(1) Smaller sub-plans are more common across the TPC-H query plans (see Figure 6.4(a)).

(2) The plans for the queries of each TPC-H template (except template-6) share common sub-plans with the plans of queries of at least one other TPC-H template (see Figure 6.4(c)).

These observations suggest that for the TPC-H workload: (i) it is possible to create plan-level models based on the execution plans for the queries of a TPC-H template and utilize them in the performance prediction of queries from other TPC-H templates, and (ii) the size-based plan ordering strategy discussed in Section 6.1.4 will likely achieve higher applicability compared to the other strategies in the dynamic workload case.

However, the hybrid approach may fail to increase the prediction accuracy for dynamic workloads in some cases. For example, the prediction errors for some unforeseen query plans may not originate from the common sub-plans, and as a result, plan-level models from the training data cannot reduce the error. In other cases, the common sub-plans could actually be the source of prediction errors, but the plan-ordering strategies may not necessarily choose to build plan-level models for them. For instance, some applicable plan-level models may be discarded, because they did not improve the prediction accuracy in training.

To address these issues, in the online modeling technique, we build new plan-level models for performance prediction at run-time upon the receipt of a query. We initially produce predictions with the set of existing models, and then update our results after new plan-level models are built for the received query.

Online model building is performed similarly to offline model building described for the hybrid method. However, in the online case, the set of candidate plans are generated based
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Figure 6.4: Analysis of common sub-plans for the execution plans of queries generated from 14 TPC-H Templates.

on the set of sub-plans of the execution plan for the newly received query. The online building of plan-level models guarantee that if the execution plan for a test query has a common sub-plan (with high prediction error) with the queries in the training data, then a plan-level model will be built and used for its prediction (if a plan-level model with better estimated accuracy than the operator-level prediction method exists).
6.3 Experiments

6.3.1 Setup

In our experiments we use the TPC-H decision support benchmark [93] (implemented on top of PostgreSQL) to generate our query workload and Longview for the modeling and prediction tasks. The details are presented below.

*Database Management System.* We use an instrumented version of PostgreSQL 8.4.1. The instrumentation code monitored the described set of features and performance metrics from query executions; i.e., for each query, the execution plan, the optimizer estimates and the actual values of features as well as the performance metrics were logged.

*Data sets and workload.* We created 10GB and 1GB TPC-H databases according to the specification. The primary key indices as indicated in the TPC-H specification were created for both databases. We enforced a limit of one hour execution time (per query) to keep the overall experimentation duration under control. This resulted in 18 of the 22 TPC-H templates being used, as the remaining 4 templates always took longer than 1 hour to execute in the 10GB case.

There are approximately 55 queries from each template in both databases. With the 1GB database, all queries finish under an hour and the data set contains 1000 queries. On the other hand, with the 10GB database only 17 of the queries from template-9 finished within an hour, so we have 17 template-9 queries in the 10GB data set. Thus, the resulting 10GB data set we used contains 960 queries.

*Hardware.* Unless stated otherwise, all the queries were executed on a single commodity desktop with 4GB RAM running Linux kernel 2.6.28 and the database buffer pool size was set to 1GB (25% of the total RAM as the rule of thumb). All queries were executed sequentially with cold start (i.e., both filesystem and DB buffers were flushed before the start of each query).

*Predictive models.* In our experiments, we relied on the prediction functionality of Longview. All prediction operations were performed using Longview and its integrated
prediction models. For plan-level modeling, we used Support Vector Machines (available from the libsvm library [21]) with the nu-SVR kernel for support-vector based regression and the Kernel Canonical Correlation Analysis (KCCA) method. We implemented KCCA using GSL, the GNU Scientific library. On the other hand, for operator-level QPP we used Multiple Linear Regression based models available from the Shark machine learning library [56]. All models were integrated to the database as user defined functions or libraries. Our algorithms were implemented as a combination of C-based user-defined functions in PostgreSQL and as external applications written in C++ and Python. The feature selection algorithm, described in Section 5.3.4, was used to build accurate prediction models using a small number of features.

**Metrics and validation.** We use the mean relative error as our metric for prediction error:

\[
\text{Mean Relative Error} = \frac{1}{N} \sum_{i=1}^{N} \frac{|\text{actual}_i - \text{estimate}_i|}{\text{actual}_i}
\]

This metric is useful when we would like to minimize the relative prediction error in all queries regardless of their execution time. Non-relative error metrics such as the mean square error would be better for minimizing the absolute difference (or its square) in actual and predicted execution times. Other popular metrics include \(R^2\) and predictive risk [41]. These metrics measure the performance of the estimates with respect to a point estimate (i.e., the mean). As such, in many cases, they can have deceptively low error values even when the actual estimates have high error, as these metrics depend on the scale and statistical characteristics of the entire data set.

Our results, except for the dynamic workload cases, are based on 5-fold cross validation (Chapter 2). That is, the data is divided into 5 equal-sized parts, 4 of which are used to build models for prediction on the remaining part. This process is repeated 5 times, hence all parts are used in testing. The reported prediction accuracy is the average of the
individual accuracy values from the testing of each cross-validation part. We used *stratified sampling* for dividing the data into 5 parts to ensure that each part contains roughly equal number of queries from each template.

### 6.3.2 Prediction with Optimizer Cost Models

We start with results showing predictions on top of analytical cost models used by conventional optimizers are non-starters for QPP. Specifically, we built a linear regression model to predict the query execution times based on the query optimizer cost estimates. Overall, the maximum relative error is 1744%, the minimum relative error is 30% and the mean relative error is 120%\(^1\).

To provide more intuition into the reasons, we show the optimizer costs versus the query execution times for a subset of the queries (a stratified sample) on the 10GB TPC-H data set in Figure 6.5. Observe that the lower left and lower right data points correspond to queries with roughly the same execution times, even though their cost estimates have a magnitude of difference. Similarly, the data points on the lower and upper right corners are assigned roughly identical plans costs by the optimizer but differ by two orders of magnitude in their execution times.

In this setup, most queries are I/O intensive. We expect this to be the ideal case for predicting with analytical cost models. The reason is that optimizer cost models generally rely on the assumption that I/O is the most time consuming operation. Therefore, for CPU intensive workloads, we would expect to see even lower accuracy values.

As a concrete example, consider TPC-H template-1, which includes an aggregate over numeric types. We noticed that evaluating aggregates over numeric types can easily become the bottleneck, because arithmetic operations are performed in software rather than hardware. As such, introducing additional aggregates to a query can significantly alter the execution time even though the volume of I/O (and hence the predictions with the cost

\(^1\)In this case, the predictive risk [41] is about .93, which is close to 1. This result suggests that it performs much better compared to a point estimate, although the actual relative errors per query as we reported are high.
model) remains approximately constant.
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Figure 6.5: Optimizer Cost vs Query Execution Time (log-log plot)

6.3.3 Predicting for Static Workloads

Results for the plan-level and operator-level prediction methods both for the 10GB and 1GB TPC-H scenarios are given in Figure 6.6 and 6.7. These results were obtained using estimate-based features for building models in training and for prediction in testing. The use of actual (observed) values for features is discussed in Section 6.3.3.

Plan-level Modeling

Plan-level prediction is performed on all the 18 TPC-H templates. Overall, using SVMs we obtained on average 6.75% and 17.43% prediction errors for the 10GB and 1GB databases, respectively (Figure 6.6(a)-(c)). The prediction errors with KCCA modeling in the same scenarios were 2.1% and 3.1% (Figure 6.6(d)-(f)). The high accuracy results imply that plan-level modeling can be very effective for static workloads.

To shed some light on the difference in accuracy between the two model types, here we briefly describe the characteristics of these two models. With SVM-based regression, the
general approach is to map the query features to a high dimensional space (using a non-linear mapping) and perform linear regression in that space. In KCCA, the query features and the target values are projected to separate subspaces such that their projections are maximally correlated. Prediction with KCCA is then performed using a nearest neighbor strategy. As such the predictions of KCCA use all of the training data, whereas SVM results are only based on a subset of the points (support vectors). While SVM performs regression to produce its estimates, KCCA is a nearest neighbor approach. In addition to the feature selection used in SVMs and the tuning of the meta model parameters that affect training, we think that the described difference between the model types is also important. As such, we will see that SVM-based regression modeling will generalize better than KCCA to dynamic workload scenarios.

With SVM-based modeling, queries from template-9 stand out as the worst predicted set of queries. We note that template-9 queries take much longer than the queries of the other templates. As the number of instances of template 9, and therefore of longer running queries, is relatively few in both data sets, the prediction models may not fit well. To alleviate this problem, we built a separate SVM model for template-9 for the 10GB case, which reduced its error down to 7%.

In addition, prediction for the 1GB database is a harder problem, as the respective ratios of the standard deviation to the average execution time of queries is about 2.63 times greater in the 1GB database case then the 10GB case.

Operator-level Modeling

We now show operator-level prediction results on 14 of the 18 TPC-H templates\textsuperscript{2}.

For the 10GB case, in 11 of the 14 templates the operator-level prediction method performed better than 20% error (Figure 6.7(a)). For these 11 templates the average error is 7.30%. The error, however, goes up to 53.92% when we consider all the 14 templates, a

\textsuperscript{2}The execution plans for the queries of the remaining 4 templates contain PostgreSQL-specific structures, namely INITPLAN and SUBQUERY, which lead to non-standard (i.e., non tree-based) execution plans with which our current operator-level models cannot cope at present.
Figure 6.6: Static workload experiments with plan-level modeling using SVMs and KCCA in 1GB and 10GB TPC-H databases. The error values in bar-plots are capped at 50%. Error values greater than 50% are printed next to the bars.
significant degradation.

For the 1GB scenario, we show the results of operator-level prediction for the 14 TPC-H templates in Figure 6.7(c). In this case, for 8 of the templates the average error is below 25% and the mean error is 16.45%. However, the mean error for all the 14 TPC-H templates is 59.57% (slightly larger than the 10GB case).

We see that operator-level prediction produces modest errors for many cases, but also does perform poorly for some. We analyzed the set of templates that belongs to the latter case, and noticed that they commonly exhibit one or more of the following properties:

- (Estimation errors) the optimizer statistic estimates are significantly inaccurate.
- (I/O-compute overlap) there is significant computation and I/O overlap in the query. The end-effect of such concurrent behavior on execution time is difficult to capture due to pipelining.
- (Operator interactions) The operators of the same query heavily interact with each other (e.g., multiple scans on the same table that use the same cached data).

Next, we discuss the practical impact of statistics estimation errors on model accuracy. We then turn to the latter two issues that represent the fundamental limitations of operator-level modeling; that is, such models learn operator behavior “in isolation” without representing the context within which they occur.

**Impact of Estimation Errors**

We tried all the combinations of actual and estimate feature values for training and testing for (SVM-based) plan-level and operator-level prediction. The results are given in Figure 6.8(a) for the 10GB scenario. For further detail, we also show the prediction errors grouped by TPC-H templates in Figure 6.8(b) for the actual/actual case and plan-level prediction (over the 10GB scenario). These results are to be compared with those in Figure 6.6(a).
Figure 6.7: Static workload experiments with operator-level prediction methods using 1GB and 10GB TPC-H databases. The error values in bar-plots are capped at 50%. Error values beyond the limits of the plots are printed on the bars.
Unsurprisingly, the best results are obtained in the actual/actual case (i.e., training and testing with actual feature values), which is not a viable option in practice due to the unavailability of the actual feature values without running the queries. The next best results are obtained with the estimate/estimate option (i.e., training and testing with estimated feature values), the option that we used in the rest of the paper. Finally, the results obtained with actual/estimate (i.e., training on actual values and testing on estimates) are much worse than the other two, primarily due to optimizer estimation errors that are not taken into account during training.

To provide a sense of the magnitude of the estimation errors made by the optimizer,
consider template-18, which is one of the templates that exhibit the biggest error in operator-level prediction with actual/estimate model building. Instances of template-18 include the following `group by` clause on table `lineitem`:

```
group by l_orderkey having sum(l_quantity) > 314
```

There are 15 million distinct `l_orderkey` values in `lineitem` (out of approximately 60 million tuples). The estimated number of groups satisfying `sum(l_quantity) > 314` is 399521, whereas the actual number is 84. The PostgreSQL query optimizer computes this estimate using histograms (with 100 bins) for each column based on the attribute independence assumption. The results are later fed into a Hash-Semi-Join, whose cost estimate is correspondingly very much off the mark.

Comparing the actual/actual against the estimate/estimate results, we observe that optimization estimate errors lead to, perhaps surprisingly, only a modest degradation in prediction accuracy. This result is due to the ability of the models to also integrate error corrections during learning. Thus, while better estimations generally mean better results, it is possible to produce highly accurate predictions even with rather mediocre estimations (as in the case of PostgreSQL).

**Hybrid Prediction Method**

We now present comparative results of the three plan ordering strategies (see Section 6.1.4) discussed for offline hybrid model selection. The results, shown in Figure 6.9, were obtained with the 14 TPC-H templates used in operator-level modeling and the 10 GB database.

As described earlier, we first create an ordered list of query sub-plans based on the chosen plan ordering strategy, leaving out sub-plans with average error lower than a given threshold (.1 in this experiment) for the size-based and frequency-based strategies. Then, at each iteration (x-axis), we create a (SVM-based) model for the next plan in the ordered list, add this model to the current model set and then re-evaluate predictive error on the
test workload (y-axis). The step behavior is observed when a newly created model decreases the error.

We observe that the size-based and error-based strategies quickly reduce the error rate. The size-based strategy takes longer to reach the minimum error level, as in some cases larger sub-plans should be modeled for reducing the error and it takes time for this strategy to reach those plans.

The frequency-based strategy initially takes longer to reduce the error. The reason is that this strategy can easily get stuck in a relatively large sub-plan that has a high occurrence rate, since it needs to explore all the sub-plans involved in the larger sub-plan (starting from the smallest sub-plan) until it decreases the error rate. As discussed earlier, all such sub-plans are by definition at least as frequent, hence need to be explored with this heuristic. Overall, the error-based strategy provides a well balanced solution, quickly and dramatically reducing the prediction errors only with a small number of additional models. We also note that the final accuracy obtained with the hybrid-method approaches to that of the KCCA-based plan-level model.
6.3.4 Predicting for Dynamic Workloads

The results so far have shown that for known, static workloads, plan-level modeling performs well. They have also revealed that hybrid models offer similar accuracy to plan-level models for static workloads. Next, we present results demonstrating that plan-level modeling has serious limitations for unknown or changing workloads, whereas hybrid modeling still continues to provide high accuracy. We also report comparative results for online model building (Section 6.2) that creates custom hybrid models for a given query from the available training data.

For this experiment, we used the 12 templates shown in Figure 6.10, with 11 of them used in training and the remaining for testing. That is for each template we build and test separate prediction models based on the training data of the other templates. The two other TPC-H templates were excluded because they include specific operators exclusively found in those templates, and thus cannot be modeled with our current setup. We show results for KCCA-based plan-level, SVM-based plan-level, operator-level, hybrid (with error-based and size-based strategies), and online modeling algorithms.

As expected, plan-level models perform poorly across the board and thus do not offer
much value in the presence of dynamic workloads. However, SVM-based plan-level modeling performs significantly better than the KCCA-based approach. We also observe that the online (hybrid) modeling algorithm performs best in all cases, except for template-7. Further investigation reveals that the training data lacks a specific sub-plan that is the root cause of the error on template-7. These results confirm the ability of online modeling to identify the models that are very likely to help by utilizing the knowledge of a given query plan. Such models can be eliminated by offline strategies if they do not help improve training accuracy.

Another interesting observation is that the size-based hybrid strategy performs somewhat better than the error-based strategy in these experiments. This can be explained by the ability of the former to favor models for smaller sub-plans that are more likely to occur in unseen queries.

6.3.5 Platform Independence

In this experiment, we apply our QPP techniques on a different hardware platform to demonstrate its applicability in different environments. We show results from a 10GB TPC-H experiment executed on a 2.8GHz machine with 8GB RAM running Linux kernel 2.6.31. The database buffer pool size was set to 2GB. We used the same set of queries that were previously used in the 10GB experiment. Plan-level prediction results (following a static workload scenario) using SVMs and KCCA are shown in Figure 6.11(a) and 6.11(b) respectively.

The average prediction errors are slightly lower than the errors obtained in the previous 10GB experiment (see Figure 6.6). On this new hardware platform the TPC-H queries execute faster than on the previous platform. For instance, template-9 queries finish under 20 minutes instead of an hour. As such the query run times are less divergent. This is because of the higher disk speed in the new platform, 83MB/sec sustained read rate (versus the 55MB/sec read rate before) as well as the faster CPU and increased RAM size. In addition, there is much less variance on the execution times of queries in this setup.
We attribute this to the higher disk speed and to the increased RAM size in the new platform. Since 80% of the database can fit into memory, the number of duplicate reads from the disk are significantly reduced (due to the filesystem and database caches). The lower variance of query execution times observed in this data set enables improved accuracy on the predictions.

In Figure 6.12, we show QPP results (based on the static workload scenario) using
hybrid modeling with different plan ordering strategies. As before, the error-based strategy reduces the prediction error faster than the other strategies. While the error and frequency-based strategies converge to the same prediction error, the size-based method resulted in a slightly higher error value. This is possible since each plan-ordering strategy considers plan-level models in different order and the initially chosen models may cause the later plan-level models to be discarded. Finally, we note that the accuracy obtained with the hybrid prediction method (using SVM-based plan-level models) is higher than the accuracy of SVM-based plan-level modeling and close to the accuracy of KCCA-based plan-level model.
Chapter 7

Related Work

7.1 Machine Learning and Data Mining

7.1.1 Computational Learning

Learning algorithms have been studied for a long time in the statistics and applied math fields and more recently in machine learning and data mining areas. While statistics research mostly focused on the question of “What conclusions can be inferred from a data set?”, machine learning and data mining research also focused on the applications and the computational side (i.e., tractability / intractability) of the question [75].

Research on learning produced a very large set of algorithms based on different assumptions and a variety of statistical techniques. The produced methods have been applied to a large set of applications such as computer vision [39], speech recognition [60], information retrieval [69] and bioinformatics [14]. For a summary of popular learning algorithms, including regression methods, classification techniques, neural networks, kernel-based methods and graphical models see [57, 15, 74, 51, 82]. [18] provides a good, practical introduction to time-series forecasting and [44, 68] provide a comprehensive survey of the area.

There is substantial work in the broad area of both database and stream mining of time-series data (see [50, 95] for a general overview), especially on similarity search and pattern matching (e.g., [36, 81, 43, 102, 62]). The data mining field also contains a large
body of work on relevant sub-problems such as prediction, anomaly detection, forecasting, event prediction, and feature selection (e.g., [6, 64, 46, 98, 49, 70]).

### 7.1.2 Learning Packages

There are several open-source and commercial machine learning libraries and applications (see [38]) that provide a number of features. Weka [95] is an open source data mining library implemented in Java. It contains a large variety of classification, regression, clustering and visualization tools for data analysis. R [85] is a highly-extensible and widely used language and environment for statistical programming. It offers a wide range of integrated statistical and graphical techniques. RapidMiner [86] is an open-source system for data mining that can be integrated into applications or used as a standalone application. MATLAB [72] and Mathematica [90] are scientific computing platforms that both offer statistics solutions supporting a highly rich set of algorithms and visualization methods.

While most machine learning packages can use the database as a backend data source, they are not at all integrated with databases. This significantly limits their ease of use, scalability and efficiency; especially in large scale applications. Furthermore, none of these products provide continuous prediction capabilities over streaming data. In this thesis, we argued that the tight integration of models and data in the same system alleviates these performance and usability issues and could potentially change the way people build predictive, data-intensive applications.

### 7.1.3 Database Support for Models

Major commercial databases support predictive modeling tools (e.g., Oracle Data Mining tools [80], SQL Server Data Mining [73] and DB2 Intelligent Miner [54]). These allow users to invoke model instances (akin to stored procedures) on database tables using simple SQL extensions (e.g., the FORECAST clause in the Oracle). Some of these systems, such as the MSSQL Server, also provide graphical interfaces for their predictive analysis functionality.

In most cases, the provided predictive functionality lacks high-level capabilities (e.g.,
feature selection) and easy programmability. The integration of prediction models with the database does not go beyond the ability to run the models on database tables. Our system provides a tighter model integration and increased usability.

7.2 Probabilistic Databases and Uncertainty

There is extensive prior work on uncertain data management and probabilistic query processing [30, 13, 8]. These studies focus on the representation of uncertain data, generally rely on the possible worlds semantics, and aim to develop efficient query execution techniques over the proposed succinct data representations.

One example is the BayesStore [94] system, which is a probabilistic data management system that considers statistical models, data and inference algorithms as first-class citizens. Similar to our work, BayesStore also promotes the prediction operations and statistical models as part of the database operations. However, the problem of handling uncertain data within the possible worlds framework is an important but orthogonal problem to our work. In our study, we rely on statistical models to extract information from and perform inference using the existing data in a database system.

Both continuous and discrete probabilistic models have been used to represent imprecision and uncertainty (e.g., [26, 12]). There is also some existing work on statistical estimation of aggregation queries using random samples, such as in statistical databases [32] and online aggregation [52].

7.3 Model-based Data Management and

Query Processing

MauveDB [34] is one of the inspirations for our predictive database system. The former supports model-based views defined using statistical models (e.g., a regression-based view) instead of standard SQL queries for a variety of purposes including cleaning, interpolation and prediction. MauveDB pushes the statistical modeling into the database system in order
to efficiently process and manage data (especially sensor data). In our system, we push the envelope significantly further for time-series forecasting models by treating models as first-class citizens with optimized training and model selection, as well as novel optimization techniques such as materialized models, and staged processing.

Of particular relevance to our work is the Fa system [35] that supports both one-time and continuous declarative forecasting queries on time-series data sets. Fa discusses the various stages of model building and selection and introduces efficient execution strategies. Fa also describes incremental and shared computation techniques for the feature selection process in model building. In our work, we have not yet studied the optimization opportunities for feature selection, however such strategies can easily be integrated into our system for improving the model building times. Fa is a solid step towards basic forecasting query execution that works well for a small set of pre-defined models and small data sets. Our work is a substantial super-set; we scale up forecasting through novel cost-based optimization techniques such as model materialization, staged optimizations and also focus on integrating models as first-class citizens.

Probabilistic inference on BNs is discussed in [57, 15, 82]. Wong et al. [97, 96] discussed how to implement the probabilistic inference methods within the database engine using an extended relational model. The product-join operator was also introduced in the same study. More recent work built on these results and discussed how to support and optimize BN-based inference queries inside a traditional database engine [17]. Other studies (e.g., [61]) used BNs in conjunction with databases for inference on streaming data. However, these are off-database approaches, as the probabilistic models are usually handled outside the DB engine.

In [63, 87], authors work on the problem of efficient processing of Markovian streams where Markovian streams are defined as the result of probabilistic inference on a temporal graphical model. For instance, the authors represent the trajectory of a person obtained through an RFID sensor network as a Markovian stream. More recently [63], a variety of access methods for Markovian streams are presented. One of the introduced techniques,
called the Markov Chain Index, is based on an idea similar to our materialization approach for BN-based prediction queries, as it provides efficient access to precomputed joint distributions of distant time steps in the stream.

In [33], the BBQ system, a declarative query processing engine for sensor networks, is described. In BBQ, multivariate Gaussian distributions are used to represent joint probability distributions on the monitored sensor network variables (e.g., temperature on sensor node 7). Users can specify model-based queries to compute range and point predictions as well as average aggregate queries.

7.4 Learning on Big Data

There has been a lot of work on distributed learning techniques within the machine learning and data mining communities [65]. These studies generally focus on parallelizing individual algorithms. For instance, in [45], a parallel version of Support Vector Machines (SVMs), called the Cascade SVM, is described. Cascade SVM, divides the data sets into partitions and optimizes each partition separately with multiple SVMs. These results are then combined and processed again using a 'cascade' of SVMs until convergence. However, scaling select machine learning algorithms, often by using very different methods, is not a general solution for scalable learning.

Recently, there has been a growing amount of interest in building more general distributed learning frameworks/solutions that support a variety of algorithms [27, 28, 55]. In [27], authors point out that learning algorithms which follow a Statistical Query Model are easily parallelizable using a small number of sufficient statistics. Examples of such algorithms include linear and multiple regression, k-means clustering, naive Bayes and PCA. The Mahout project [9] is an application of this approach in the well-known Map-Reduce [31] context. The MAD Skills study [28] focuses on similar parallelization methods and their integration within a parallel database system.
7.5 Query Performance Prediction

The query-plan level approach to query performance prediction has recently been studied [41]. In [41], authors consider plan-level query performance prediction using the TPC-DS query benchmark [79] and a customer query workload following the static workload assumption. They report that they can predict individual query execution times within 20% of the actual time for 85% of their test queries. In addition to the query execution time, estimation of other performance metrics such as disk I/O and message bytes is also considered. In this thesis, we focused only on the execution time performance metric. While we can apply our techniques separately for each performance metric, we plan to consider the extension to joint prediction of multiple metrics in future work.

In previous work, machine learning techniques have been used in the context of the database query optimizer [71, 92, 101]. In the learning optimizer project (LEO) [71, 92], model-based techniques have been used to create a self-tuning database query optimizer. The goal in [71, 92] is to produce better execution cost estimates for use in query optimization. The approach taken is to compare the estimates of the query optimizer with the actual values observed during query execution and repair the inaccurate estimates based on the obtained information. In [101], a statistical modeling technique called transform regression is used to create cost models for XML query operators. In addition, new training data can be efficiently integrated into their existing cost models for adapting to changing workloads.

Recently, there have been successful applications of machine learning techniques in system self-management problems. In [40], authors present a statistics-driven modeling framework for data-intensive cloud applications. Kernel Canonical Correlation Analysis (KCCA) predictive modeling techniques are used to make predictions for the execution performance of map-reduce jobs. In [25], a statistics-driven workload generation framework is presented for the purpose of identifying suggestions (e.g., scheduling and configuration) to improve the energy efficiency of map-reduce systems.

In [2, 3] an experimental modeling approach for capturing interactions in query mixes
(i.e., sets of concurrently running queries) is described. Given a query workload, the goal is to come up with a query execution schedule (in terms of query mixes) that minimizes the total execution time. The query interactions are modeled using statistical models based on selectively chosen sample executions of query mixes. In our study, we have not yet considered performance prediction in concurrent query workloads.

Finally, there has also been work on query progress indicators in database systems [22, 66]. Query progress indicators provide estimations on the completion degrees of running queries. Such studies assume that the work done by individual query operators are transparent, i.e., externally visible. While these studies are also closely related to query execution performance, they do not provide predictions for the execution time of queries.
Chapter 8

Conclusions

8.1 Summary

We presented techniques for in-database support of predictive functionality in order to address the usability and performance problems of the currently used off-database design for predictive applications. Specifically, we described techniques to integrate prediction models as first-class entities into database systems and provide declarative predictive functionality to users. We highlighted model management as the key underlying technology and showed that model management can greatly benefit from the well-established optimization and execution methods used for data management in database systems.

We discussed two main strategies for integrating prediction models within database systems: the white-box and black-box methods. In Chapter 4, we studied white-box support of Bayesian Networks and Dynamic Bayesian Networks in a streaming database system. We presented highly efficient and resource-adaptive execution and optimization strategies for prediction queries over the (Dynamic) Bayesian Network models. The type of prediction queries that were considered include classification queries, point and range-based queries, and top-k queries. We used two example applications to illustrate our techniques: Network Intrusion Detection and Software Performance Monitoring. Finally, we have implemented our white-box solutions on top of an open-source database system called H2 [48]
and demonstrated the efficiency and benefits of our system with extensive experimentation.

In Chapter 5, we described black-box support for prediction models in database systems. More specifically, we presented a framework for integrating and using existing implementations of prediction models in database systems. We implemented our techniques for black-box prediction support in Longview, a prototype predictive database system that we built on top of PostgreSQL [83]. Then in Chapter 6, using the Longview system we considered a system-facing predictive application, Query Performance Prediction (QPP), to demonstrate how predictive functionality can be leveraged to implement introspective services in existing systems. In the QPP application, we used predictive modeling techniques to learn query execution behavior at different granularities, ranging from coarse-grained plan-level models to fine-grained operator-level models. Our experimental results using the TPC-H benchmark [93] demonstrated that accurate QPP is possible both in static and dynamic workload scenarios.

Based on our research and experimental results, in this thesis, we argue that next generation database systems should natively support predictive functionality to improve performance, usability and extensibility of predictive applications. Our methods for integrating prediction models in database systems, and optimization and execution techniques for declarative prediction queries form a solid step in this direction. However, there is still much more to research and develop before predictive database systems can actually be useful in deployment. In the next, we outline a variety of these open issues for future investigation.

8.2 Open Challenges

8.2.1 Prediction Query Optimizer

We demonstrated the white and black-box model support techniques in different contexts (streaming vs. traditional). However, the query optimizer in a predictive database system should seamlessly integrate the use of both white-box and black-box prediction models
in query execution. In this way, the prediction query optimizer can compare a variety of prediction models with different characteristics based on their accuracy and efficiency, and choose a specific model for use in prediction. Such an approach paves the way for a more extensive and automated modeling functionality where users only specify the training and test data sets and predictive modeling (i.e., model building and testing) is performed automatically by the system.

In this approach, users are provided with a higher level predictive functionality where the prediction query optimizer is completely responsible for managing prediction models. To this end, the described prediction query optimizer would need to compute efficient execution plans that satisfy the required accuracy levels. Therefore, the planning process for prediction queries also depends on the cost of prediction and training with a prediction model. As such we need estimates of computation and storage costs for prediction models. Given these estimates, an initial attempt at building a prediction query optimizer would be to treat the prediction part of a query as a sub-query with a set of execution plans and associated costs. This simple approach would fit well with the current Dynamic Programming based query plan generators.

Typically, the query optimizer would need to train and test multiple prediction models as part of its plan generation process. However, depending on the size of the training data and the prediction model, the training of a model can take significant time. While this may not be an issue for continuous prediction queries (i.e., plan once, run forever) and offline processing environments, for interactive and exploratory data analysis environments, the query optimization time might be too large for user satisfaction. In such cases, we envision the use of pre-built prediction models. That is, instead of training and testing prediction models on the fly, the query optimizer would first check the set of available prediction models for existing accurate and low-cost models. This would require the database system to build and manage a set of prediction models specifically targeted for the observed query workload. For this purpose, the database system would need to identify the most common prediction attributes from the query workload and then find the set of features that
are highly predictive of those attributes. This process would also include identifying other characteristics of the query workload such as typical interval lengths in range queries, lead times in point-based prediction queries etc.

8.2.2 Optimized Model Training

Depending on the model type and training data set, building a prediction model can be a time consuming process. With the additional requirement of building multiple models for testing prediction accuracy and efficiency, the model training process can easily become the bottleneck in execution of prediction queries. To alleviate the model training problem, previously we discussed the idea of using pre-built prediction models in the plan generation process. We expect significant reduction in planning time for anticipated query workloads with the use of pre-built models. However, model building is still a problem for unpredictable/varying query workloads and the model pre-building phase.

The development of optimization techniques that reduce the I/O requirements of the automated model building algorithm (Section 5.3) are essential, especially for large data sets. The use of well-known optimization and data management techniques from database systems such as (multi-dimensional) indices, (materialized) views and column-based storage methods are expected to be highly applicable for this purpose.

We can also apply additional optimization strategies to the automated model building algorithm. Observe that, at each iteration of the algorithm, several new models are built by adding a feature to the set of features of an existing model. In this case, we can avoid repeated access to disk by combining the multiple read operations into a single operation and building the set of new models in parallel. In many cases, this strategy would significantly reduce the I/O requirements. However, some models create a replica of the training data in memory before building the model. In those cases, this strategy may not be applicable due to the elevated memory use. Such in-memory algorithms are also not usable with large-data sets (larger than memory). We can only use disk-based learning algorithms, online models
(i.e., models that can simultaneously be built as data is being read), and incremental models (i.e., models that are easily updated with new data) with large-data sets.

The described disk access optimization methods are targeted for the I/O intensive cases. However, the training of some prediction models could be CPU-intensive or the parallel building of multiple models could create a CPU-intensive scenario. This is one of the target environments for the use of white-box prediction models as aggressive, model-specific optimizations can be used for computational efficiency. On the other hand, the use of black-box prediction methods limits the available options for optimization. However, sampling-based techniques are still applicable. Sampling can be used to reduce the size of the training data and help reduce both the required computation and disk usage. It is possible to use sampling-based prediction models directly in query execution and also as a method of identifying promising models before prediction models on the entire training data are built.

Until now, all the described optimizations and execution strategies are targeted at improving the performance of modeling and prediction operations on single machines. However, with the increasing size of data sets and the availability of cost-effective cloud computing platforms, the use of distributed learning algorithms and parallel execution strategies is becoming a requirement for the large-scale/big-data applications. We would like to note that most of our techniques would be applicable in distributed environments and immediately benefit from the parallelization opportunities. However, a distributed environment brings additional research opportunities in many areas, e.g., data partitioning, the development and usage of distributed learning algorithms and parallel modeling on multiple nodes. We discussed some of the existing efforts in this direction in related works (Chapter 7).
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