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Preface

In distributed and parallel computing environments, there are many computational prob-
lems that require efficient communication and coordination between the processes. For such
problems there have been proposed several distributed structures, each designed to solve a
particular problem or a class of problems. The distributed structures take into account the
particularities of the specific problems and provide efficient solutions for them.

In this work we study two distributed structures: counting networks and the mesh
network. Counting networks are used for implementing distributed counters; mesh is a
communication network. So far. counting networks have been used for increment opera-
tions only. We demonstrate that counting networks can be extended to support decrement
operations as well. Furthermore. we present new efficient counting network constructions.
For the mesh network we study the communication problem, known as hot-potato routing.
and we provide novel algorithms for the class of hot-potato algorithms known as “greedy.”

Although counting networks and the hot-potato routing in the mesh are used for different
purposes, their underlying distributed structures share a common characteristic: the basic
structural elements contain a very limited amount of memory. Specifically, in counting
networks each structural element contains either a single bit of information or a small
number of bits; in the mesh, with greedy hot-potato routing, each node doesn’t have any
amount of memory for storing communication packets in transit.

The present thesis is structured as follows. The first chapters are devoted to counting
networks; while the last ones to hot-potato routing in the mesh. In particular, in Chapters
1,2, 3, and 4 we study counting networks, and in Chapters 5, 6 and 7 we study hot-potato

routing in the mesh. We give our conclusions in Chapter 8.
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Chapter 1

Introduction to Counting Networks

1.1 The Counting Problem

Counting is a fundamental computational task in distributed, shared memory, multiproces-
sors. In the counting problem, there are many distributed processes that need to perform
an increment operation. Each increment operation returns a unique integer, so that if there
were m total increment operations performed, then each increment operation returns a
unique integer between 0,... ,mm — 1.

A simple solution to the counting problem is to use a single shared variable, e.g. v.
Each increment operation can be implemented by an atomic FetchéIncrement operation to
v. In the Fetch&Increment operation, a process first locks the variable v, then it reads its
contents. then increments v by one, and finally it unlocks v and returns the value it read.
Initially, the variable v contains the value 0.

Although the single shared variable solution is easy to implement, it suffers from two

major drawbacks:

e High contention. If there are n processes in the system then all the processes may
try to perform Fetch&Increment operations on v at the same time. In such a case,
all the processes will contend to getting access to v. As a consequence, a process may
have to wait until all the other processes finish their increment operations on v, which

is a sequential bottleneck.

e Starvation. A process which performs a Fetch&Increment operation may fail while
it has locked the variable v. In such a case, the failed process will not allow the rest
of the processes to access variable v, causing these processes to starve, since they are

unable to continue computations.
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Figure 1.1: A balancer and a counting network

Therefore, the centralized solution of the single variable is not adequate to solve efficiently

the counting problem: an alternative solution is needed.

1.2 Counting Networks

As an alternative solution to the counting problem, Aspnes, Herlihy and Shavit [6] have
introduced Counting networks. Counting networks are highly distributed data structures
which do not suffer from the problems of the centralized single shared variable. Namely,
counting networks exhibit low contention and are wait-free (processes don’t starve).

Counting networks are a subclass of balancing networks. A balancing network is con-
structed by connecting together elementary switches called balancers.! A (p.q)-balancer
has p input wires and g output wires (see Figure 1.1, where p = 4 and ¢ = 6). A balanc-
ing nefwork is an acyclic network of balancers where output wires of some balancers are
linked to input wires of others (see Figure 1.1). The network’s input wires are those wires
not connected to any of the balancer’s output wires, and similarly for the network’s output
wires. The number of input wires is the network’s input width and the number of output
wires is the network’s output width. We order the wires from top to bottom, so that for n
input wires the top wire is wire 0 and the bottom wire is wire n — 1. Similarly. we order
the output wires.

The distributed processes access a balancing network by issuing tokens. Each token

!Balancing networks are constructed in a similar way that comparator networks (e.g. sorting networks)
are constructed from comparators.



corresponds to the operation that the process wishes to perform in the balancing network
(for a counting network a token is an increment operation). A token enters the balancing
network from any of its input wires. Then, the token traverses the network by moving
from one balancer to the next balancer, following the interconnecting wires, until the token
reaches an output wire. The tokens traverse the network asynchronously, and usually there
can be many tokens in the network which are traversing it simultaneously.

Let us now examine how a balancer is traversed by tokens. A balancer is implemented as
a shared variable whose value corresponds to the state of the balancer. The state points to
an output wire of the balancer. namely, for a (p. g)-balancer the state is one of 0,... .q — 1.
Initially, the state is 0. Consider now a (p, q)-balancer, and as an example consider the
balancer of Figure 1.1 where the tokens are drawn with circles. A token accesses atomically
the balancer and performs the following operations. The token first locks the balancer. If
the current state of the balancer is s, then the token reads the state s and increases the
state by one so that the next state is (s +1) mod ¢ (notice that if the current state is g— 1
then the next state is 0). The token, then, unlocks the balancer and exits the balancer
from output wire s. This process is repeated for every token. Since a balancer is accessed
atomically by the tokens, there is a sequential order imposed on the tokens of the balancer.
In the example balancer of Figure 1.1, this sequential order of the tokens is drawn as a
number inside each token’s circle.

Let’s assume now that the (p, g)-balancer has reached a quiescent configuration, in which
all the tokens that have ever entered the balancer have left it, so that there are no more
tokens traversing the balancer. The distribution of the tokens on the output wires of
the balancer is almost uniform (see Figure 1.1). Namely, the number of tokens on each
output wire is the same, and any excess tokens appear on the top wires. We say that the
distribution of the tokens on the output wires of the balancer satisfies the step property.
Formally speaking, let Y = yp,...,y,—1 be a sequence such that y; is equal to the total
number of tokens that exit from the output wire i of the balancer. We call Y the output
sequence of the balancer. Similarly, we define the input sequence of the balancer. In any
quiescent configuration and for any input sequence, the output sequence Y of the balancer

b satisfies the step property:
0<yi—y; <1, forall0<i<j<gq.

In Figure 1.1 we write on each wire the total number of tokens that appear on the wire.
We can generalize the above definitions for balancing networks. For instance, consider a

balancing network of output width w. We say that the balancing network is in a quiescent



configuration if there are no more tokens traversing the network, that is, all the tokens that
have entered the network have left it. In any quiescent configuration, the input and output
sequences are defined in the same way as for the balancers. Namely, in the output sequence
Y = yo,... ,yw—~1, the element y; is equal to the total number of tokens that exit from
output wire ¢ of the network (and similarly for the input sequence).

A counting network is a balancing network whose output sequence satisfies the step
property in any quiescent configuration and for any input sequence. In particular, consider
a counting network of output width w which is in a quiescent configuration and has output
sequence Y = yo,,... ,yw—1- Then for any input sequence, the output sequence Y satisfies
the step property:

0<Lyi—yj <1l forall0<i<j<uw.

The balancing network of Figure 1.1 is a counting network. In the same figure above, we
write on each wire of the network the total number of tokens that appear on that wire.

We describe now the way a counting network solves the counting problem. Each token
corresponds to an increment operation issued by some process. Let’s assume that we are
given a counting network C with output width w. With each output wire i of the network
C we associate a corresponding output shared variable v;. Initially, each output variable
v; contains the value ;. Whenever a process needs to perform an increment operation, it
issues a token which traverses the network until it reaches an output wire. The token, then,
returns the value that reads from the corresponding output variable of the output wire. In
detail. consider the actions of a token when it exits from the output wire i of the network.
The token first locks the variable v;, so that the token accesses the variable atomically, in
case other tokens exit from the same wire. If the current value of the variable v; is a then
the token reads the value a. Then, the token increases the value of the variable v; by w,
the output width, so that the next time the variable will contain a + w. Then, the token
unlocks the variable and returns the value a. This way. each token performs an increment
operation of some process.

The step property of the counting network guarantees that the increment operations are
performed correctly. Namely, if there are m total tokens accessing the network, then each
such token will return a unique integer in the range 0,... ,m» — 1. As an example, consider
a counting network of Figure 1.1 with width w = 8 which is accessed by a total of m = 12
tokens. Each token should return a unique value in the range 0,...,11. Because of the
step property, from each of the top four output wires exit two tokens, and from each of the

bottom four output wires exits one token. From wire 0, one token returns 0 and the other



8. From wire 1, one token returns 1 and the other 9. Similarly, for the rest of the four top
wires. From wire 4, the token returns 4. From wire 5, the token returns 5. Likewise, for
the rest bottom wires. Obviously, each token returns a unique value in the range 0, ... , 11,
and therefore the counting is correct.

Similar to counting networks, there are other families of balancing networks which are
used to solve other kinds of distributed problems. These balancing network families are
distinguished by the properties their output sequences satisfy. Two such well known families
of balancing networks are the smoothing networks and the threshold networks. Smoothing
networks are used to solve load balancing problems. and threshold networks solve barrier
synchronization problems.

All the above families of balancing networks do not suffer from the problems of central-
ized schemes. This is because balancing networks are highly distributed, since there are
many shared variables, the balancers and the output variables, among which the processes
are dispersed. As a consequence, the contention in the variables of a balancing network is
small, since it is less likely for the processes to meet at the same variable at the same time.
Moreover, balancing networks are wait-free: if one of the processes fails in one of the shared
variables of the network, then the rest of the processes in the other variables can continue
uninterrupted.

There are two important factors that determine the good performance of balancing

networks:

e Depth. The depth of a balancing network is the maximum number of balancers a
token has to traverse from an input wire to an output wire. For example, the network
of Figure 1.1 has depth 3. The depth of a network determines its latency: the higher

the depth the more the time a token spends in the network.

e Contention. The contention of a counting network determines its throughput: the
smaller the contention the higher the number of processes that can access the counting

network simultaneously.

Therefore, it is desirable to construct balancing networks which have both small depth and

small contention.
We proceed as follows. In Section 1.3, we present our contributions, and in Sections 1.4

and 1.5 we give some necessary preliminaries on sequences and balancing networks, which

are common to the subsequent chapters.



1.3 Contributions

1.3.1 Supporting Decrements

So far. counting networks have been used for increment operations only. Some distributed
computing applications require the use of decrement operations as well. In Chapter 2, we
show that counting networks, and in general a broad class of balancing networks, can be
used to support decrement operations together with increment operations. In particular,
we show that if we know that a balancing network “works correctly” for increments, then
it will also work correctly for decrements. This makes balancing networks suitable for a

broader range of applications.

1.3.2 New Constructions

Most of the previously known counting networks have equal input and output width and this
width is a power of 2. It was an open question whether we can construct counting networks
with arbitrary widths that have also small depth. In Chapter 3, we present a novel small-
depth counting network construction, with equal input and output width. whose width is
an arbitrary integer.

In Chapter 4. we present a novel counting network construction which improves in
terms of contention over the previously known counting network constructions. In this
construction. the output width is bigger or equal to the input width. and by increasing the
output width we can increase the number of balancers in the network without increasing the
depth. By having more balancers the contention decreases, since processes are less likely to

meet in the same balancers.

1.4 Preliminaries for Sequences

1.4.1 Notations

We consider sequences of integers. We denote sequences in upper case and elements of a
sequence in lower case. For example, consider the sequence X = zg.... ,z4,—1. The length
(or width) of sequence X is [X| = w. Often, we denote the length of X with a superscript
as X(¥). The sum of the elements of X is £(X) =zg+ -+ + Ty_1.



1.4.2 Properties

We say that a sequence X (%) has the step property whenever
0<z;i—z;<1, forall0<i<j<w.

Alternatively, we say that X(®) is a step sequence. If X(*) has the step property then its
step point is the unique index i such that z; < z;_;. If all z; are equal then the step point
can be defined to be either O or w, and we will explicitly specify this in the subsequent
chapters, where we use the step points. The following equality holds for any element z; of

a step sequence X (¥),

oo [ w] , (L1)
w

We immediately have the following observation.
Observation 1.4.1 Any subsequence of a step sequence has the step property.

We say that a sequence X () has the k-smoothing property. for some k > 1, whenever
|zi —zj| <k, forall0 <i,5 < w.

Alternatively, we say that the sequence X is a k-smooth sequence. The elements of a k-
smooth sequence take values in a range a.a + 1,... ,a + k, for some value a. Notice that
any step sequence is also 1-smooth.

We say that a sequence X (%) has the threshold property whenever

=
Ty =|—]|.

w

Alternatively, we say that sequence X(*) js a threshold sequence. Notice that any step

sequence is also threshold.

1.5 Preliminaries for Balancing Networks

Henceforth (unless otherwise stated), for the rest of this chapter and the other chapters, we
consider balancers and balancing networks in quiescent configurations, where all the tokens
that have ever entered the balancing network have left it. We do this, because we want to

reason about the distributions of the tokens on the output wires in quiescent configurations.
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Figure 1.2: The input and output sequences

1.5.1 Notations

Often. for convenience, we draw balancers and balancing networks with boxes as shown in
Figure 1.2. Consider now a (p. q)-balancer with input sequence X(P) and output sequence
Y®). We draw the input and output sequences of the balancer as shown in Figure 1.2,
where there are two alternative representations: one representation where all the elements
of the sequence are drawn with wires and the other representation where the whole sequence
is drawn with a single wire. In the same way we draw the input and output sequences for
balancing networks.

Any balancing network with input sequence X(*) and output sequence Y ®) satisfies the

sum preservation property:

T(X®) = z(Y®).

The depth of a balancing network B, is denoted by depth(B). Any balancing network
can be decomposed into smaller components connected in series which are called layers,
where each layer has depth 1. For example, the network of Figure 1.1 consists from three
layers, and going from the input wires to the output wires, the first layer consists from
two (2, 2)-balancers, the second layer from two (2,4)-balancers, and the last layer by four

(2, 2)-balancers.



1.5.2 Output Function

Consider a (p, g)-balancer b, with input sequence X and output sequence Y@. By the
definition of the balancer, the output sequence Y(?) satisfies the step property for any input
sequence XP). By equation 1.1, and by the sum preservation property of the balancer, we

[E(X(P))—i]
yi=| —m| .

have

q

This equation implies that the output sequence of the balancer is determined by the input
sequence, so that each input sequence has only one respective output sequence. Therefore,
the output sequence is a function of the input sequence. We can think of the balancer b as
a function which maps input sequences to output sequences. Sometimes, for convenience,
we write b(XP)) = Y@,

We can generalize the above observation from balancers to balancing networks, and we

show in the next lemma that any balancing network is a function from input sequences to

output sequences.

Lemma 1.5.1 A balancing network B is a function from input sequences to output se-

quences, so that each input sequence has only one respective output sequence.

Proof: Let d be the depth of the network B. We prove the result by induction on the
depth d.

First, we consider the base case. where d = 1. In this case, the network consists from a
single layer of balancers. The input sequence of the network is distributed and fed to the
input sequences of the balancers, and the output sequence of the network is the combination
of the output sequences of the balancers. Each balancer of the layer is a function from its
input sequence to its respective output sequence. Combining the balancers, we have that
the output sequence of the network is a function of the input sequence of the network.

For the induction step, let’s assume that the result holds for all the networks with depths
up to d — 1. We split the network B into to two smaller networks B’ and B”, each with
depth smaller or equal to d — 1, in such way that B is formed by connecting in series B’ and
B". The input sequence of network B is the input sequence of network B’ and the output
sequence of B’ is the input sequence of network B”. By the induction hypothesis, each of
the networks B’ and B” is a function from input sequences to output sequences, since each
has depth smaller or equal to d — 1. The output sequence of network B is produced by the

composition of the functions of networks B’ and B”. Since the composition of two functions
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is a function, we have that the network B is a function from input sequences to output

sequences. a

From the above lemma we have that a balancing network B is a function from input
to output sequences. Let w be the input width of the network and ¢ the output width.
Let X(®) be the input sequence and Y(*) the respective output sequence. Sometimes, for
convenience, we write B(X®)) = y(t),

When we construct a balancing network. we take advantage of the functional behavior
of the network. For example, we build a counting network by combining smaller counting
networks (see Section 1.5.4). We can easily prove the correctness of the counting network

by analyzing the functional behavior of the smaller networks.

1.5.3 Families

As we have seen in Section 1.2, a counting network is any balancing network whose output
sequence satisfies the step property, on any input sequence. In a similar way, we define
other families of balancing networks, according to what kind of properties their output se-
quences satisfy. These balancing networks are used for solving different kinds of distributed
computing problems.

A k-smoothing network [2, 6] is a balancing network whose output sequence satisfies
the k-smoothing property, for any input sequence. In a smoothing network, the tokens are
distributed in the output wires in such a way that the number of tokens on any two output
wires differ by at most k. Smoothing networks are used for load balancing applications
[36]. where jobs need to be distributed in different processors in a balanced way so that
all processors perform approximately an equal amount of work. Furthermore, smoothing
networks are used as structural components for building counting networks [39].

A threshold network [6, 22] is any balancing network whose output sequence satisfies
the threshold property, for any input sequence. Threshold networks can be used for a weak
form of counting, where the only output wire of the network that counts is the bottom
wire. The output variable v of the bottom output wire holds a value which corresponds
to the “approximate” total number of tokens that entered the network. If the output
width of the network is w, then the variable v counts chunks of w tokens that traverse the
network. Namely, for every w tokens, one of these tokens leaves from the bottom output
wire. Furthermore, threshold networks can be used for barrier synchronization. If the are
w processes to be synchronized in the barrier, then the first w — 1 processes that entered

the network wait until the last process exits from the bottom wire. Threshold networks are
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Figure 1.3: Construction of a counting network

interesting because they can be implemented more efficiently than counting networks (see

[6])-

1.5.4 A Construction Technique

In this section we present a simple technique for constructing counting networks. In par-
ticular, we show how to construct a counting network inductively, by first building smaller
counting networks and then merging the outputs of the smaller networks, as shown in Figure
1.3. The counting network constructions of Chapters 3 and 4, are based on this construction
technique.

The technique of constructing networks inductively was first introduced by Batcher (9],
who used it to construct sorting networks. Sorting networks look like counting networks?
and are used for parallel sorting. Using the inductive technique, Batcher constructed the
bitonic sorting network and the odd-even sorting network. (For more information about
sorting networks look in [40].) Aspnes et al. [6], showed that the same inductive technique
can be used to construct counting networks. They showed that the isomorphic balancing
network of the bitonic sorting network, is a counting network too. To demonstrate the

inductive construction technique, we present here the construction of the bitonic counting

*In sorting networks the number of input and output wires of the network is the same.



network.

We will construct the bitonic counting network C of input and output width w, where
w is some power of 2 (see Figure 1.3). We denote the network as C(w).® Let X(¥) be the
input sequence and Y (¥) the corresponding output sequence of the network.

The construction is by induction on the width w. For the base case, where w = 2, the
network is simply a (2, 2)-balancer. Let’s assume that we have constructed the network
C(w/2). We will construct now the network C(w). We take two copies of the network
C(w/2) (given by induction hypothesis), which we denote Co(w/2) and Cy(w/2). We split
the input sequence X(*) into two sequences each of width w/2. which we denote Xé'"/ 2)
and X{*/?). We feed the sequence X((,'”/ 2) to network Co(w/2) and the sequence Xfw/ ) to
network C;(w/2). Let Z((,'”/ ) and Z{w/ ?) denote the respective output sequences of these
two networks. By the induction hypothesis, we have that each of the sequences Z{*/?) and
Z{w/ %) satisfies the step property.

Next, we use a merging network, which receives two input sequences with the step
property. merges these sequences, and produces one output sequence which has the step
property. Let M(w) be the merging network of our construction. The network M(w)
accepts on its inputs the step sequences Zé"’/ ) and Zf'”/ %) merges these sequences, and
produces the final output sequence Y (%), which has the step property.

The merging network is also constructed by induction on w. as shown in Figure 1.4. For
the base case where w = 2, the merging network is simply a (2, 2)-balancer. Let’s assume
now that we have constructed the merging network M(w/2). We will construct the merging
network M(w).

The network M(w) accepts the two input sequences Zéw/ %) and Z{w/ 2. We take two
copies of the network M(w/2) (given by induction hypothesis), which we denote Mg(w/2)
and M;(w/2). We split the sequence Z((,w/ %) into its even and odd subsequences, where the
even subsequence contains the elements with even index 0.2..... and the odd subsequence
contains the elements with odd index 1,3,.... Similarly, we split the sequence Zf“’/ ?) into
its even and odd subsequences. The two input sequences of network Mgo(w/2) are the even
subsequence of Zéw/ 2) and the odd subsequence of Zf'”/ 2). The two input sequences of
M;i(w/2) is the odd subsequence of Z((,w/ %) and the even subsequence of wa/ 2,

Since the sequences Z((,w/ ) and Z{/? have the step property, by Observation 1.4.1, their
even and odd subsequences will also have the step properties. Subsequently, the merging
networks Mo(w/2) and M;(w/2) will merge step sequences, and thus their respective

3This notation should not be confused with the function notation of Section 1.5.2.
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Figure 1.5: The bitonic network with input/output width 4

output sequences will have the step property too (by the induction hypothesis).

Consider now the sequence Zéw/ %) From the step property of sequence Zéw/ 2), it is easy
to observe that the sums of the elements of the even subsequence differ by at most one from
the sums of the elements of the odd subsequence. A similar observation holds for sequence
Z{w/ A Combining these two observations, it is easy to infer that the respective sums of the
output sequences of the two merging networks, Mo(w/2) and M;(w/2), differ by at most
one. Therefore, on the outputs of the two merging networks we obtain two step sequences
whose sums differ by at most one. Because of this small difference, We can easily merge
these two sequences with a single layer of balancers, denoted as “final merging” network in
Figure 1.4, and the produced output sequence Y (%) has the step property.

We can easily see that the depth of the inductive construction depends on the depth of
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the “final merging” network. In the bitonic network, the “final merging” network has depth
1 (it is just one layer of balancers). As a consequence, the depth of the merging network
M(w) is O(log w), since there are O(log w) induction steps and in each induction step the
depth increases by only 1 (the depth of the “final merging” network). Furthermore, the
depth of the counting network C(w) will be O(log?w), since there are O(logw) induction
steps and in each induction step the depth increases by at most O(log w), the depth of the
merging network. As a small example, for w = 4, we obtain the bitonic counting network
C(4) which is depicted in Figure 1.5, and has depth 3.

In general, we want to build counting networks with small depth. In order to achieve
this, when we construct counting networks using the inductive technique, we want the “final
merging” network to have a constant depth c. This way, the total depth of the network is
at most O(clog? w) = O(log? w). By increasing the depth of the “final merging” network
we obtain networks with worse depths.

The constructions we present in Chapters 3 and 4 are variations of the inductive con-
struction of the bitonic network. In particular, in Chapter 3 we modify the inductive
construction so that the input and output width of the network is an arbitrary integer.
and not only a power of 2. To achieve this, we use more than two copies of the smaller
counting networks (given by the induction hypothesis) in the inductive construction of the
counting network. Similarly, the merging network is made from more than two copies of the
smaller merging networks (given by the induction hypothesis). In that construction, the
“final merging” network has constant depth, which gives a total network depth O(log® w).
The construction of Chapter 4, modifies the inductive construction of the bitonic network so
that it handles a different number of input and output wires. The “final merging” network

there has depth 1. and the total network depth is again O(log? w).



Chapter 2
Decrements in Balancing Networks

A limitation of balancing networks is that they are accessed by tokens only. In a balancing
network, a token performs “increment” operations to the balancers it accesses (it increases
the state of the balancer). By using tokens only, the capabilities of balancing networks
are limited to solving distributed problems based on increment operations. However, many
distributed problems require, the ability to perform “decrement” operations. For example.
the classical synchronization constructs of semaphores [24], critical regions [34], and moni-
tors [31] all rely on applying both increment and decrement operations on shared counters
(see, e.g., [50, Chapter 6]).

In order to solve such kinds of problems Shavit and Touitou {48] invented the antitoken,
the complementary entity of a token which corresponds to a “decrement” operation. As we
have seen in Chapter 1, a token traverses a balancer by reading first the state of the balancer
and then increasing the state by one. On the other hand, an antitoken first decreases the
state of a balancer by one and then reads the state and exits from the corresponding wire.
Informally, an antitoken “cancels” the effect of the most recent token on the balancer’s state,
and vice versa. Furthermore, when an antitoken and a token meet while they traverse a
network they can “eliminate” each other without needing to traverse the rest of the network.

We can think of a token and an antitoken as having complementary algebraic values so
that a token corresponds to the quantity +1, and an antitoken to the quantity -1. As an
example, tokens and antitokens are depicted in Figure 2.1, where an antitoken is drawn with
an empty circle and a token is drawn with a full circle. On each wire we see the algebraic sum
of tokens and antitokens that appear on that wire. Each element of the output sequence of
a balancing network is now equal to the algebraic sum of tokens and antitokens that appear

on the corresponding output wire. Subsequently, each element of the output sequence can
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Figure 2.1: Tokens and antitokens

be either positive or negative, depending on whether the tokens or antitokens are of excess
on the corresponding output wire. (Similarly for the input sequences.) This sum is shown
on each wire of Figure 2.1.

For a specific kind of counting networks, which have the form of a binary tree, Shavit
and Touitou [48] showed that these networks count correctly even when they are traversed
by both tokens and antitokens. Namely, they showed that the output sequence of any such
network satisfies the step property even when the antitokens are introduced.

For simplicity, we say that a network satisfies a property if its output sequence satisfies
that property. Here, we answer the more general question: which properties of balancing
networks are preserved by the introduction of antitokens? We give a new characterization
of balancing network properties: properties closed under the nullity of a balancing network.
We show that if a balancing network satisfies a property for tokens only and this property
is closed under the nullity of the balancing network, then the network will still satisfy the
same property under the introduction of antitokens.!

We show that all the known properties, namely, the step property, the k-smoothing
property, and the threshold property, are all closed under the nullity of a balancing network.
Subsequently, all these properties are preserved under the introduction of antitokens. As
a result, for all the known counting, k-smoothing, and threshold network constructions
which we know they satisfy their properties with tokens only, we can immediately infer that
they can also support antitokens, namely, these networks will satisfy their corresponding
properties with both tokens and antitokens. As an example, we know from Chapter 4 that

the network in Figure 2.1 is a counting network with tokens. From what we show here, we

"The work of this chapter was first presented in (3, 16, 15].






