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Part 1

Fundamentals



Chapter 1

Introduction

The subject of this thesis is [/O-efficient computation. Thus, it is only natural that we
should begin with some definitions that make it clear exactly what we mean by I/0
and I/O-efficient computation. I/0, which stands for Input/Output, is the process of
moving data between the main memory of a computer and external memory devices,
such as a magnetic disks. Some researchers also use the term to describe communication

with other computers through a network, but that definition will not be used herein.

I/O-efficient computation is computation designed to make the most effective use
of I/O resources. This is extremely important in large scale applications, because I/0O
devices are orders of magnitude slower than processors and main memories, and thus

I/O often represents a very significant bottleneck in overall program efficiency.

I/O-efficiency is accomplished in two ways: first, by minimizing the amount of data
that is moved back and forth across the I/O interface; and second, by moving that data
as quickly as possible, with minimal disruption of other resources in the machine, such

as the CPU.



1.1 Hierarchical Memory

Hierarchical memory models generalize the Random Access Machine (RAM)! model of
computation by assigning different costs to accessing different data items depending on
their location. In a hierarchical memory system, the time required to access a datum
depends on its location within the memory system. Typically, the larger the address,
the longer it takes to access data from that address. Hierarchical memory systems are
an integral part of virtually all digital computer systems; they always have been, and
barring a radical change in our understanding of the laws of physics, they always will
be. In 1946, at the dawn of the era of electronic digital computation, Burks, Goldstine

and von Neuman wrote,

Ideally, one would desire an indefinitely large memory capacity such
that any particular ... word would be immediately available. . . . [however]
We are ... forced to recognize the possibility of constructing a hierarchy of
memories, each of which has greater capacity that the preceding, but which
is less quickly accessible. [BGvN89]

Almost 50 years later, today’s workstations and high-performance personal com-
puter systems employ memory hierarchies that begin with tens to hundreds of registers
in a physical register file, continue through. one or more levels of cache memory to
tens or hundreds of megabytes of DRAM main memory and finally move on to several
gigabytes of disk space.

Despite the fact that hierarchical memory systems were postulated very early and
are ubiquitous today, the majority of programmers still do their work under the as-
sumption that they have a RAM in which all data is accessible with equal cost. There
are good reasons for this. RAMs are easy to program, and are the model assumed by

most programming languages.

'Readers unfamiliar with the RAM model of computation are referred a standard algorithms text,
such as [CLR90] or [AHU74).



Additionally, computer architects, compiler designers, and operating system design-
ers have all contributed mechanisms that provide the illusion of a RAM to application
programmers. At the architectural level, cache management policies implemented in
hardware heuristicly determine which data is in the cache at a given time. Compilers
solve the register allocation problem to map data to architectural registers which are in
turn mapped to physical registers by a hardware register renaming scheme. Operating
systems implement paged virtual memory, in which pages of data that are considered
unlikely to be needed in the near future are moved to disks to make room for pages
that are needed immediately (demand paging) or thought likely to be needed soon

(prefetching).

A natural question to ask given the prejudice towards simulating the RAM model
at a level beyond the reach of the application programmer is whether or not doing so
is appropriate for all applications. The answer is that it is not. There are a number of
important classes of programs whose performance suffer if the actual behavior of the
memory hierarchy is not taken into account. Poor performance occurs because these
applications do not exhibit the locality of reference that RAM simulations require.
One example is database systems, which must have the ability to implement their
own prefetching and page replacement algorithms instead of relying on the general
purpose algorithms provided by most operating systems. Another example is scientific
computation, where an unfortuitous combination of array sizes and cache sizes can
result in severe performance problems. Scientific computation is discussed in Chapter 5.
Additional examples are combinatorial problems on large data sets, which are discussed

in Chapter 4.

Rather than attempt the Herculean task of efficiently implementing all possible
classes of applications at all levels of the memory hierarchy, our work focuses on a
moderately sized set of problems and a specific level of the hierarchy. In particular, we

are interested in I/O-efficient combinatorial and scientific computations. These classes
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of problems were chosen because they occur widely in large-scale applications programs
that deal with data sets are too large to fit in main memory.

We have chosen I/O-efficient computation as the subject of our research for three
reasons. First and foremost, there are a large number of applications that depend of
I/O-efficient computation. These applications include large scale sorting; geometric
computing; geographic information systems; relational and object-oriented databases,
statistics; graph theoretic computation; and scientific computation. Second, we believe
that despite the trend towards larger and larger main memories, secondary storage
devices, whether they be magnetic or optical, will continue to play an important role
in computer systems. This will happen not only because certain applications, such as
multimedia, demand so much storage space, but also because secondary storage will
continue to be more cost effective than solid state technologies. Finally, I/O systems
have unique features that make their efficient use particularly challenging. Foremost
among these is the use of block transfer to amortize seek latency over large amounts of
data. Block transfer forces us to devise algorithms that exhibit a high degree of spatial

locality.

1.2 A Brief History of I/O-efficient Computation

The earliest use of what could reasonably be called I/O-efficient algorithms actually
predates what most of us think of as computer systems. I/O-efficient algorithms were
applied to the sorting and tabulation of punched paper cards in the late 19th century.
The main concern in the design of sorters and tabulators was reducing the amount
of physical movement of cards through various bins and tabulators. A fairly detailed
account of the history of their development, including numerous references to early
descriptions of the various electro-mechanical devices and algorithmic techniques used
can be found in [Knu73].

Paper cards remained in common use for at least eighty more years, well into
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the age of electronic computer systems. By the end of World War II, however, it
was becoming apparent that magnetic tape devices were both more efficient and more
reliable than punched cards for many tasks. Additionally, unlike the early mechanical
sorting and tabulating devices, electronic computer systems in the late 1940s and early
1950s had relatively high-speed internal memaries. The combination of random access
main memory and tape drives gave us systems not entirely unlike those available today.
The main differences are that the older systems were physically much larger, much
slower, and had significantly smaller storage capacities. One of the most widely studied
operations on tapes in the 1950s and 60s was merging, which, at the time was often
called collating. Merging is the process of taking several sorted runs and combining
them into a single large sorted run. This is accomplished by interleaving the input
runs in an appropriate manner. Merging is still an important technique today, and is

discussed in a number of contexts in this thesis.

The next important innovations were the development of magnetic drums and,
more importantly, magnetic disks. These developments occurred in the 1950s. Unlike
tapes, which had to be read and written sequentially, drums and disks have moving
heads which can quickly move from track to track over the surface of rotating magnetic
media. Thus, the cost of accessing data stored near the end of the device directly after
accessing data stored near the beginning of the device is much lower than it would be

if the data were stored on a tape.

Although drums have disappeared, magnetic disks are still widely used today.
They are, in fact, the device of choice in the vast majority of external memory sys-
tems. In order to increase the bandwidth of disk systems, some systems use many
disks in parallel. These systems are called Redundant Arrays of Inexpensive Disks

(RAID) [Gib92, PGK88, PCGK8Y), and are becoming increasingly common.
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1.3 Related Work

Prior to the work described in this thesis, a substantial amount of research had been
done to address problems similar to those we consider. This work can be divided into
two camps. On the one hand, theoretical computer scientists have developed models of
[/O and algorithms that run on those models. On the other hand, computer systems
researchers have designed and implemented a variety of high performance parallel file
systems designed to support high-bandwidth, low-latency I/0. In this section, we will
briefly review significant work that has been done in both areas in order to establish

the context for our work.

1.3.1 Algorithmics

The fundamental difference between the study of I/O-efficient algorithms and the anal-
ysis of algorithms in general is that in the latter we are generally concerned with the
amount of computation required to solve a given problem, whereas in the former we
are primarily concerned with minimizing the costs associated with moving data from
one place to another within a computer. In particular, the greatest concern is for the
costs associated with moving data from one type of memory to another. As discussed
in Section 1.2, a variety of different memory technologies have been used over the
years, and algorithms have been developed that are particularly suited to each of their
characteristics.

The earliest algorithms specifically designed for disks were probably sorting al-
gorithms based on the merge sorting techniques used for data on tapes. This work
was done in the early 1960s, though there is very little formal literature describing it.
Knuth [Knu73] mentions an unpublished paper by George Hubbard that was presented
in 1963 which examined merges specifically designed for disks.

The earliest widely known work specifically concerned with disks was that of

Floyd [F1072], which considered the problem of permuting data on disks. This work was
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the predecessor of numerous more recent papers that have discussed various aspects of
permutation on a variety of I/O-models.

Knuth, in his classic work on sorting and searching [Knu73], devoted a significant
amount of space to discussion of external sorting algorithms, primarily for tapes, but
also for disks.

The I/O-complexity of sorting, fast Fourier transform (FFT), matrix multiplication,
and related problems were considered by Aggarwal and Vitter [AV88], who developed
a model of sequential I/O on which much of the work in this thesis is based. Vitter
and Shriver generalized this model to include multiple independent disks operating in
parallel. [VS94a] Both of these models are discussed in detail in Chapter 2.

Analysis of the complexity of computation in more general memory hierarchies has
led to the development of a whole series of models, both sequential [ACS87, AACSS89,
ACF90, ACFS94, VS94b], and parallel [AP94b, ACF93, NV92, NV93c, VS94b).

This work contributed a large number of theoretical results to the field of I/O-
efficient computation, but largely ignored issues related to the implementation of algo-
rithms of real systems. These issues have also been studied, although in many cases by
different researchers with different motivations and models of computation, as discussed

in the next section.

1.3.2 I/O-Efficient Computation Systems

There are two challenges in the design of software systems to support the implemen-
tation of I/O-efficient code. First, we must provide programmers with semantics ap-
propriate to the task. This means that programmers should be able both to write
functionally correct code and to be able to judge, at least at a high level, how the
program will perform based on how it is written. Second, we must provide support,
in the form of compilers and/or run-time libraries, that allows the semantic constructs

provided to programmers to run efficiently.
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In many cases, programmers think more in terms of what has to be computed
than where data is physically located. In fact, in programming one typically assumes
unit cost for accessing any data item. This notion is encouraged by the structure of
many popular programming languages, such as C [KR78], C+-+[Str86, ES90], FOR-
TRAN [X3J78, ANS90, EN90], and Pascal [JW75, Wir71].

Unfortunately, for programs to be I/O-efficient, data placement and movement is of
great importance, and must be handled either by the programmer or the programming
environment. We have identified three classes of systems which solve this problem
(or leave it to be solved by the programmer) in different ways. These three classes
are array-oriented systems, access-oriented systems, and framework-oriented systems.
The distinctions between these classes are almost entirely based on the view of I/0
presented to programmers that use them. In the end, solutions to a common problem
might result in very similar sets of I/O requests being issued by each of the different
types of systems, but the manner in which the programmer wrote the code that led to

those requests would typically vary.

Array-Oriented Systems

An array-oriented system is one in which data stored in external memory is accessed
primarily through the specification of element-wise access to arrays of data items of a
specific type. Array-oriented systems can be very effective for scientific computations.
Such computations typically involve regular strides through arrays of data that are
written either as iterative loops or explicitly data-parallel operations.

Array oriented systems are by far the most common of the three types. The main
reason they are widely used is that there has been extensive demand from the supercom-
puter community for high-performance parallel I/O in applications such as computa-
tional fluid dynamics, molecular dynamics, and weapon system design and simulation.

In these applications, array based languages such as FORTRAN predominate, so it is

9



not surprising that array-based I/O systems have been proposed to support them.

A classic example of an array-oriented system is PASSION [CBH+94], which con-
sists of a run-time system and a FORTRAN compiler. PASSION’s run-time system is
largely devoted to supporting access to regular sections of external memory arrays, such
as contiguous sub-arrays and regularly strided subsets of array elements. This makes
array-oriented systems particularly well-suited to scientific applications with regular,

but non-unit strided, data access patterns.

ViC* [CC94] is a similar system, but it is based on C*, a data parallel variant
of the C programming language [KR78]. ViC* generalizes C*'s data parallel shapes?
to external memory. Programmers using ViC* write essentially the same C* code
they might otherwise write, except that they mark a certain subset of shapes with
the keyword outofcore to indicate that they reside in external memory. A specially
constructed compiler translates references to these shapes into a combination of internal
computation and calls to library functions that perform the I/O required to access the

shape.

Panda [SW94] is another array-oriented system, but it also supports some semantics

of access-oriented systems, as discussed below.

The weakness of array-oriented systems is that they are ill-suited to irregular or
combinatorial computations. Their weakness in this area is not surprising, since sci-
entific and combinatorial algorithms, whether in the I/O-efficient domain or in the
RAM model, demand very different semantics from the systems on which they are
implemented. One would not expect most programmers to choose FORTRAN as the
language for solving geometric problems; nor should one expect to see them choose an

array-oriented system to solve those problems in an I/O-efficient manner.

?For readers not familiar with C*, it is sufficient to simply think of shapes as arrays of arbitrary
dimension that can have their elements operated on in a data-parallel manner.
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Access-Oriented Systems

An access-oriented system is one which provides language constructs and/or library
functions that explicitly move data between main memory and external memory. In
some cases this data may be strongly typed, as in array-oriented systems, but in general
this need not be the case. Elements of access-orientation must clearly be present at
lower levels of array-oriented systems (typically in run-time libraries) in order to move
data to and from external memory; the distinction between the array-oriented systems
and access-oriented systems lies in the degree to which explicit I/O functionality is
exposed to the programmer.

One of the simplest and most familiar access-oriented systems is the UNIX file
system. In UNIX, one performs I/O by making a system call specifying a buffer of
data and its length. Data is then transferred between the buffer in main memory and
a disk or other external device.

In general, programmers writing I/O-efficient applications can benefit from higher-
level I/O semantics than are provided by a simple typeless access-oriented approach
such as the UNIX I/O interface. As will become apparent in Chapters 4 and 5, there
are certain classes of I/O operations that are prevalent in I/O-efficient algorithms. For
example, one often wishes to load the entire contents of main memory with data from a
disk, or to read or write a sequence of data across several disks. A system that provides
this level of functionality frees programmers from having to provide it for themselves.
An example of a system of this type is the Whiptail file system [SW95, SWC*95].

The Panda [SW94] system resembles an array-oriented system, since external mem-
ory data is stored in arrays, but it is actually more of an access-oriented system, since
I/0 is performed as a result of specific invocations of I/O routines by the programmer,
rather than implicitly by I/O code inserted by a compiler.

The MPI-IO initiative [CFH*95], which seeks to integrate I/O into the MPI parallel

programming environment [GLS94] is another example of an access-oriented system.
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Appropriately designed access-oriented systems can support the efficient implemen-
tation of many I/O-efficient combinatorial algorithms, eliminating one of the weak-
nesses of array-oriented systems. They do not, however, solve all the problems asso-
ciated with the implementation of such algorithms. In particular, it is still up to the

programmer to manage main-memory resources and explicitly perform all I/O.

Framework-Oriented Systems

The final type of system is a framework-oriented system. Framework-oriented systems
can be seen as an extension of access-oriented systems which allow the programmer to
specify computation that is to take place as an integral part of a particular data access.

The driving notion behind a framework-oriented system is that there are a rel-
atively small number of structural paradigms that are used over and over again in
different I/O-efficient algorithms. By a structural paradigm we mean a general method
of structuring I/O. For example, many I/O-efficient algorithms read streams of data
from external memory and distribute the input data items into a number of output
streams. Within this framework, however, different algorithms may use radically dif-
ferent decision-making processes to determine which specific data items go into which
output streams. Similarly, the number of output streams may vary significantly de-
pending on the hardware resources available to the running program. Nevertheless, the
distribution paradigm is common to all of the algorithms and systems they run on.

Rather than requiring programmers to reconstruct the distribution paradigm for
each algorithm, a framework-oriented system provides the paradigm at a high level and
leaves programmers with only the task of filling in the functional details. An additional
benefit of the framework-oriented approach is that the use of proven paradigms, rather
than ad-hoc approaches to solving problems, is encouraged.

TPIE, which is discussed at length in Chapters 6-8 of this thesis, is the first known

example of a framework-oriented system.
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14

Contributions of this Thesis

The goal of this thesis is to demonstrate that a wide variety of scientific and combina-

torial problems are amenable to I/O-efficient solutions. This is done through contribu-

tions to both the theory and practice of I/O-efficient computation. In particular, this

thesis

1.

and

2.

Devises new I/O-efficient algorithms for a variety of combinatorial and scientific

problems, and analyzes and improves a number of existing algorithms;

Presents the design, implementation, and application of TPIE, a Transparent

Parallel I/O Environment.

On the algorithmics front, the contributions of this thesis include the development

of a number of new algorithmic techniques and the detailed analysis and comparison

of several existing algorithms. The algorithmic techniques we developed include

Distribution sweeping (Section 4.1.1), which produces I/O-efficient algorithms for

many problems that are solved by plane sweeping in main memory.

Batch Filtering (Section 4.1.2), which allows us to answer many geometric queries

simultaneously in an I/O-efficient manner.
An I/O-efficient three-dimensional convex hull algorithm (Section 4.1.3).

A PRAM simulation technique which is optimal for geometrically decreasing com-

putations (Section 4.2.1).

New analysis of sorting algorithms (Section 3.2) and dense matrix multiplication

(Section 5.2).

New algorithms for both sparse and dense matrix multiplication (Sections 5.1

and 5.2).
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On the implementation side, our contribution is the development of the concept of
a framework-oriented system and the design and implementation of the first prototype

of such a system. Specifically, our work includes

o The categorization of existing and potential new I/O-efficient computation sys-

tems (Section 1.3.2).

o The design and development of TPIE (Chapter 6).

The implementation of a number of algorithms and benchmark applications in

TPIE.

The analysis of TPIE performance.

We begin our discussion in Chapter 2 by presenting a series of formal mathematical
models of I/O-efficient computation. In Chapter 3, we compare striped and indepen-
dent disk algorithms for sorting and evaluate the conditions under which one or the
other are superior. In Chapter 4, we develop a number of new techniques for the
I/O-efficient solution of combinatorial problems such as geometric and graph-theoretic
problems. These techniques include distribution sweeping (Section 4.1.1), batch filter-
ing (Section 4.1.2), and I/O-efficient simulation of PRAM algorithms (Section 4.2.1).
In Chapter 5, we consider I/O-efficient algorithms for scientific computations. In Sec-
tion 5.1 we develop an I/O-efficient algorithm for multiplying sparse matrices by vec-
tors. In Section 5.2, we compare two algorithms for dense matrix multiplication. We
demonstrate that although they are both optimal to within a constant factor, one has
a significantly smaller constant factor on its leading term than the other.

Turning from algorithms to implementation, we introduce TPIE in Chapter 6. A
number of algorithms have been implemented using TPIE. Some of these are discussed
in detail in Chapter 7. We have gathered performance results on a number of bench-

marks implemented using TPIE. These are discussed in Chapter 8. In Chapter 9, we
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conclude by reassessing our contributions to the theory and practice of I/O-efficient

computing and discuss research directions we feel are worth pursuing in the future.
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Chapter 2

Models and Mathematical

Preliminaries

This chapter introduces the models of computation that will be considered in this
thesis. We begin by considering the performance of disks relative to that of solid-state
random-access memory. We then examine two models of computation designed to take
the behavior of disks into account. The first model is the I/O model of computation,
as formalized in [AV88]. The second model is the parallel disk model of Vitter and
Shriver [VS94a).

After introducing these models, we discuss and analyze some important algorith-
mic building blocks designed to enable the development of I/O-efficient algorithms.

Algorithms based on these techniques are discussed in Chapters 3, 4, and 5.

2.1 Modeling the Behavior of Disks

Compared to random access main memory, disks are extremely slow devices. At the
time of this writing, random access dynamic RAM is is widely available with 60ns access
time. On the other hand, disks have access times in the 9ms range—approximately

15,000 times slower. We expect that this gap will not only persist, but widen in
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coming years. If we compare disks to the caches that feed the execution cores of modern
microprocessors, the gap is even wider. Cycle times of 5ns are not uncommon today, and
2-3ns cycle time machines are on the near horizon. Superscalar processors [Joh91] push
the gap between disk and processor performance even further, by executing multiple
instructions in a single clock cycle.

In recent years, CPU throughput has been increasing at an annual rate of 40-
60%, whereas disk access times have only been improving at an annual rate of 7-
10% [RW94]. What this tells us is that for applications that require access to very
large data sets, there is likely to be a very significant bottleneck in the I/0 interface
between main memory and the disk. If this bottleneck is not adequately dealt with,
then the efforts and expense devoted to CPU and RAM development will be of no use
to these applications. The CPU and RAM will simply not be able to be kept supplied
with data to work on.

Although disks have high access times, they have reasonable peak bandwidth for
sequential accesses. For example, the Barracuda family of disks from Seagate, which
includes drives with capacities of 4 and 9.1 gigabytes, have average seek times of
8 to 9.5ms, and internal transfer rates of 47.5 to 120 Mbits per second (5.1 to 15
Mbytes/sec.). Hewlett Packard’s SureStore Hard Drive 2000LP offers similar perfor-
mance, with a transfer rate of 45.7-64 Mbits/sec., and a 9.5ms average seek time.
Other manufacturers offer drives with similar performance.! By using several disk
drives in parallel, we can increase the overall disk bandwidth linearly, without access
time penalty. For example, eight of the Hewlett Packard disks in parallel wold provide
aggregate bandwidth of 366-512 Mbits/sec.

Data on disks is almost always organized into blocks, which are sequential regions
of the disk that are always read or written as entire units. By dealing with large blocks,

the latency associated with a single disk access can be amortized over all the data read

This is by no means an exhaustive list of models and manufacturers. The performance figures
quoted here come from the world wide web pages of the manufacturers mentioned.
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or written in the disk access. Of course, an overall computation will only be efficient
if most or all of the data in the block is of use in solving the problem at hand. This
locality requirement is probably the single largest motivating factor in the design of
I/O-efficient algorithms.

In the models of computation that follow, we will consider the cost of accessing
any single block on a disk to be constant. It is possible to construct more detailed
models of disk drive behavior, as done in [RW94], but such models are necessarily tied
to specific makes and models of disk drives, and do not allow us to reason about the
I/O complexity of algorithms on a more general level. Our philosophy in modeling
and designing I/O-efficient computation is that by treating each I/O operation as if
it had unit cost, we will construct algorithms that will minimize the number of I/0
operations, and thus operate efficiently on a variety of different types of disks. This is
essentially analogous to assuming that all operations on a random access machine are

of unit cost despite the fact that they certainly aren’t on real machines.

2.2 The I/O Model of Computation

The 1/0 model of computation was introduced by Aggarwal and Vitter [AV88]. It for-
malized and generalized the models of I/O used by a number of earlier
researchers [Knu73].

In the I/O model, we have a single CPU and uniform cost random access memory,
Just as in the RAM model, but we also have a single disk. The CPU cannot perform
computation directly on data residing on the disk, but instead must move it into main
memory first. Because the main memory has a limited capacity, it is also often necessary
to move intermediate results of a computation from the main memory back out to the
disk in order to free up space for more data to be read in from the disk. The I/O0 model
is illustrated in Figure 2.1.

In the I/O model, the capacity of the main memory is M, which is assumed to be in
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Figure 2.1: The I/O model of computation. In this model, there is a single processor
P connected directly to a random-access main memory of fixed capacity M. Beyond
this main memory is a disk, whose capacity is unbounded. Data on the disk cannot
be directly accessed by the processor. Instead, it must first be transferred into the
main memory. Data that that been processed or generated into main memory by the
processor must be transferred to the disk to make room for new data.

All data transfer between the main memory and the disk is done in large contiguous
blocks. Each block consists of B data items. The I/O complexity of a task in this model
is measured in terms of the number of block transfer operations required to complete
the task.

units of some basic object over which computation is performed. Such objects consist
of a constant number of machine words. For example, if we are dealing with a graph
represented as a set of edges, then M would be the number of edges that can fit in
main memory. If each edge took 32 bytes to represent, and a total of 16 megabytes of

memory was available, then M would be 219.

The capacity of the single disk attached to the system is assumed to be unbounded,
so that all intermediate and final results that it might need to store can be handled. The
surface of the disk is divided into a series of blocks, each of which has a capacity B. The
blocks are numbered sequentially, starting with 0. Any input to a particular algorithm
is assumed to be stored sequentially at the beginning of the disk. In other words, a
problem consisting of N input objects will be stored on the first [N/B] blocks of the
disk.

Data is transferred to and from the disk one block at a time. Each block transfer
is counted as a unit of I/O complexity. In between I/O operations (I/Os for short) the

CPU is permitted to perform an arbitrary amount of computation.
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Figure 2.2: The parallel disk model of computation. This model generalizes the I/0
model shown in Figure 2.1 by replacing the single disk with several disks in parallel.
There may also be several processors in parallel, as shown here, although this is not
strictly required by the model. If there are multiple processors, then the main memory
may be distributed among them, as shown here, or shared. The reason the details
of the processor and memory architecture are not fully specified in the model is that
its goal is primarily to model the amount of I/O required in solving a problem (that
is the number of I/O operations that bring data across the heavy dotted line in the
illustration), rather than the amount or structure of the internal computation done in
conjunction with the I/0.

In a single I/O operation, the parallel disk model can transfer a block of data to or
from each and every disk in parallel. Thus, much greater aggregate disk bandwidth
can be achieved in this model than in the single-disk I/O model.

2.3 The Parallel Disk Model

The 1/0 model of computation can be generalized to include parallel processors and
parallel disks. The former essentially turns the processors and main memory into a
PRAM [FW78], while the latter introduces a number of interesting twists into the I/O0

picture. An example of this generalization is shown in Figure 2.2.

In the parallel disk model, we can access one block on each of the D disks in the
system in a single I/O operation. We restrict the total main memory capacity M to

be strictly greater than DB, in order to ensure that there is adequate main memory

20



D Parallel Disks

Figure 2.3: Parallel disk block ordering. In this illustration, the blocks on each of the D
disks are indicated by slices of the disks. The block numbers are assigned by beginning
with the first block of the first disk, in the upper left corner of the illustration. The
next block is the first block on the second disk. Numbering continues until the first
block on each disk has been assigned a number, at which point we begin with the
second block of the first disk and proceed through the second blocks of all the other
disks. This process then continues through all logical block positions.

to support such I/O operations.

On a single disk there is an implied logical ordering of blocks based on their phys-
ical location on the disk. When several disks are used in parallel, we need a way of
generalizing this ordering. The ordering used in the parallel disk model is illustrated
in Figure 2.3. We order blocks by their physical position on a single disk, and order
blocks at the same physical location on different disks by a set of logical disk numbers
assigned to the disks.

There are two common approaches to performing I/O on parallel disk systems. The
first method, called disk striping [Kim86, LKB87, SGMS86], is illustrated in Figure 2.4.
Disk striping reads or writes a block of data in the same logical position on each of the
D disks in a single I/O operation. For example, we might read logical block 17 from

every disk, or write to logical block 3 of each disk. This technique is called striping
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D Parallel Disks

Figure 2.4: Parallel disk striping. In this approach to managing data on parallel disks,
an I/O operation must consist of either one read or one write to each of the D disks.
Furthermore, the blocks referenced on each of the disks must be in the same logical
position on each disk. This is illustrated with the highlighted “stripes” shown above,
which we can number logically based on the logical numbers of the blocks that make
them up. These stripes look very much like large blocks of size B’ = DB data items
which must read as a group. The net effect is that the D parallel disks essentially
simulate a single larger disk with block size B'.

because it “stripes” data objects across the disks as if they were a single large disk with

blocks of size B’ = DB.

The second method of accessing data on parallel disks is called independent access.
As its name implies, independent access allows the machine to read and/or write blocks
in different positions on each of the D disks in a single I/O operation. This is illustrated

in Figure 2.5.

Clearly the independent disk model is at least as powerful as the striped model,
since it can trivially mimic the behavior of a striped disk system. It can be shown
theoretically that this model admits algorithms that, in the limit as problem sizes grow
extremely large, require less I/O than any that can be implemented on striped disk

systems of similar size. However, it is also the case that such algorithms tend to be less
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D Para.Tlel Disks

Figure 2.5: Independent access to parallel disks. In a single I/O operation one block can
be read from or written to each disk. Unlike striped access, the blocks being accessed
on different disks need not come from the same logical location. For example, a single
/O operation might read each of the shaded blocks in this illustration.

efficient than striped disk algorithms on systems of moderate size. The relationship

between these two models in this context is discussed at greater length in Section 3.3.

2.4 Paradigms of I/O-Efficient Computation

There are a number of paradigms that are repeatedly in I/O efficient computations.
Three of the most important are scanning, distribution, and merging, which are dis-

cussed in the following three sections.

2.4.1 Scanning

Scanning is the process of examining each element of a collection of objects stored in
external memory, possibly performing some transformation on each, and then writing
them back out to external memory.

Scanning is done in an I/O-efficient manner through the use of buffering. Buffering
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is done by allocating a region of main memory, called a buffer, of size B. A block of data
from the disk is read into the buffer, and then the contents of the buffer are examined
sequentially. Once every item in the buffer has been examined, the next block is read
into the buffer and its contents are examined sequentially. When all blocks of data
have been examined, the process is complete.

If a scan wishes not only to examine data, but to transform it in some way, the
transformed data items are placed one-by-one into an output buffer of size B which
resides in main memory. Once this output buffer is full, it is written out to a disk in a
single I/O operation, and then the main memory buffer space can be re-used to buffer
more output.

An example of a scan is shown in Figure 2.6. Data is read from the disk at the left
of the figure one block at a time into the main memory. The input data items z; are
read from the buffer one at a time and the CPU applies some transformation to them,
producing output data items y;. These items are written into an output buffer of size
B. When this output buffer becomes full, it is written out to the disk in a single I/O
operation.

It was mentioned above that a scan might only read data, and not produce any
output. The reverse can also be true. A scan can write data without reading any, if the
program that is performing the scan is one that is written so as to generate streams of
output data dependent only on its changing internal state.

We can summarize the I/O-complexity of scanning with the following simple lemma,

whose proof is apparent from the description of scanning given above.

Lemma 2.1 A scan operation that reads N; items and writes N, items can be per-

formed using
Ni+ N,
o(=5™)

I/0 operations.
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Block I/0

Figure 2.6: Scanning a collection of data items using input and output buffers. At the
top of the figure, a block of B input items is read from the disk into main memory. Once
this block is in main memory, the individual items z; that it contains are fed sequentially
through some function computed by the CPU. An application of the function may
produce an output item y;. If is does, y; is placed in an output buffer of size B in main
memory.

Once all the items from the input buffer have been exhausted, a new block of input
is read from the disk into the main memory buffer in a single I/O operation. If the
output buffer bolding the y; gets full, then its contents are written out to a disk in a
single I/O operation and it is emptied to allow more output items to be generated.
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In the parallel disk model, Lemma 2.1 generalizes as follows:

Lemma 2.2 In the parallel disk model, a scan operation that reads N; items and writes
N, items can be performed using

N+ N,
O( DB )

I/0 operations.

Proof: Instead of using buffers of size B, we use buffers of size DB and read and write

stripes of data from or to all the disks in a single I/O operation. O

The low I/O complexity of scanning is by far the most important reason it is widely
used. The most important aspect of this complexity is the presence of the B (or DB)
in the denominator, indicating that we are making full use of the potential of blocking.

The I/0 complexity of scanning is the external memory analog of linear time (O(N))
in the RAM model, and we will often refer to it as a linear amount of I/0 or linear
1/0 complezity. The difference between linear time in a RAM and a linear amount
of I/O is that in external memory data must be processed with a significant degree
of locality to compensate for the effects of blocking, whereas in a RAM, it can be
processed in any order. This leads to an important distinction between linear and non-
linear I/O complexity when it comes to algorithms that must perform permutations.
This distinction is discussed in Section 3.1.

Scanning is used extensively in the algorithms discussed in Chapters 4 and 5. Tt is
also discussed at length in Chapter 6, where techniques for simplifying its incorporation

into I/O-efficient programs are discussed.

2.4.2 Distribution and Merging

Distribution and merging are both generalizations of scanning. Instead of reading or

writing individual streams of inputs and outputs, distribution reads a single stream
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of input and writes objects from that stream into many output streams. Merging
is similar, except that it reads many input streams and combines them into a single

output stream.

The number of input or output streams merged or distributed is limited by the
availability of main memory. Given a main memory of size M, we can buffer M/B

inputs or outputs in the single disk model.

Distribution allows us to handle many problems using divide-and-conquer
approaches. We distribute the input into subproblems, and then recursively solve
those. When the problem instances become smaller than M, we solve them in main
memory. Merging, being the opposite of distribution, allows us to construct solutions
for larger problems from the solutions to smaller subproblems. Distribution is illus-

trated in Figure 2.7.

Merging is illustrated in Figure 2.8. It is essentially the same as distribution, except
that data moves in the other direction, from many input buffers to a single output

buffer.

The I/O complexity of merging M/B input streams, each of length Nj,, into one
output stream of length Nin M/B is O(N;, M/B?), since all reads and writes are fully
blocked. If we start with inputs of size M, then after one merge we would have inter-
mediate streams of length M?2/B. If we merged M/B of these intermediate streams,
we would end up with streams of length M3/B2. We could repeat this process over

and over again, and given enough original inputs, generate outputs of enormous size.

In many applications, we have N items originally divided into sets of size O(M )s
which are small enough to be read once, processed entirely in main memory, and then
written back out to disk. In order to merge these sets back into one set of size N using

the procedure just outlined, the number of I/Os needed would be

ﬁlo N —O(ﬁ log N )
B CM/ByB = Y \Bilog(M/B))"
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Figure 2.7: T/O-efficient distribution of data. Distribution is very similar to scanning,
except that there is a single input buffer and many output buffers. In most cases, the
number of output buffers is limited by the amount of main memory available in the
machine. The code decides which output buffer each input item should be placed in.
As was the case in scanning, the input buffer is refilled when all data has been read
from it and the output buffers are written to the disk when they get full. The sequence
of blocks written from a particular output buffer is treated as a logical collection of
data items that is separate from those data items written from other output buffers,
even though they may reside on the same disk. Mechanisms for implementing this
logical relationship between blocks are discussed in Section 2.4.3. Once all data has
been distributed, each of the output collections of data can be used as input to another
distribution or scan.
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Figure 2.8: I/O-efficient merging of data. Merging is, in a sense, distribution turned
around. We have as many input buffers as our main memory capacity allows, and a
single output buffer. The code that supervises the merge must decide how to interleave
the input items into the output.

This quantity is essentially the analog of O(Nlog N) time in the RAM model of
computation. We can sort in this bound, using merging, and many other problems that
have O(N log N) time algorithms in the RAM model can also be solved within this I/0
bound. Many algorithms that use distribution also operate in this I/0O bound.

2.4.3 Block Linking and Meta-data

In our descriptions of scanning, distribution, and merging, we assumed that there was
no cost associated with reading the next block from a stream other than the single I/O
operation required to read the block itself. If data in blocks are arranged in physical
position order on the disk, this assumption is valid. Unfortunately, this arrangement
limits us to one logical stream of data per disk drive. In practice this is unreasonable
and must be dealt with by providing some mechanism to group blocks from different
parts of the disk into ordered logical collections.

The problem of ordering blocks can be handled in one of two ways. The most
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common way is to rely on the same file system mechanisms that are designed to link
blocks into a logical file, namely file system meta-data. Technically, since file system
meta-data is resides on disk, its manipulation requires I/O and main memory buffer
space in addition to that actually used for data. This overhead, however, is generally
quite small. Indeed, since most file meta-data consists of pointers to blocks of data or
additional file meta-data, the overall size of meta-data for a large file is on the order of
B times smaller than the file itself.

The second way of linkirg blocks is by reserving a few bytes at the beginning or end
of each block for a pointer to the next block in a collection of blocks. This eliminates
extra I/O for meta-data, but it also reduces the effective size of each block slightly.

Assuming data items and pointers are of the same size, the tradeoff is that a file
of size N with meta-data takes roughly N/B + N/B? blocks, while one using pointers
within blocks takes
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blocks. The space overhead is very similar to that of meta-data, since in both cases the
leading term of the overhead required on top of the N/B blocks needed just to store
data is N/B2. If data items are larger than pointers and blocks have room for exactly
an integral number of data items of the same size, then the analysis is essentially the
same. The only difference is that the overhead for meta-data will be a constant factor
smaller that that for pointers. In the case where data items are large, but there is
extra space at the end of each block because a non-integral number of items fit in each
block, then it may be possible to integrate pointers with no overhead whatsoever. In

any case, however, the overhead is quite small.
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The more important difference between the use of meta-data and pointers is that the
pointer method requires that code be written to explicitly manage and follow pointers
when locating blocks of data. Care must be taken not to overwrite pointers with data,
since they reside in the same blocks.

In most of this thesis, we will not directly concern ourselves with which of the two
methods is used. Instead, we will simply refer to collections or streams of data on disk

and assume that an appropriate mechanism is being used.
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Chapter 3

Permutation and Sorting

Permutation and sorting are among the most widely studied types of I/O-efficient al-
gorithms. Although they are not the primary focus of this thesis, they are important
building blocks for many of the algorithms that will be discussed in Part II. Addi-
tionally, a thorough understanding of their subtleties is required by anyone wishing to
implement I/O-efficient computations in practice.

In this chapter, we will discuss lower bounds on permutation problems and analyze

the relationship between two classes of algorithms for parallel disks.

3.1 Lower Bounds: Linear Complexity vs. Permutation

Complexity

In order to verify the optimality of various algorithms we might wish to construct for
the models outlined in Chapter 2, it is important that we understand the fundamental
lower bounds on the amount of I/O required to solve a particular problem. We will
initially explore these lower bounds for the single disk I/O model, and then extend

them for the parallel disk model.

The first lower bound we will consider is for the fundamental problem of reading in
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an input of N data objects, so that each data object is, at some point, in main memory.
This problems is sometimes referred to as the “touch problem” because it requires that
every input object be touched at least once [ACF90, NV90, VS94b]. The trivial lower

bound on this problem is given by the following lemma:

Lemma 3.1 In the I/O model of computation, solving the touch problem requires at

least [N/B] I/0 operations.

Proof: Suppose that less than [N/B] blocks are read to solve the touch problem.
Then there exists at least one block that is never read, which contains some input
objects that are therefore never touched. Thus the touch problem cannot be solved

with less than [N/B] I/Os. O

This lower bound can be achieved by scanning, as discussed in Section 2.4.1. At
times we will use the shorthand notation scan(N) instead of N/B, in expressing the
I/O complexity of algorithms or portions thereof that use scanning or variations of it.
This expression is commonly referred to as linear time in the I/O model.

In order to derive lower bounds for the amount of I/O required to solve problems
less trivial than the touch problem, it is often useful to look at the complexity of the
problem in terms of the number of permutations that may have to be performed to
solve it. In an ordinary RAM, any known permutation of N items can be produced in
O(N) time. In an N processor PRAM, it can be done in constant time. In both cases,
the work is O(N), which is no more than it would take us to examine all the input.
In external memory with blocking, however, it is not generally possible to perform
arbitrary permutations in a linear number (O(scan(N))) of I/Os. In the worst case,

©(perm(N)) 1/Os are required, where

_ (N N gN/B
perm(N) = mm{ D' DB lgM/B}

[AV8S8, VS94a]. When M is extremely small, the ©(N/D) term may be smaller, but
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for values encountered in any real system, the second term is the smaller of the two.

3.2 Sorting

Sorting is one of the most widely studied problems in algorithmics. Literally hundreds
of papers have been written on the subject in all manner of computational models.
We will discuss it here in order to illustrate the differences between the models of
computation we introduced Chapter 2. Our emphasis will be on fully analyzing the
algorithms, including the constant factors often hidden by big-Oh notation, taking
implementation details into account.

First, let us consider the single disk I/O model of computation. In this model, the
sorting algorithm of choice for comparison sorting is merge sort.! As mentioned in
Chapter 1, merge sort was used on tapes, and later adapted for use on disks [Knu73].

In order to slightly simplify our analysis, we will assume that M is an integral
multiple of B and that N is an integral multiple of M. If this is not the case, a small
amount of memory (< B items) can be left unused, and/or the problem can be padded
with a small number of data items.

Merge sort begins by reading the first M input items into main memory, sorting
them internally, and writing them back out. The next M items are then processed in
the same way. This continues until all input has been processed and we have N/M
sorted subfiles. The total amount of I/O required to produce these sorted subfiles is
2N/B.

Next, we merge sets of O(M/ B) sorted subfiles together into sorted output files. In
order to do this, we allocate a main memory input buffer of O(1) blocks for each subfile
and an output buffer for the output file. The data items from a particular input file

are read sequentially from that file’s input buffer, though the order in which they are

'Radix sort is often used when the structure of keys permits it, but our concern is with keys that
must be compared as indivisible units, and this are not amenable to radix sorting.
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read relative tc data from other input files is data dependent. When an input buffer is
empty, it is refilled by an I/O. An internal memory data structure, such as a heap or
other priority queue, is used to manage the merging process, by properly interleaving
data from the input files into a sorted output. Assuming N is large, the result of this

first set of merges is a set of O(N'B/M?) sorted subfiles of length O(M?2/B).

The results of the first set of merges are then merged together O(M/B) at a time to
form larger sorted subfiles of length O(M?3/B?). This merging process continues until

we have one large file of length N, which is fully sorted.

If we take a closer look at how merge sorting is normally implemented, we find that
in most cases double buffering, which is the use of two blocks of main memory for each
input and output buffer, is used. Double buffering allows I/O to be done on one of
a buffer’s blocks while the CPU is still accessing data in the other, which lowers the
overall running time of merge sort by allowing the CPU and I/O system to be active
at the same time. With double buffering, there is enough main memory available to
merge M /2B — 2 inputs into a single output. The additive term — 2 is to account for

the use of two buffers for the output. Thus, the number of levels of merging required is

N log &
log.g _ —]= — 8w |
[ ng 2M ’Vlog(%_2)"

The total amount of I/O performed at each level of the merge is 2N/B, since every
data item is read once and written once. Additionally, there is an initial pass through
the data to produce the initial sorted runs, which required 2N/B I/Os. Thus, the total

amount of I/O performed is

AV | ledr |}
B log (-21—"5 - 2)
If we extend merge sorting to parallel disks using disk striping, then the total
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number of I/Os performed in a merge sort is

2N log
nbd i —°oM N 3.1
DB (”Log(%—z)]) .

Asymptotically, the I/O bound (3.1) is not optimal for sorting on parallel disks.

SE

There are a number of optimal sorting algorithms for parallel disks [AP94a, Arg94,
BGV97, NV93a, NVI3b, VS94a]. Most of these algorithms use distribution, as dis-
cussed in Section 2.4.2, but they take special care to ensure that data is evenly dis-
tributed among the independent disks. One algorithm, [BGV97] is based on merging.
The leading term of the I/O complexities of all of these algorithms is of the form

log &

) (28)
for some constant k > 1 that depends on the particular algorithm chosen. The distri-
bution sort algorithm works from the top down by computing medians in the data and
then distributing the data into buckets based on the median values. The buckets are
then recursively sorted and appended to one another to produce the final output. The
value of the constant k¥ depends on the complexity of finding the medians, the quality
of the medians as partitioning elements, and the evenness of the distribution of the
buckets over the D disks.

Although the the denominator in (3.2) is larger than the denominator in (3.1)
by an additive term of Ig D, the leading constant factor in (3.2) is larger than that
of (3.1) by a multiplicative factor of k. The value of k for currently known distribution
algorithms ranges from approximately 3 to 20. The value of k for the merge sort
algorithm of [BGV97] is typically in the range of 1 to 2.

If either & or D is too large, merge sorting using striping may be significantly more
efficient than independent disk approaches that are asymptotically optimal. We will

examine the exact nature of the relationship between these two approaches and the
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number of disks in the next section.

3.3 Comparing Independent Disk Sorting and Striped Disk

Sorting

Before implementing an external sort on parallel disks, it is essential determine which
algorithm is most appropriate to the system on which the the code is to run. To com-
pare striping to independent-disk models, we must examine the circumstances under
which the I/O complexity (3.2) for using the disks independently is less than the I/0
complexity (3.1) with striping. To simplify our analysis, we will compare the leading
terms of (3.2) and (3.1), ignoring the ceiling operators. Doing so, we find that the

independent disk model requires fewer I/Os whenever

le & lge &
k(ﬂ) gMM<(2N)< g%)
DB lg-z—B- DB Ig-ZD_B

Eliminating a common factor of 2N/DB and dividing through by lg% tells us that

this occurs exactly when

(3.3)

As the number of disks D in our system grows, the right hand side of (3.3) increases,
while the left hand side remains the same. Thus, if the inequality holds for some value
of D, say D*, then it holds for all D > D*. For a given algorithm with a fixed
constant k, we would like to find out the minimum number of disks D* for which (3.3)

holds. Making an equality of (3.3) and solving for D gives us

ko1
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Thus, D must be at least some root of M/B. The critical issue now becomes the

)
E )
i

v
I

value of k. If k = 1, ie., if we do not need extra I/Os to compute M/2B medians
that partition the data evenly and if each resulting bucket is divided evenly among
the D disks, it is better to use disks independently. However, if & = 4, we need
D > (M/2B)3/* in order for using disks independently to be worthwhile. This is a
rather unreasonable number of disks for any realistic system. For example, suppose we
are sorting on a machine with 256 megabytes (= 228 bytes) of RAM and disk blocks of
8 kilobytes (= 22 bytes). On this machine, we would need
(%) 3 _ (228—13)3/4 = 945/4 — 1449

disks for the independent disk algorithm to do better than striping. On the same
system, an algorithm with k = 1.5 could outperform striped merge sort on a much
more reasonable 26 disks. It is not clear at this point how close to 1 that k can get.
What is clear, however, is that only algorithms for which k is quite small, such as the
merge sorting algorithm of [BGV97], can compete with striping on machines of any

reasonable size.
Another important aspect of the behavior of I/O-efficient algorithms for sorting
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concerns the behavior of the logarithmic factor [Ig(N/M)/lg(M/2DB — 1)] in (3.1).
The logarithmic term represents the number of merge passes in the merge sort, which is
always integral, thus necessitating the ceiling notation. The ceiling term increases from
one integer to the next when N/M is an exact power of M/(2DB) — 1. Thus over very
wide ranges of values of N, of the form M!/(2DB — 1)} < N/M < M+ /(2DB ~1)i+!
for some integer ¢ > 1, the I/O complexity of sorting remains linear in N. Furthermore,
the possibility of ¢ > 3 requires an extremely large value of N if the system in question
has anything but the tiniest of main memories or a huge number of disks. As a result,
although the I/O complexity of sorting is not, strictly speaking, linear in N, in practice
it often appears to be over very wide ranges of N.

Many of the algorithms discussed in Part IT of this thesis exhibit behavior similar to
that of sorting on striped or independent disks. For this reason, they will be discussed
in the context of single disk systems. The extension of these algorithms to parallel
disks by striping will not necessarily yield theoretically optimal algorithms, though it

will produce algorithms that are very efficient in practice.
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Part 11

Algorithms
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Chapter 4

Combinatorial Algorithms

Combinatorial algorithms are algorithms for problems on data sets consisting of dis-
crete structures. In this chapter, we concern ourselves with two important classes of

combinatorial problems: geometric problems and graph theoretic problems.!

4.1 Geometric Algorithms

Geometric problems, that is to say problems whose inputs and/or outputs are geometric
objects, have been widely studied, and solutions to many are well known [PS85]. These
solutions typically assume a RAM model of computation, although significant work
has also been done for parallel machines, primarily using the PRAM model [ACG*88,
AL93).

In this section, we will examine techniques for developing I/O-efficient geometric
algorithms. These algorithms have important applications in a number of domains.
For example, design-rule checking on a very large VLSI design may involve looking for
intersections among tens or hundreds of millions of rectangles. Another set of examples

come from geographic information systems (GIS), which store tremendous amounts of

' The work presented in this chapter originally appeared in two separate papers: [GTVV93], which
was joint work with Michael Goodrich, Jyh-Jong Tsay, and Jeftrey Vitter; and [CGG*95), which was
joint work with Yi-Jen Chiang, Michael Goodrich, Eddie Grove, Roberto Tamassia, and Jeffrey Vitter.
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inherently geometric data. The particular problems we consider include line segment
and rectangle intersection, nearest neighbor queries, and convex hulls in two and three
dimensions.

We will discuss geometric algorithms in the context of a single disk model of 1/0,
though the results can be extended to other models as well. In particular, they can be
extended to parallel disk systems through the use of striping, as discussed in Section 2.3.
For systems of reasonable size, striping will produce algorithms that are more efficient
than the more complicated algorithms required to make optimal use of independent

disks.2 The effect is essentially the same as that seen for sorting in Section 3.3.

4.1.1 Distribution Sweeping, a Generalization of Plane Sweeping

The first technique we have developed for I/O-efficient geometric computation is called
distribution sweeping. It is a technique for generalizing plane-sweep algorithms, which

represent an important class of geometric algorithms for the RAM model [PS85].

A General Problem Framework

Both plane sweeping algorithms and distribution sweeping algorithms are designed to
solve problems that consist of a set of updates & = {01, 09, ...,0x5} and a set of queries
R={p1,p2,...,px}. Bach update o; is an operation insert(y) or delete (y), where each
such y is taken from a known total order w. There is an explicit temporal ordering of
the queries and updates, which is given by a time-stamp function ¢ : SU R — T, where
T is a completely ordered set. In order to solve the problem, we must answer each
query 7; as it would be answered by a dynamic data structure to which all updates
with time-stamps less than £(r;) had been applied, in order of their time-stamps.

In order to make this class of problems more concrete, let us consider an example.

*By reasonable size, we mean a number of disks that we can reasonably assume will be connected
in parallel to a single CPU or a small scale symmetric multiprocessor. This might be on the order of
tens, but not hundreds.
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Suppose we have N + K line segments, N of which are horizontal, and K of which
are vertical. We would like to know which pairs of segments intersect. This problem
is called orthogonal segment intersection. We will assume, for the same of simplicity,
that we are only concerned with intersections between horizontal and vertical segments,
and not overlapping pairs of horizontal segments sharing the same y coordinate or
overlapping pairs of vertical segments sharing the same z coordinate.

We let time-stamps correspond to = coordinates in the plane, and let w consist of ¥
coordinates in the plane. This is illustrated in Figure 4.1. We can construct £ and R
as follows: For each horizontal line from (z1,y) to (z2,y), where z; < z,, we create two
updates. The first update is insert(y) and has a time-stamp z;. The second update
is delete(y) and has a time-stamp z,. For each vertical line from (z,y;) to (z,y2),
we construct a range query with time-stamp z. The query is of the form “return all
elements between y; and y,."

To see that each intersection results in a response to a query, we note that for any
time-stamp z*, the set of y coordinates that have been inserted but not yet deleted
is exactly the set of y coordinates of horizontal line segments that have one endpoint
z1 < z* and the other endpoint x; > z*. If there is a vertical line segment at = z*,
then a range query based on the y coordinates of its endpoints returns exactly that
subset of the horizontal segments represented in the tree that intersect the vertical line

segment.

Plane Sweeping

Plane sweeping [PS85] solves problems of the class just described in a very direct
manner. It begins by sorting £ U R by time-stamp. It then examines the sorted result
iteratively, from smallest time-stamp to largest. Each time an update is encountered,
it is performed on a dynamic data structure maintained by the algorithm. When a

query is encountered, it is performed on that same dynamic data structure.
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Figure 4.1: Orthogonal segment intersection. The current time-stamp z* is shown
with a dashed line. The vertical segment S, that has the time-stamp z* is shown in
bold. Horizontal segments that are stored in the dynamic data structure at time z* are
highlighted in grey. Segments Sy4 and S,3 were once in the data structure, but have
since been removed. All the grey horizontal segments except Sk are within the y range
queried by S, and are thus reported to intersect it. Once this reporting is completed,
the timestamp will advance, and more queries and updates will be performed.
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If time-stamps correspond to z coordinates of geometric objects in the plane, then
the order in which the elements of XU R are considered is exactly the order in which the
geometric objects from which they obtained their time-stamps would be encountered
by a vertical line £ = a sweeping across the plane from £ = —co to z = +occ. This is

the origin of the name “plane sweeping.”

Simply by selecting an appropriate correspondence between geometric objects in
the plane and elements of T and R, a wide variety of problems can be solved by plane
sweeping. In addition to segment intersection, these include a variety of problems
dealing with sets of isothetic rectangles, which are rectangles in the zy plane whose
sides are parallel to the = and y axes. The problems we can solve on sets of isothetic
rectangles include determining the area and perimeter of their union. Plane sweeping
can also be used for the two dimensional maxima problem, and planar point location.
Detailed examples of the use of plane sweeping for many of these problems can be

found in [PS85].

Analyzing the time complexity of the plane sweeping as applied to orthogonal seg-
ment intersection is very similar to analyzing it in general. First of all, we must sort
the endpoints of the horizontal segments and the vertical segments by their z coordi-
nates. This can be done in O(N'Ig N) time using any of a variety of sorting algorithms,
quicksort [Hoa62, Sed75, Sed78], being the most likely candidate. Once the sorting has
been completed, we can sweep across the plane by iterating through the sorted list we
Jjust generated. Each element of the list generates an update or query to the tree T". If
T is a balanced binary tree, such as a red-black tree [Bay72, CLR90, GS78], then each
tree update can be done in O(Ig N) time, since the tree never has more than O(N)
elements. A range query on a balanced binary tree can be done in O(lg N + T;) where
Ty is the number of items in the tree that answer the query. Since there are O(N)
updates and queries, the total complexity of the plane sweep is O(NIgN +T), where

T is the total number of results returned by all the queries, which is just the total
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number of pairs of intersecting segments.

A logical question for us to ask is how effective plane sweeping is on large scale
geometric problems that do not fit in main memory. We can begin by examining this
question in the context of the orthogonal segment intersection example used above to
introduce plane sweeping. The initial sorting is not a problem; there are a variety of
I/O-efficient sorting algorithms, as discussed in Section 3.2. Scanning the sorted list of
objects is also not a problem; we simply read blocks or stripes of data sequentially. The
next part of plane sweeping, maintaining a dynamic data structure associated with the
current position of the sweep line, is where we can begin to run into trouble. If it were
the case that the dynamic data structure always remained small enough to be stored
entirely in main memory, then there would be no problem. Experimentation has been
done on synthetic sample cases to demonstrate the efficiency of this approach [Chi95].
The same work also included synthetic data sets designed to evaluate the performance
of this approach in cases where the dynamic data structure grows larger than main
memory. In those cases, performance is much worse, as we would expect. It is not yet

known exactly how this technique will work in practice for real problem instances.

If the dynamic data structure grows significantly larger than the capacity of main
memory, then we have a very different story. Pointer-based data structures, such as
the balanced binary trees typically used in plane sweeping, can be inefficient for data
structures that are too large to fit in main memory. The inefficiency arises because
following pointers in such a data structure may move from one block of data to another,
to another, and so on, without being able to make use of other nodes stored within the
same block. The best we can hope for is that the tree remains perfectly balanced and
divided into blocks consisting of B nodes arranged as a binary tree of height O(lg B).
In this case, the binary tree is effectively reduced to a form of B-tree [BM72, Com79),

which supports updates in O(logg N) 1/Os.
The idea of using a B-tree in this way was investigated by Chiang [Chi95]. If we
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use a Bt-tree [Com?79], which is a variant of a B-tree that is particularly well suited to
answering range queries, then insertions and deletions can be performed in O(logg N)
I/Os and each query q can be performed in O(logg N + T,/ B) 1/Os, where Tg is the
number of items returned as the answer to the query gq. This would give our plane

sweep algorithm an overall I/O complexity of

(N lg N/B

T
ElgM/B+N10gBN+—)

B

on a single disk system. In general, the Nlogg N term can be expected to dominate
the term associated with the sort because it lacks a B in the denominator. The B is
missing because an individual I/O-based update or query is made for each and every

point the scan line crosses.

Distribution Sweeping

In order to make plane sweep algorithms more I/O-efficient, we have developed a tech-
nique called distribution sweeping, whose primary feature is that it entirely eliminates
the dynamic data structure associated with the sweep line.

We begin, as in plane sweeping, by sorting ZU R by  coordinate. We then sweep,
but in a different way. Instead of maintaining the dynamic data structure as we sweep,
the input events (updates and queries) are divided into buckets 8;, Ba, . . ., 35 based on
their y coordinate as the sweep line moves over them in the  direction. The buckets are
delineated by s — 1 splitters in the y direction, much as if we were doing a distribution
sort based on the y coordinate. The splitters are chosen so that there are O((N+K )/ S)
queries and updates in each bucket. The events distributed to any given bucket are
correctly ordered by z coordinate, since all events were sorted by z before the sweeping
began. As the events are distributed, portions of the final solution to the problem
that involve interactions between objects that are distributed to different buckets are

reported. This concept is necessarily vague, since the details of how objects from
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different buckets interact is highly dependent on the exact problem begin considered.
A concrete example is given in Section 4.1.1. Whatever data structures are required to
find these portions of the final solution must either fit entirely within main memory or
be structured so that the I/O complexity of maintaining them can be amortized over

the cost of reporting the overall solution to the initial input problem.

Once the input events have been divided into buckets, the problem is solved recur-
sively on the contents of each bucket in order to report the remainder of the solution.
Finally, the solutions to the recursive problems on the buckets are merged into a solu-

tion for the overall problem.

The initial sweep is called the pre-sweep because it is performed before the sub-
problems are recursively solved. The process of merging the solutions after solving
the recursive subproblems is called the post-sweep because it is performed after the

recursive subproblems are solved.

In order to divide the problem into recursive subproblems, we decompose each
query p; into a set of sub-queries p; ), p; 2, . .., pis Over the ranges of y that correspond
to each of the buckets. In most cases a significant fraction of the sub-queries are known
a priort to be empty. These empty queries need not be explicitly passed to the recursive
subproblems. Not passing them on is critical in avoiding an exponential increase in the
number of subproblems created at each subsequent level of recursion. In fact, a key
part of the analysis of many distribution sweeping algorithms is proving that at most
O(1) queries resulting from the decomposition of any one original query p; exist at any

level of recursion.

If the number of buckets into which updates and queries are partitioned is s =
M /B — 1, then the process of distributing the updates and queries to subproblems can
be handled as we scan through them in order to find solutions involving iterations of
events in different buckets. We can do this because we have enough main memory to

both buffer the input queries and updates and the s output streams of sub-queries and

48



updates. If the total number of sub-queries in all buckets at each level of recursion
remains O(K'), and the total number of updates in all buckets at each level of recursion
remains O(N), then the process of sweeping and distributing the queries and updates

takes a total of

N + K log(N + K)
o(~5 log(M/B) )

I/0s.

Similarly, if the size of the answer to each query is O(1), then post-sweeping also

takes a total of

N + Klog(N + K)
(=3 e 75) )

I/Os.

The only aspect of distribution sweeping that we have not yet covered is how we
determine splitter values that will evenly divide the input events into subproblems. In
order to do this, we first sort £ U R by y coordinate. The medians for the first level
of distribution correspond to the y coordinates in positions (N + K) /5, 2(N + K)/s,
3(N +K)/s, ..., (s~ 1)(N + K)/s, in this sorted list. The medians used at the next
level of recursion correspond to the y coordinates at positions (N+K)/s2, 2(N+K) /s,
N+ K)/s?, ..., (s~1)(N + K)/s?, (s + 1)(N + K)/s?, (s + 2)(N + K)/s?, ...,
(2s — 1)(N + K)/s?, (25 + 1)(N + K)/s?, ..., (s® - 1)(N + K)/s®. This pattern
continues down through the levels of recursion. A complete schedule of medians used
by the pre-sweeps can be constructed by permuting the sorted events appropriately.
The correct permutation will depend on the order in which we want to examine recursive
subproblems, such as breadth-first or depth-first. In any case, these permutations can
certainly be routed within the I/O bounds required to sort. These bounds match the

amount of I/O already required for the pre- and post-sweeps.

49



Application to Orthogonal Segment Intersection Reporting

In order to make distribution sweeping more concrete, we will demonstrate how it can
be applied to the problem of orthogonal segment intersection. This is illustrated in
Figure 4.2.

During the pre-sweep, whenever the left endpoint of a horizontal segment is en-
countered, the segment is inserted into an active list A; associated with the bucket «;
in which the segment lies. Later, when the right endpoint is encountered, the segment
is deleted from A;. When we encounter a vertical segment R, we examine all the buck-
ets whose y extents are completely spanned by R. We report that all the horizontal
segments in the active lists of those strips intersect R. If we implement the active lists
as external memory stacks, such that only the top block of each stack is kept in main
memory at any given time, then the amortized I/O complexity of inserting a segment
into an active list is O(1/B) since there is only one I/O for every B items inserted.

Thus the total cost of inserting the N horizontal segments into active lists is O(N/B).

Deleting elements from the active lists can be more problematic, since the order
of the location of the right endpoints of segments need not correspond to the order of
their left endpoints, and thus we might have to examine an entire active list to find

just one point to delete. This examination could potentially cost us a lot of I/O.

The way to get around this problem is to simply forget about deletion events and
integrate the process of deleting segments from the active lists into the process of
examining the active lists to report intersections. Whenever we encounter a vertical
segment S,, we scan all the active lists corresponding to buckets whose y extent it
contains. Each horizontal segment S, in such an active list either crosses Sy or has a
right endpoint to the left of S,. In the former case, we report the fact that Sy intersects
Sy to a buffered output file of intersections and write Sj to a new active list for the
bucket. In the latter case, we do nothing, effectively deleting Sp, from the active list of

its bucket, since it is not copied to the new active list.
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Figure 4.2: (On next page) Orthogonal segment intersection using distribution sweep-
ing. The boundaries between buckets are illustrated by dashed lines. At the point
in time illustrated, the sweep has reached the z coordinate of the bold vertical line
segment S,. The horizontal segments that are in the active lists of the buckets are
highlighted in grey. This intersections that are reported when the active lists are
scanned are highlighted with dark circles. Note that the intersection of S, and Sjg is
not reported, because S, does not fully span the bucket containing Spg and thus that
bucket’s active list is not examined. Instead, this intersection will be reported by a
recursive solution to the problem on that bucket.

Segments Spq and Shs are examples of segments that are removed from the active
lists of their buckets when S, is processed, since they do not intersect S, and thus
cannot intersect any vertical segments further to the right.

At this point, all intersections of horizontal segments and S, within the top three
buckets have been reported because S, fully spans the buckets. This is not the case in
the lowest bucket, however. S, must be distributed to that bucket so that any inter-
sections between it and horizontal segments in that bucket can be found by recursion
on the contents of the buckets. In this example, the intersection of S, and Shg will be
found in this way.

In this illustration, the top endpoint of S, has the highest y coordinate of any end-
point of any segment. This is the situation we would see if the instance of the problem
we were trying to solve was a recursive sub-instance consisting of all segments dis-
tributed to a given bucket at the next higher level of recursion. Notice that the bottom
portion of Sy that gets distributed to the lowest bucket has this same character.

At a given level of recursion, each horizontal segment is inserted into one active
list, and read from that active list once for each vertical segment that intersects it
and once when it is deleted. The total amount of I/O needed to do this at a level of
recursion is O((N + T)/B), where Ty is the number of intersections reported at the
level of recursion.

We have described how to complete the portion of the pre-sweep that finds inter-
sections; we are now left only with the problem of distributing events to subproblems.
Horizontal lines are relatively simple. We distribute them based on their y coordinates.
Vertical segments are distributed only to buckets they do not completely span, since
intersections that occur in buckets they completely span have already been reported
by examining active lists.

The only way a segment can interact with a bucket but not completely span it is
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if it has an endpoint that is in the bucket’s interior. If we are dealing with an instance
of the problem that was created as a recursive sub-instance of the problem, then an
endpoint of a vertical segment can either have been an endpoint of an original input
segment or the point at which a segment being distributed to the recursive sub-instance
intersected a bucket boundary. The former (as illustrated by the upper endpoint of S, in
Figure 4.2) can be inside a bucket, but that latter (as i!'ustrated by the lower endpoint
of S, in Figure 4.2) cannot. If we consider all sub-instances of the problem at a given
level of recursion, only two subsegments of an original input segment can be present,
one corresponding to each of the original input segment’s endpoints. This property is
of critical importance in the analysis of the I/O complexity of this algorithm, since it
ensures that the the total amount of I/O required for distribution at a given level of
recursion linear in the number of original inputs.

Once distribution has reduced the number of events in a bucket to no more than M ,
distribution sweeping ends and the intersections occurring within the bucket are re-
ported by reading all of the bucket’s events into main memory and solving the problem
in main memory, using, for example, a sweep line algorithm.

The behavior of the distribution sweeping algorithm just discussed for the orthog-

onal segment intersection problem can be summarized by the following theorem:

Theorem 4.1 Given an input consisting of a total of N horizontal and vertical seg-

ments, all T of their pairwise intersections can be reported using

(53 *5)
BlgM B

I/0Os.

Proof: We have shown that at each level of recursion there are at most two distributed
segments corresponding to each original input segment. The distribution of these seg-

ments is through buffers, so it is fully blocked. Because the endpoints of all segments

33



(both horizontal and vertical) are evenly divided among blocks, the number of levels

IlgN
0 (igar)-
The total amount of I/O used in distribution is thus

NIgN
O(flgM)'

of recursion is

Each of the T scgment intersections is reported exactly once. If these intersections
are written to disk through a single output buffer than the amount of I/O required to

report them is O(T'/B). The total I/O complexity of our algorithm is thus

NigN T
o (ElgM +'§)

as claimed. O

4.1.2 Batch Filtering

In this section we demonstrate how, for many query problems in computational ge-
ometry, we can represent a data structure of size N in N/B disk blocks in such a
way that K constant-sized output queries of the data structure can be answered in
O((N/B + K/B) logar/g(N/B)) 1/0 operations. Because we represent the data struc-
ture as a dag (directed acyclic graph) through which the K queries filter down from
source to sinks, we call this technique batch filtering.

Given a data structure that supports queries, we can often model the processing of
a query as the traversal of a decision dag isomorphic to the data structure. We begin
at a source node in the dag, and at each node we visit, we make a decision based on the
outcome of comparisons between the query value and some number d of values stored

at the node. We then make a decision as to which of the node’s O(d) children to visit
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next. This process continues until we reach a sink in the dag, at which point we report

the outcome of the query.

The class of dags in which we are particularly interested is planar layered decision
dags. In such dags, each node belongs to a particular layer, and the layers are numbered
with integers. Every edge in the dag goes from a node at some layer i to a node at
level i+ 1. If v; is a layer ¢ node and v;4 is a layer two node, and there is an edge from
Vi to v;41, then we call v;4; a child of v; v; a parent of vi+1- In addition to the layer
property, the dags we consider must be planar. Trees are simple examples of a planar

layered dags.

An important property of planar layered dags is that batches of queries can be
processed through them in an I/O efficient manner. This is accomplished by processing
all queries through the first layer of the dag, then processing them all through the next

layer, and so on.

Let us consider the details of how this is done. Let G = (V, E) be a planar layered
decision dag with a single source such that the maximum out degree of any node is

M/B. Assume the source s of G is at layer 0.

We begin processing the queries by placing all K queries into a FIFO queue which
we call the layer 0 queue. We then read each input from the queue, using a single block
of size B in main memory to buffer the input as we read it. For each query, we make
a decision at s as to which child of s the query should directed. We maintain several
main memory buffers of size B, one for each child of s. When we have decided that
a given query g should be directed to v, a child of s, we place g in the output buffer
associated with v. As these output buffers become full, they are written out to disk. If
multiple blocks of queries are written to disk for a single child, they are linked together
as described in Section 2.4.3. Because the out degree of the root is at most M /B, this

process is almost exactly like distribution, as defined in Section 2.4.2.

Once all of the queries have been divided among children of the root, we create a
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specially structured FIFO queue of all queries. An example of this kind of queue is
shown in Figure 4.3. The queue consists of two kinds of entries: queries and pointers to
blocked lists of queries in secondary memory. Traversing the children of s from left to
right, we check whether the output buffer for each child ever became full. If it did, we
append the current contents of the buffer to queries previously written for that child,
and place a pointer to those queries in the FIFO queue. If it did not, we insert the

data items directly into the queue, which is buffered before being written to disk.

When all children of s have been examined in this way, the queue contains all the
queries for each of children, ordered from left to right. Some of these are explicitly in the
queue, while others are referred to through pointers in the queue. This is illustrated in
Figure 4.3. The queue labeled “Layer i” shows how the queue of queries to four children
of s might look. Examining from left to right, it consists of a node with a pointer to
queries, two nodes with explicitly represented queries, and another node with a pointer

to queries.

To proceed beyond layer 1, we process the nodes of each level i from left to right.
All K inputs are represented in the queue for layer i, in order of nodes from left to
right, so the queries for each input can be read in turn. Each node’s inputs are treated
in the same manner that all nodes were treated at the root. The only difference is that
the output queues of the nodes at layer i are concatenated into a single input queue

for layer 7 + 1, as illustrated in Figure 4.3.

Because the dag is planar, only one child can be shared between two nodes on
a given level. The nodes must be adjacent on the layer and the child must be the
rightmost child of the first node and the leftmost child of the second. This situation
is also illustrated in Figure 4.3, where the first two nodes on layer ¢ share a child on
layer ¢ + 1. When this occurs, the output buffer for the shared queue remains in main
memory after its first parent is processed, and is used for more output from the second

parent. Only after the second parent has processed all its queries is the child put into
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Figure 4.3: Batch filtering queries through a planar layered decision dag. This figure
illustrates the process of reading all the queries from the FIFO queue for layer ¢ and
distributing them to layer ¢ + 1. The FIFO queue for layer i is at the top of the figure
and the queue for layer 7+ 1 is at the bottom. At the moment shown in this snapshot,
queries from the layer ¢ node labeled “Input” are being distributed to the layer i + 1
nodes labeled “Outputs.”

Each node in layer 7 has a representation of the queries that travel through the node.
These are shown by rectangles within the layer. There are two types of representations.
Nodes having less than B queries are shown with lightly shaded rectangles. These
queries are represented explicitly in the queue. Nodes having more than B queries
have a pointer in the queue, shown by a thin dark rectangle, which points to a list of
blocks containing the actual queries.

In processing layer i, we move from left to right in the queue, processing the queries
associated with each node in turn. For each query, we make a decision which edge out
of the node to a node in layer i + 1 the query should follow. We then place it into an
output buffer associated with that node. If the output buffer becomes full, we write it
to disk and begin to use a pointer representation for the queries at the associated node.



the FIFO queue. Because it is leftmost, it is written first, and this the appropriate
ordering of queries for nodes on layer i + 1 is preserved.
Once all queries reach the bottom of G, we scan the last queue, and report the
appropriate outcome for each query based on the node in the queue which was sent to.
The I/O complexity of batch filtering as described above is given by the following

lemma:

Lemma 4.2 Let G = (V, E) be a planar layered decision dag with a single source such
that the mazimum out degree of any node is M/B. Let N = |V| and let h be the height
of G. If G is represented in N/B blocks, with the nodes ordered by layer and the nodes
within ¢ layer ordered from left to right, then it is possible to answer K queries on G

in O(N/B + hK/B) I/0 operations.

Proof: Each layer of the dag is processed using O(K/B) I/Os to read and distribute
queries to the next level. As this is done, the dag itself has to be read so that the nature
of the decision to be made at each node can be determined. The amount of data needed
to represent each node is linear in its output degree, but because G is planar, Euler’s
law [Bol79, PS85] tells us that the total output degree of all nodes is O(N). Therefore,
since the nodes are appropriately ordered, they can be read as needed by scanning,
which takes O(N/B) I/Os. Processing all k levels thus takes

N K
0 (E +h§)

I/0s. O

Luckily, the restrictions we have imposed on the type of decision dags we can handle
with batch filtering are not too severe. In particular, many computations use decision
trees, which clearly constitute a special case of the lemma. Often these trees are binary,
but we can divide a binary tree into layers of height O(log M /B) and then store each

node on a layer boundary along with all its descendants in the layer below it as a
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single node with branching factor M/B. Storing the tree in this manner allows us to
reduce h by a factor of O(log M/B) yet still meet the conditions of the lemma. We will
see this approach used again in solving subproblems of the 3-d convex hull problem in
Section 4.1.3.

Another way of using batch filtering, as discussed below, is by structuring more
complicated decision dags as recursive constructions to get around the planarity re-

strictions of the lemma.

Application: Multiple-Point Planar Point Location

Planar point location is a fundamental problem in computational geometry. In the
version of the problem considered here, we are given a monotone planar decomposition
having N vertices, and a series of K query points. For each query point, we are to
return the identifier of the region in which it lies. In main memory, this problem can be
solved in optimal time O((NV + K) log N) using fractional cascading [CG86a, CG86b);
O(N log N) is spent on preprocessing and O(K log N) is needed to perform the queries.

Tamassia and Vitter [TV90] have demonstrated a technique by which the fractional
cascading used to solve this problem can be implemented in parallel. Their technique
can solve our problem in O((N/p+ K) log, N) time on a PRAM with p processors. We
can use a method based on their construction, but using M/B in place of p to get a
data structure that looks like a (M/ B)-ary tree augmented with catalogs. We can apply
the technique of Lemma 4.2 to the main tree, but the bridge pointers connecting the
catalogs make the dag non-planar. To get around this, we note that as queries traverse
the edges between nodes in the main tree, they are ordered by the catalog values they
query. This ordering is established at the root of the data structure, where a (M/B)-
ary tree is used to locate the queries in the first catalog. The use of this approach on a
fractionally cascaded tree is shown in Figure 4.4. By relying on this ordering, we can

efficiently process the queries that arrive at each node of the main tree. The overall
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Figure 4.4: Batch filtering queries on a fractionally cascaded data structure. Queries
are initially filtered through the search tree at the top of the figure to establish an
ordering in the z direction. As they are filtered through the remainder of the data
structure, this z ordering is preserved among the queries distributed to any particular
node.

complexity of this technique is thereby maintained at O((N/B + K/B) log,, /8(N/B)).

4.1.3 Convex Hull Algorithms

The convex hull problem is that of computing the smallest convex polytope completely
enclosing a set of N points in d-dimensional space. In this section we will examine the

problem in external memory for two and three dimensions.

Our 3-d convex hull is somewhat esoteric, so we also give a simplified version of our

algorithm which, although not optimal asymptotically, is very fast in practice.
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A Two-Dimensional Convex Hull Algorithm

For the two-dimensional case, a number of main memory algorithms have been de-
veloped which operate in optimal time O(N log N) [PS85]. A simple way to solve the
problem optimally in external memory is to modify one of the main memory approaches,
namely Graham’s scan [Gra72]. Graham'’s scan requires that we sort the points, which
can be done in O(N/B logar/5(N/B)) 1/0O operations, and then scan linearly through
them, at times backtracking, but only over each input point at most once. This scan-
ning stage can be accomplished in O(N/B) 1/O operations, so the overall complexity

of the algorithm is O(N/B logar/5(N/B)).

Three-Dimensional Convex Hulls

The three-dimensional convex hull problem is interesting because of the number of two-
dimensional geometric structures closely related to it, such as Voronoi diagrams and
Delaunay triangulations [GS85, PS85]. In fact, by well-known reductions [GS85], our
3-d convex hull algorithm immediately gives external-memory algorithms for planar
Voronoi diagrams and Delaunay triangulations with the same I/O performance. The
instances of 3-d convex hulls that arise in the reduction from Voronoi diagrams has a
certain structure that allows a special-purpose approach.

Even in main memory, plane sweep algorithms fail to solve the 3-d convex hull
problem, and we must resort to more advanced divide and conquer approaches [PH77).
One idea is to use a plane to partition the points into equally sized sets, recursively
construct the convex hull for each set, and then stitch the recursive solutions together
in linear time. Unfortunately, we know no way of implementing a merging algorithm
of this type in secondary memory because we cannot adequately anticipate all possible
paths through the data that might be traversed during the combining phase. Another
obstacle is that we need to stitch together on the arder of M / B recursive solutions in

linear time, rather than just two.
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In order to get around the problems associated with a merging approach, we use
a novel formulation of the distribution method. We consider the dual problem of
computing the intersection of a set of N half spaces all of which contain the origin.
Standard geometric duality transformations [PS85] are used to show the equivalence
of convex hull and halfspace intersection. Once we are dealing with the dual problem,
we can use a distribution-based approach along the lines of that proposed by Reif and

Sen for computing 3-d convex hulls in parallel [RS92].

To illustrate, let S be a set of N halfspaces all of which contain the origin. Let
the boundary of a halfspace h; € S be denoted P;. Suppose we have a subset Sy C S
such that |Sg| = N¢. Let Iy = ﬂh,eso hj. A face of Iy might have up to N edges. We
can reduce this complexity by trangulating each face, which can be done by sorting
the vertices of Iy along a vector not perpendicular to any face and then sweeping a
plane along this sorted order. By Euler’s law, the size of the resulting set of faces is
at most O(N®). We can now decompose Iy into O(N¢) cones C;, each of which has
one of these faces as a base and the origin as an apex. An obvious way of distributing
the halfspaces into subproblems is to create a subproblem for each cone C; consisting
of finding the intersection of all halfspaces hj € S\ S whose bounding planes P;
intersect C;. Unfortunately, a given P; may intersect many cones, so it is not clear that
we can continue to work through the O(loglog N) required levels of recursion without
causing a very large blow up in the total size of the subproblems. Luckily, using a form
of random sampling called polling and eliminating redundant planes from within a cone
prior to recursion [RS92], we can, with high probability, get around this problem. In
this discussion, the phrase “with high probability” means with probability 1 — N—¢,

for some constant c.

Algorithm 4.1 is a distribution algorithm for computing the intersection of all
hi € S. Step 1 can be completed with O(N/Blogy g N/B) 1/Os by making a lin-
ear pass through S for each sample, as suggested by Knuth [Knu81]. Step 2 consists
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Halfspace Intersection
Input: A set S of N halfspaces in 3-d space.
Output: The set of all halfspaces h; € S whose bounding planes lie on the boundary of the
intersection (), ¢s, hj
1. For j = 1 to ©(logy g N/B), take a random sample S; of S, where |S;| = N* for a
constant 0 < e < 1.

2. Recursively solve the halfspace intersection problem on each sample S;, giving a set of
solutions [;.

3. Use polling ([RS92]) to estimate the size of the partition of S — S; that each sample
solution [; will induce. Let S, be the sample whose solution I, generates the smallest
such partition.

4. For each cone Cj of I, compute R;, the set of halfspaces in § — S, whose boundaries
intersect Cj;.

. Eliminate redundant planes from each R;, yielding R;.

w

6. Recursively solve the halfspace intersection problem on each set R;.

Algorithm 4.1: An algorithm for computing the three dimensional convex hull of a set
of points.

of recursive calls that will be considered below. In Step 3 we decompose each Sj into
cones using a plane sweep. This takes O((|S;|/B) log s 5(|Sjl/B)) 1/Os. We then take
a random sample from S — §; for each S;. This takes O(N/Bloga g N/B) 1/0s. Fi-
nally, we solve a tree structured point location problem on all elements of the sample.
This is done by batch filtering as described in Section 4.1.2. The number of I/O op-
erations needed by Step 4 is O(§ logsr/ g §), where r = 37, |R;|. In Step 5, redundant
planes are eliminated using a variant of the 3-d maxima algorithm from Section 4.1.1
and a 2-d convex hull algorithm. Both require O(% log/ s ) 1/0 operations. Finally,

Step 6 recursively solves the subproblems.

By using methods analogous to the approach of Reif and Sen [RS92] for the parallel

case, we can develop the following recurrence for the running time of our algorithm:
T(n) = O(N/Blogyg(N/B)) + T(N*)logry5(N/B) + 3 T(|R:|).
i

The first term on the right-hand side is the I[/O cost for sampling and partitioning;
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the second term is the I/O cost for sorting the samples; and the last term is for the
recursive calls. In the recurrence, the |S;| terms are actually random variables. We
can use Karp’s method for solving probabilistic recurrence relations [Kar91] to get the

solution

T(n) = 0 (g logay5(N/B))

with high probability.

The “distribution” approach used here is different from those of the distribution sort
algorithms for the various I/O and memory hierarchy models [AV88, NV93a, VS%a).
In the latter cases, there are two sets of recursive calls rather than one, but the time

to partition is faster.

A Practical Variation of the 3-d Convex Hull Algorithm

The 3-d convex hull algorithm discussed above can be considerably simplified by using
samples of size ©(M/B) instead of N°. This allows us to do the distribution of data
to subproblems in a single pass, since we have enough main memory to buffer outputs
for all of the recursive subproblems simultaneously.

This approach does not lead to an algorithm that is optimal in the limit, but just
as was the case with sorting in Section 3.3, we find that this simpler algorithm is more

efficient in practice. The I/O complexity of this simpler algorithm is
olX (lg(N/B) )2
B \lg(M/B) )
4.2 Graph-Theoretic Algorithms

In this section we will consider a novel technique for solving graph-theoretic problems in
secondary memory. Our method is based on the simulation of PRAM algorithms. After

introducing this technique, we will demonstrate how it can be applied to a particular
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problem, namely list-ranking.

4.2.1 PRAM Simulation

The efficient simulation of PRAM algorithms is a powerful technique in designing I/O
efficient algorithms. In this section we demonstrate how this simulation can be per-
formed. The fundamental idea of simulating PRAM computation in external memory
is not entirely new; for example, the I/O complexity of parallel algorithms implemented
using vector code has been studied [Cor92]. Our work differs in that it takes a far more
direct approach to simulating parallel algorithms. The most interesting, and the most
counterintuitive, of our results appears in Section 4.2.4. There we show that in order
to generate I/O optimal algorithms we will, in most cases, resort to simulating PRAM
algorithms that are not work-optimal. The PRAM algorithms we simulate have ex-
ponentially decreasing numbers of active processors, but very small constant factors,
which is ideal for our purposes, since the I/O simulations do not need to simulate the

inactive processors, and thus we get exceedingly practical I/O algorithms.

4.2.2 Generic Simulation of an O(N) Space PRAM Algorithm

We begin by considering how a PRAM algorithm that uses N processors and O(N)
space can be simulated. In order to simulate such a PRAM algorithm, we first consider
how to simulate a single PRAM step. This process requires only sorting and scanning,

as is shown in the following lemma:

Lemma 4.3 Let A be a PRAM algorithm that uses N processors and O(N) space.

Then a single step of A can be simulated in

(Zies)

I/0s.



Proof: To simulate the PRAM memory, we keep an array of size O(N) on disk in
O(N/B) blocks. In a single step, each PRAM processor reads O(1) operands from
memory, performs some computation, and then writes O(1) results to memory. Let a
be the maximum number of operands any one processor reads. Using O(N/B) I/Os,
we can make a copies of the contents of the PRAM memory. To provide the operands
for each processor operation we must simulate, we sort each of the copies of the PRAM
memory.

The first copy of the PRAM memory contents is sorted so that the first operand for
the first processor comes first, the first operand for the second processor comes second,
and so on. The second copy of the PRAM memory contents is sorted so that the second
operand for the first processor comes first, the second operand for the second processor
comes second, and so on. We sort all a copies of the memory in a similar manner, so
that we have a lists of operands sorted by the processors to which they belong.

Note that we have implicitly assumed that each item in the PRAM memory is an
operand for exactly one processor. If this is not the case, then in the scan that makes
copies of the memory contents, we can duplicate the contents of some memory locations
and skip over the contents of others to provide the appropriate number of copies of each
memory location. Sorting is then used, as above, to move them to their appropriate

locations.

Whether or not duplication is required, the total I/O complexity of generating the

a = O(1) operand lists is

0(5 lgN/B)
BlgM/B)"

Once the operand lists have been constructed, we scan them sequentially, proceeding
processor by processor, reading the operands of the operation to take place at that
processor, and writing the result of the operation the processor performs to a buffered
output. This process takes O(N/B) 1/Os and leaves us with the results computed by

each of the processors, in order by processor number. To return these results to the
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simulated PRAM memory, we do the reverse of the process that was used to fetch
operands for the processors. We sort the results by the memory locations that they
should be written to and then scan the sorted results and the simulated contents of the
PRAM memory to write them back. This process has the same asymptotic complexity
as sorting the operands did, giving us an overall I/O complexity of

)

To simulate an entire algorithm, we have to simulate all of its steps. Doing so gives

us the following theorem as a corollary of Lemma 4.3:

Theorem 4.4 Let A be a PRAM algorithm that uses N processors and O(N) space

and runs in time T. Then A can be simulated in O(T—g— log s %) I/Os.

4.2.3 Simulation of Super-Linear Space PRAM Algorithms

We say that a parallel algorithm A is dependency-aware if, for memory cell ¢, we know
the time step c is first accessed, and, in addition, for any memory access of ¢ by some
processor p in step i, p can determine the next step when ¢ will need to be accessed.
Let the carrying cost C; for Step i of a PRAM algorithm A be defined to be the
number of memory cells referenced in Step i. Let C, the carrying cost for A, be the

sum of carrying costs for all the steps in A.

Theorem 4.5 Let A be a dependency-aware PRAM algorithm running in time T using
W work with carrying cost C. Then A can be simulated sequentially in external memory

using O(sort(W + C) + T?) i/o operations.
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4.2.4 Reduced Work Simulation for Geometrically Decreasing Com-

putations

Our main approach to designing efficient I/O algorithms is to concentrate on simulating
PRAM algorithms that have the “geometrically decreasing size” property, in that after a
constant number of steps, the number of active processors has decreased by a constant
factor. Such algorithms are typically not work-optimal in the PRAM sense, since
PRAM measures of work typically count inactive processors. But for I/O purposes,
inactive processors do not have to be simulated, and hence our definition of work is
motivated by the I/O simulation. The main theorem we use for simulating PRAM

algorithms with geometrically decreasing size is given below:

Theorem 4.6 Let A be a PRAM algorithm that solves a problem of size N by using
N processors and O(N) space, and that after eack of O(log N) stages, each of constant
time, both the number of active processors and the number of memory cells that will be
used again in the computation are reduced by a constant factor. That is, there ezists a
constant 0 < a < 1 such that after 1 stage, only aN processors and O(aN) memory
locations are active, after 2 stages a?® processors and O(a2N) memory locations are
active, and so on. Then A can be simulated in ezternal memory in O(%’- logas %) I/0

operations.

Proof: The first stage consists of O(1) steps, each of which can, by Lemma 4.3, be
simulated in O(% log s -g—) I/Os. Once we enter the second stage, we are essentially
simulating an algorithm that runs on aN processors and uses O(aN ) space and has
the same geometrically decreasing behavior. We can thus write a recurrence for the

number of I/Os needed to simulate the algorithm which looks like

T(N) =0 (-JBY log,s %) +T(aN).
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The base case of this recurrence occurs when N = o(M), in which case T(N) =
O(N/ B), since we need only read the inputs into main memory, solve the problem in
main memory, and write the results out. We can now prove by induction that

N

T(N) = O( logy, ).

In order to solve the recurrence, we note that by the definition of big-Oh notation,

there exists some positive constant C; such that for all sufficiently large N,

N N
T(N) < CIE logys B + T'(aN).

Let N* be the smallest such N for which this inequality holds. Let

C’g:tnax{lcI }U U -,T&——

_ i T
) Ne<izN'ja BIBM B

We can now prove by induction that for all N > N*,

N N
T(N) < 02-§ logM —B— (4.1)
The base cases are those between N = N* and N = N*/a, for which (4.1) holds by
the definition of C. For N > N*/a, we rely on the inductive hypothesis that for all N
between N* and N — 1, (4.1) holds. This means, in particular, that it holds for aN.
Thus,

y

T(N) < CIB

N
logas 5 + T(aN)

N N alN N
S ClEIOgM 'B_"I‘CQ?lOg}w%
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N N N
= (Cl + CQQ)g IogM E + C2a§ logM .

Since a is between 0 and 1, logy, « is negative, and thus

N

N
TN (G + Cza)-é' logy - (4.2)

By definition, C3 > C/(1 — ). Thus C; < (1 — a)C; and C} + Caa < C,. Plugging
this into (4.2), we get

N N
T(N) S CQ‘E’ logM E,

proving the inductive hypothesis for N.

Since, for all N > N*,

N N
T(N) < ng; log s 5

we have, by definition,

T(N) =0 (% log s %) :

4.3 List Ranking

In this section, we demonstrate how the PRAM simulation technique of Section 4.2.1
can be used to construct an algorithm for the problem of list ranking.

The input to list ranking is an N-node linked list L stored in external memory as
an (unordered) sequence of nodes, each with a pointer nezt to the successor node in
the list. Our goal is to determine, for each node v of L, the rank of v, i.e., the distance

rank (v) of node v to the last node of L.

Our result is

70



Lemma 4.7 List ranking of an input of N nodes can be solved in
N N

I/0s.

Our algorithmic framework is adapted from the work of Anderson and
Miller [AM90]. It has also been used by Cole and Vishkin [CV86], who developed
a deterministic version of Anderson and Miller’s randomized algorithm.

Initially, we assign to each node v in list L rank(v) = 1. This can be done in
O(scan(N)) I/Os. We then proceed recursively. First, we produce an independent set
of ©(N) nodes. Once we have a large independent set, we bridge each node v in the set.
By bridging v, we mean that we replace pointer nezt(u) to v with nezt(v) and replace
rank(u) with rank (u) + renk(v). Bridging can be done with O(1) sorts and scans. We
then recurse, ranking the list from which elements of the independent set have been
bridged. When we return from the recursion, we reinsert each node that was bridged
out, incrementing its rank by the rank of its predecessor after the recursion returned.
This can also be done with O(1) sorts and scans.

In order to analyze the I/O complexity of an algorithm of the type just described, we
first note that all the operations performed before and after recursion use O(% loga, %)
I/Os. If the independent set can be found in 0(% logys —g—') I/Os, then the overall I/0
complexity of the algorithm also meets this bound. Now, since ©(N) nodes are bridged
out before recursion, the size of the recursive problem we are left with is at most a
constant fraction of the size of our original problem. Thus, according to Theorem 4.6
the I/O complexity of our overall algorithm is O(% logs %). Now all that remains is
to demonstrate how an independent set of size ©(N) can be produced in O(%’ logy, %)
I/Os.

We generate the independent set using an adaptation of an algorithm developed by

Anderson and Miller [AM90]. In this algorithm, we flip a fair coin for each vertex v in
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the chain. If v gets heads and the successor of v gets tails, then v is included in the
independent set. This method of selection ensures that it is impossible for two selected
nodes to be adjacent in the list. The expected size of the independent set generated
this way is (N — 1)/4.

Implementing this method of independent set construction in external memory
within the required O(% logas %’-) I/Os is done by using an optimal sorting algorithm
as discussed in Section 3.2. Before doing so, we scan through the nodes (in O(N/B)
[/Os) and assign each a random value 0 or 1 based on the outcome of a coin flip. We
then make two copies of the list, again using O(N/B) I/Os. Next, we sort the first
copy of the list by the id of each node and the second copy by the nezt fields of the
node. This takes O(—’B! logs %) I/Os. Finally, by scanning the two lists, which now
have opposite ends of each edge in the corresponding position, we can determine exactly
which nodes are part of the independent set. This takes O(N/B) I/Os. Putting all the

pieces together, we have the following lemma:

Lemma 4.8 An independent set of ezpected size (N — 1)/4 can be constructed in
O(¥ logy %) I/0s.

Lemma 4.8 can now be combined with our earlier analysis to prove Lemma 4.7.
A more detailed analysis of the performance of list ranking, paying particular at-

tention to the details of implementing it, is presented in Section 7.2.

4.4 Conclusions

We have demonstrated the existence of I/O-efficient algorithms for a number of impor-
tant combinatorial problems. The fundamental building blocks we took advantage of
are sorting and scanning, which were shown to be I/O-efficient in Chapter 3. In the

next chapter, we will consider scientific computations, which are generally considered
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to have a much more regular structure than those we considered here. Readers inter-
ested in more details on the implementation of the algorithms discussed in this chapter

may wish to skip directly to Chapter 7 where implementation is discussed in detail.
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Chapter 5

Algorithms for Scientific

Computation

Scientific computations often require the management of tremendous amounts of data.
Often, this data is stored in matrix form. Thus, in order to support large-scale scientific
computations, we must consider the I/O complexity of solutions to various fundamental
problems involving this sort of data. In this chapter, we consider algorithms for these
problems. Our discussion in broken into two parts; Section 5.1 discusses algorithms
for sparse matrices, and Section 5.2 discussed algorithms for dense matrices. Despite
the regular structure of these problems, we find that judicious permutation of input
data is the key to producing efficient algorithms, just as it was for the combinatorial

algorithms discussed in Chapter 4. !

5.1 Sparse Matrix Methods

Sparse matrix methods are widely used in scientific computations, particularly in iter-

ative methods. A fundamental operation on sparse matrices is that of multiplying a

'The work presented in this chapter was originally presented in [VV95b] and [VV95a]. It is joint
work with Jeffrey Vitter.
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1) z+0;

(1)

(2) foreach nonzero element e of A do

(3) z[row(e)] = z[row(e)] + value(e) x z[col(e)];
(4)

4) end

Algorithm 5.1: Generic sparse matrix/vector multiplication. This is an algorithm for
computing 2 = Az where A is a sparse N x N matrix and = and z are N-vectors.

sparse N x N matrix A by an N-vector = to produce an N-vector z = Az.

Before we can work with sparse matrices in secondary memory, we need a way of
representing them. In the algorithms we consider, a sparse matrix A is represented by
a set of nonzero elements E. Each e € FE is a triple whose components are row(e),
the row index of e in 4, col(e), the column index of e in A, and value(e), the value of
Alrow(e), col(e)].

In main memory, sparse matrix-vector multiplication can be implemented using
Algorithm 5.1. If the number of nonzero elements of A is N;, then Algorithm 5.1 runs
in O(N;) time on a sequential machine.

In secondary memory, we can also use Algorithm 5.1, but I/O performance depends
critically on both the order in which the elements of A are processed and which of
components of z and  are in main memory at any given time. In the worst case, every
time we reference an object it could be swapped out. This worst-case scenario would

result in 3N I/Os being performed.

In order to guarantee I/O-efficient computation, we reorder the elements of 4 in
a preprocessing phase. In this preprocessing phase, A is divided into N /M separate
M x N sub-matrices A;, called bands. Band A; contains all elements of A from rows ;M
to (¢+1)M~1 inclusive. Although the dimensions of all the A; are the same, the number
of nonzero elements they contain may vary widely. To complete the preprocessing, the

elements of each of the A; are sorted by column.
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Once A is preprocessed into bands, we can compute the output sub-vector
z[iM ... (i + 1)M — 1] from A; and z using a single scan, as shown in Algorithm 5.2.
If we ignore the preprocessing phase for a moment and assume that the elements of

appear in order in external memory, the I/O complexity of Algorithm 5.2 is

LA A
DB M| DB DB’

The entire preprocessing phase can be implemented as a single sort on the nonzero
elements of A, using band number as the primary key and column as a secondary key.
This takes 2N./DB | 7oy | 1/0s, as discussed in Section 3.2. Note, however, that
the preprocessing only has to be done once for a given matrix A. After that, the main
phase of the algorithm can be executed repeatedly for many different vectors z. This

is a common occurrence in iterative methods.

The multiplication of a banded sparse matrix and a vector is illustrated in Fig-
ure 5.1. In this illustration, B = 5 and M = 35. These numbers are much smaller
than in typical systems for the sake of illustration. We have enough main memory to
hold one input buffer for the banded sparse matrix, one input buffer for the vector, and
five blocks full of output results. The black squares in the matrix represent non-zero
entries. The shaded portions of the figure are those involved in multiplying the first
band of the matrix by the vector. The first band is blocked horizontally into blocks of
B = 5 non-zero entries. We scan across this band and down the vector, as indicated
by the arrows, in order to generate results for the shaded portion of the result vector.
When this is complete, we write these results out and repeat the process for each of

the subsequent bands in the matrix.

The performance of this algorithm is discussed in the context of two benchmark

programs in Section 8.3.
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/| Preprocessing phase:

(1) foreach nonzero element e of A do

(2) Put e into A[I'OW(e)/MJ;

(3) endforeach

(4) fori« 0,N/M do

(5) Sort the elements of A; by column;
(6) endfor

// Main algorithm:

(7) Allocate a main memory buffer z); of M words;
(8) fori+« 0to[N/M] do

(9) zy + 0;

(10) foreach nonzero element e of 4; do

(11) zp[row(e) — iM] = zp[row(e) — iM] + value(e) x z[col(e)];
(12) endforeach

(13) Write zpr to 2[iM ... (i + 1)M — 1];

(14) endfor

Algorithm 5.2: I/O-efficient sparse matrix/vector multiplication. This algorithm com-
putes z = Az where A is a sparse N x N matrix and z and z are N-vectors.

M -2B

Figure 5.1: I/O-efficient multiplication of a sparse matrix and a vector.
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(1) if3K? < M then

(2) read A and B into main memory;

(3) compute C = AB in main memory;

(4) write C back to disk;

(5) else

(6) partition 4 at row K/2 and column K/2;

(7 label the four quadrant sub-matrices A, Ay, As1, and Ay, as shown in Figure 5.2:
(8) partition B into By 1, By, B2,1, and B, in a similar manner;

(9) permute all sub-matrices of A and B into row major order;

(10) Perform the (11)-(14) using recursive invocations of this algorithm
(11) Ci1 « A11B1,1 + A1 2B 1

(12) Ci2 « A11B12+ A1 2B2p;

(13) Co,1 ¢ A21B1,1 + A32Ba;

(14) Ca2 + A9 1B1 2 + A3 2Ba 5;

(15) Reconstruct C from its sub-matrices C) 1, C 2, Ca,1, and Cy9;
(16) permute C back into row major order;

(17) endif

Algorithm 5.3: Two K x K input matrices A and B are multiplied to produce C = AB
using a divide and conquer approach.

5.2 Dense Matrix Methods

Dense matrices appear in a variety of computations. Like sparse matrices, they are
often multiplied by vectors. In this case banding techniques similar to those discussed
in the previous section can by used. Another fundamental operation is multiplication
of two K x K matrices A and B to produce C = AB.

Asymptotically T/O-optimal multiplication of two K x K matrices over a quasir-
ing can be done in ©(K3/VMDB) I/Os [VS94a]. The lower bound was devised by
Aggarwal and Vitter [AV88]. A matching upper bound for parallel disk systems was
presented by Vitter and Shriver [VS94a]. The algorithm Vitter and Shriver presented
uses a recursive divide and conquer approach. It is shown as Algorithm 5.3.

Vitter and Shriver presented an asymptotic analysis of the I/O performance of

Algorithm 5.3 in their work. In the following, we refine this analysis to include constant
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Figure 5.2: Partitioning a matrix into quadrants in order to perform matrix multipli-
cation recursively using Algorithm 5.3. If two matrices A and B are partitioned in
this manner, then the four quadrants of their product C = AB can be computed by
pairwise multiplication of their quadrants and addition. For example, we can compute
Ci1 = A1 B1,1+ A1 2B, 1.

factors. First, we consider the base case where 3K? < M. In this case, step (2) of the
algorithm reads both A and B in their entirety, which requires 2K?/(DB) I/Os. Step
(4) then writes the result C back to disk, which requires K2/(DB) I/Os. A total of
3K?/(DB) 1/Os are thus required.

In the more general case when 3K? > M, steps (6)—(9) partition and permute the
two input matrices into four equal sized square submatrices. Assuming that M > 3DB,
this step can be done in a single pass through each of the two input matrices. For the
first K/2 rows of A, one input buffer is needed for A and two output buffers are needed,
one each for A1) and 4;2. Once Ay, and A; 2 have been written, we use the same
input buffer for A and re-use the two output buffers for A2 and A3 . Since the input
matrices are in row major order, we scan through their elements, writing each element
we read to the output buffer associated with the submatrix to which the element
belongs. The submatrices are written in row major order, as required for recursive
invocations of the algorithm. This is because the original input was in row major
order, and thus all elements of a submatrix are already in a relative order consistent
with a row major ordering of the elements of the submatrix. The total number of I/0s
required to partition a matrix (A or B) in this manner is thus 2K%/(DB). After four

recursive invocations of the algorithm, we reconstruct a row major representation of
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C from its four submatrices by reversing the process used to partition A and B in the

first place.

The I/O complexity of Algorithm 5.3 is within a constant factor of optimality. Its

exact I/O complexity is given by the following Lemma:

Lemma 5.1 Assuming M > 3D B, the [/O complezity of Algorithm 5.3 for a problem

instance tnvolving K x K matrices is

12/3K3 _9K?
DBYM DB’

T(K) =

Proof: In order to prove this lemma, we construct and solve a recurrence for T(K).

In the base case, when 3K? < M, we read both inputs, perform all computation in
main memory, and write the results. Since two matrices are read and one is written,
with all I/O fully blocked and striped, the total I/O complexity is 3K2/DB.

For larger matrices, there are several different types of I/O that must be performed.
First, we must partition the two input matrices into four submatrices each. If we assume
that M > 3DB, this partitioning can be done in its entirety in a single scan through
each input. One input buffer of size DB is used to buffer the input and two are used
for buffering the output. While the first K/2 rows of A are being read, the two output
buffers are used for A;,; and Ai1,2. When the second half of the rows are being read, the
output buffers are used for A, and A2,2.2 The total amount of I/O used in partitioning
a matrix in this manner is 2K?/DB.

Once A and B are partitioned, we make eight recursive invocations of our algorithm,
which costs us 87'(K/2) I/Os. We then do four element-wise additions, each of which
requires 3(K/2)? I/Os. Finally, we reconstruct C from its four submatrices, which has

the same I/O cost as partitioning 4 or B did. Summing up these costs, and combining

*In reality, it is hard to imagine a machine in which M was not significantly larger than 3DB. On a
machine with much more main memory capacity than 3DB, we would probably take advantage of the
additional main memory to double buffer I/0 or perhaps to read and write multiple contiguous blocks
simultaneously. This would reduce seek overhead, as described in Section 3.2.

80



them with the cost of multiplying small matrices, we get the recurrence

3K? 2

o i < M;

DB if 3K° < M;
T(K)=

9K? X

DB + 8T(K/2) otherwise.

In order to solve this recurrence, let

Si=—T(2'—

()

be defined for all non-negative integers i. Then

So =%T (%) =1

For ¢ > 0,

DB_ (. .VM

_ DB (9-4M Ll VM
aY; (303 +8T(2 \/5))

= 3-4"+8S;_;.
The solution to this recurrence is
S;=4-8-3.4

for all > 0, which can be shown by induction.

We now have a solution to the recurrence for S;, and thus can compute the value

of T(K) for values of K of the form K = 28V/M//3. We do this by solving (5.1) for
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T(K) to get

T(K) = T(‘@)

= %(4-8"—3-4‘).

For the values of K we are interested in, 2! = Kv/3/VM, and thus 4 = K 23 and
i _ 3_3@ . . . .
88 =K AT Substituting these into our expression for T'(K), we get

M 3 3V3 23
T(K) = 35 (41( v 3K M)

_ 12V3K3  9K?

- DBYM DB’

Although Algorithm 5.3 is within a constant factor of optimality, it is possible
to modify the algorithm to produce an iterative algorithm that is substantially more
efficient for large matrices. The key idea is to permute the elements of the matrices
A and B only once, rather than over and over again at each level of recursion. After
this initial permutation, we have a set of submatrices that we can multiply iteratively
to generate submatrices of the final solution matrix C. These submatrices can then
be reassembled into a row major representation of C by a single permutation. The
permutations required to generate an appropriate set of submatrices for this approach
are significantly more complicated than the single pass permutation Algorithm 5.3 used
to generate four submatrices at each level of recursion, but as will be seen, the overall

I/O complexity of this approach is significantly less. The iterative approach is shown
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(1) partition A into K//M/3 rows and K//M]/3 columns of
sub-matrices each having /M/3 rows and /M /3 columns;

// step (1) is shown in Figure 5.3

partition B in a manner similar to A4;

permute all A;; and B;; into row major order;

foreach i, j do
Cij < 2k AikBrj

endforeach

reconstruct C from all C; j;

permute C back into row major order;

FTUN TN N TN N N
0 ~J O OV o N

Algorithm 5.4: Iterative matrix multiplication. A preprocessing permutation is used
to establish a representation of the matrix that is amenable to an iterative approach.

in Algorithm 5.4.

For the moment, let us ignore the permutations required by Algorithm 5.4 and
analyze only the iterative portion consisting of steps (4)-(6). The index variables %, j,
and k all range over K/\/M/3 values. Each invocation of step (5) consists of adding
K/\/M]3 terms, each of which is the product of two (VM/3) x (vV/M/3) matrices.

One third of the main memory is devoted to holding each of the two matrices whose
product makes up a term of the sum. The final third of main memory is used to hold
a running sum of the terms as they are processed. In order to save main memory we
never explicitly store the product A; ;B j that makes up a term of the sum. We are
able to get away with doing this because each element of such a term is the sum of a
series of products of elements of A;; and By 4+ Since Cj; is the element-wise sum of
these terms and addition is commutative, we can add each elemental product directly
to the element of C;; that it will eventually be added to, rather than ever explicitly

representing the term A; By ;.

The I/O complexity of a single invocation of step (5) is thus the I/O complexity
of reading 2k//M/3 submatrices and writing one. Each submatrix can be read of
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A A2 A

A2 . Ars—?,n

An—l,n-l Ar:—l,n

Ax,lc—2 AK,IC—[ An,x

Figure 5.3: Partitioning a matrix into sub-matrices in step (1) of Algorithm 5.4. Each
sub-matrix 4;; has /M/3 rows and \/M/3 columns. The number of sub-matrices
across and down A is k = K//M/3.

written in M /(3D B) 1/Os, giving an invocation of step (5) an overall I/O complexity
of

2k +1 M
vVM/3 3DB’
Summing over all (K/\/M/3)? = 3K2 /M invocations of step (5), we get an I/O com-

plexity of
2V3K3 + K?
VvMDB ' DB’

Now, let us turn our attention to the permutations required in steps (1)~(3) and
(7)~(8). In special circumstances, when B, D, K, and VM are all integral powers of
two, these permutations are bit-matrix multiply complement permutations [CSW94].
In more general circumstances, however, they may have to be implemented by sorting.

In either case, the complexity of sorting, as discussed in Section 3.2, provides a strong
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upper bound on the number of [/Os that are required to route each of the three per-
mutations. If striped merge sorting is used, then, according to (3.1) each permutation

of K2/3 elements each can be done in

3DB Ig (ﬁ)M? - 1)

I/Os. Thus, the total I/O complexity of all three permutations is

DB Ig (.2%%_1)

The total I/O complexity of Algorithm 5.4 is thus

Py

€3

el

<]

2V3K3 N 3K? L 2K?
vMDB DB ' DB lg(

In the limit as N gets large, it is clear that the iterative algorithm is superior,
since the leading term of its I/O complexity is a factor of 6 smaller than that of the
recursive algorithm. For small matrices, however, it might be the case that lower
order terms play a significant enough role to counter this fact. This is reasonable to
expect in this case, since the iterative algorithm has several lower order terms with
positive coefficients, whereas the recursive algorithm has a single lower order term with

a negative coefficient.

What we are asking is under what circumstances is it the case that

12\/§K3_9K2< 2V3K3 +3K2 2K? [ Ig(K?/3M) 1, (5.2
vMDB DB ~ MDB DB DB |igM/2DB -1)|° -

When this inequality holds, the recursive algorithm is better; when it does nat hold,
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the iterative algorithm is better. Simplifying, we find that this is precisely when

10V/3K Ig(K2/3M)
“ar <P [lg(M/wB - 1)] |

or equivalently when

vM <12 o [lg(K2/3M) D _6VM N \/A—'Il‘ Ig(K?2/3M)

K<iova g(M/2DB) | ) = 53 1573 lg(M/2DB-1)]' (5:3)

An additional fact about the two algorithms that we need to consider is that the
I/O complexities we derived for them only apply for matrices with K > VM /V/3. If the
matrices are smaller than this, then the algorithms behave equivalently with respect to
I/0, since both input matrices and the result fit entirely in main memory. Combining
this with the upper bound (5.3), we find that the recursive algorithm is superior only

for the very narrow band of matrix sizes where

vM 6vVM N vM {lg(K2/3M)] .

7 <K <35/ 7573 | eizDB)

86



Part III

TPIE
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Chapter 6

TPIE, a Transparent Parallel I/0

Environment

TPIE, a transparent parallel I/O environment, is designed to bridge the gap between
the theory and practice of parallel I/O systems. TPIE is intended to demonstrate that

a parallel I/O system can do all of the following simultaneously:

o Abstract away the details of how I/O is performed so that programmers need

only deal with a simple high level interface.

¢ Implement I/O-optimal paradigms for large scale computations that are efficient

not only in theory, but also in practice.

* Remain flexible, allowing programmers to specify the functional details of com-
putation taking place within the supported paradigms. This will allow a wide

variety of algorithms to be implemented within the system.
 Be portable across a variety bardware platforms.
* Be extensible, so that new features can be easily added later.

TPIE is targeted at supporting the various algorithms discussed in Chapters 3, 4, and 5.
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TPIE is implemented as a set of templated classes and functions in C++. It also
includes a small library and a set of test and sample applications. TPIE has been
tested on a variety of hardware platforms with a variety of flavors of UNIX operating

systems. Combinations that have been tested include:
e Sun Sparcstation/SunOS 4.x

e Sun Sparcstation/Solaris 5.x

DEC Alpha/OSF/1 1.x and 2.x

HP 9000/HP-UX

Intel Pentium/Linux 1.x

This chapter discusses the structure of TPIE and its programmers’ interface.

6.1 The Structure of TPIE

TPIE has three main components, the Block Transfer Engine (BTE), the Memory
Manager (MM), and the Access Method Interface (AMI). The BTE handles block
transfer for a single processor. The MM performs low level memory management across
all the processors in the system. The AMI works on top of the MM and one or more
BTEs, each running on a single processor, to provide a uniform interface for application
programs. Applications that use this interface are portable across hardware platforms,
since they never have to deal with the underlying details of how I/0O is performed on
a particular machine.

The BTE is intended to bridge the gap between the I/O hardware and the rest
of our system. It works alongside the traditional buffer cache in a UNIX system.
Unlike the buffer cache, which must support concurrent access to files from multiple
address spaces, the BTE is specifically designed to support high throughput processing

of data from secondary memory through a single user level address space. In order
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to efficiently support the merging, distribution, and scanning paradigms, the BTE
provides stream oriented buffer replacement policies. To further improve performance,
some implementations of the BTE move data from disk directly into user space rather
than using a kernel level buffer cache. This saves both main memory space and copying

time.

The MM manages random access memory on behalf of TPIE. It is the most
architecture-dependent component of the system. On a single processor or multipro-
cessor system with a single global address space, the MM is relatively simple; its task
is to allocate and manage the physical memory used by the BTE. On a distributed
memory system, the MM has the additional task of coordinating communication be-
tween processors and memory modules in order to support the primitives that the AMI

provides.

The AMI is a layer between the BTE and user level processes. It implements funda-
mental access methods, such as scanning, permutation routing, merging, distribution,
and batch filtering. It also provides a consistent, object-oriented interface to applica-
tion programs. The details of how these access methods are implemented depends on
the hardware on which the system is running. For example, recursive distribution will
be done somewhat differently on a parallel disk machine than on a single disk machine.
The AMI abstracts this fact away, allowing an application program that calls a function
such as AMI_partition_and_merge() to work correctly regardless of the underlying

I/O system.

The key to keeping the AMI simple and flexible is that TPIE is a framework-oriented
system, as described in Section 1.3.2. The AMI’s user accessible functions serve more
as templates for computation than as actual problem solving functions. The details of
how a computation proceeds within the template is up to the application programmer,

who is responsible for providing the functions that the template applies to data.
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6.2 Streams

Conceptually, TPIE programs work with streams of data stored on external mem-
ory. A stream is an ordered collection of objects of a particular type. The current
implementation of TPIE builds streams using file system meta-data as described in
Section 2.4.3. Various paradigms of computation are defined on these streams, though
the functional details of the computation performed within these paradigms is left to
the TPIE programmer to specify. These details are specified using an operation man-
agement object, which is an object with member functions designed to work with the
particular paradigm being used. Operation management objects are also known as

operation managers..

Creating a stream of objects in TPIE is very much like creating any other object
in C++. The only difference is that data placed in the stream, whether explicitly, or
as is more commonly the case, implicitly, is stored on disk. For example, to create a

stream of integers, we could use either of the following:

AMI_STREAM<int> stream0;

AMI_STREAM<int> #pstream0 = new AMI_STREAM<int>;

AMI_STREAM is actually a macro defined to be the name of a particular implementa-
tion of streams at the AMI level, but for most users it is safe to assume that it is simply

a class. This provides portability of applications across multiple AMI implementations.

The AMI_STREAM constructor does not actually put anything into the stream; it
simply creates the necessary data structures to keep track of the contents of the stream
when data is actually put into it. Data is typically put into streams using AMI_scan(),

which is described in the next section.
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6.3 Scanning

The simplest paradigm available in TPIE is scanning, as described in Section 2.4.1.

Scanning can be used to produce streams, examine the contents of streams, or transform

streams.

6.3.1 Basic Scanning

The most basic task a scan can perform is to write a series of objects to a stream.
In the following example, we create a stream of integers consisting of the first 10000

natural numbers.

class scan_count : AMI_scan_object {
private:

int maximum;
public:

int ii;

scan_count (int max = 1000) : maximum(max), ii(0) {};

AMI_err initialize(void)

{
ii = 0;
return AMI_ERROR_NO_ERROR;
};
AMI_err operate(int =*outl, AMI_SCAN_FLAG *sf)
{
*outl = ++ij;
return (*sf = (ii <= maximum)) ? AMI_SCAN_CONTINUE :
AMI_SCAN_DONE;
};

};

scan_count sc(10000);
AMI_STREAM<int> amis0;

void £()
{

92



AMI_scan(&sc, ZamisO);

The class scan_count is a class of scan management object. It has two member
functions, initialize() and operate(), which TPIE calls when asked to perform a
scan. The first member function, initialize() is called at the beginning of the scan.
TPIE expects that a call to this member function will cause the object to initialize
any internal state it may maintain in preparation for performing a scan. The second
member function, operate(), is called repeatedly during the scan to create objects to
go into the output stream. operate() sets the flag *sf to indicate whether it generated
output or not. Only when operate() returns either an error or AMI_SCAN_DONE does
TPIE stop calling it.

The call to AMI_scan behaves as the following pseudo-code:

AMI_err AMI_scan(scan_count &sc, AMI_STREAM<int> *pamis)
{

int ii;

AMI_err ae;

AMI_SCAN_FLAG sf;

sc.initialize();
while ((ae = sc.operate(&ii, &sf)) == AMI_SCAN_CONTINUE) {
if (sf) {
write ii to *pamis;
}
}

if (ae != AMI_SCAN_DONE) {
handle error conditionms;

}

return AMI_ERROR_NO_ERROR;

Thus, after the function £() in the original example code is called, the stream amis0

contains the integers from 1 to 10000 in order.
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Now that we have produced a stream, there are a variety of operations we can
perform on it. One of the simplest things we can do with a stream of objects is scan it
in order to transform it. As an example, suppose we wanted to square every integer in

the stream amis0. We could do so using the following code:

class scan_square : AMI_scan_object {
public:
AMI_err initialize(void)
{
return AMI_ERROR_NO_ERROR;
};

AMI_err operate(const int &in, AMI_SCAN_FLAG *sfin,
int *out, AMI_SCAN_FLAG *sfout)

{
if (*sfout = *sfin) {
*out = in * in;
return AMI_SCAN_CONTINUE;
} else {
return AMI_SCAN_DONE;
}
};

};

Scan_square SS;
AMI_STREAM<int> amisi;

void g()
{

AMI_scan(&amis0, &ss, &amisl);
}

Notice that the call to AMI_scan() in g() differs from the one we used in £() in that
it takes two stream pointers and a scan management object. By convention, the stream
amis0 is an input stream, because it appears before the scan management object ss in
the argument list. By similar convention, amis1 is an output stream. Because the call
to AMI_scan has one input stream and one output stream, TPIE expects the operate()

member function of ss to have one input argument (which is called in in the example
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above) and one output argument (called out in the example above). Note that the
operate () member function of the class square_scan also takes two pointers to flags,
one for input (sfin) and one for output (sfout). *sfin is set by TPIE to indicate that
there is more input to be processed. *sfout is set by the scan management object to
indicate when output is generated. If a scan management object has no polymorph of
operate() that takes the appropriate type number of arguments for the invocation of
AMI_scan() that uses it, then a compile-time error is generated.

A call to AMI_scan with one input stream and one output stream behaves as the

following pseudo-code:

AMI_err AMI_scan(AMI_STREAM<int> *instream, scan_square &ss,
AMI_STREAM<int> *outstream)

{
int in, out;
AMI_err ae;
AMI_SCAN_FLAG sfin, sfout;
sc.initialize();
while (1) {
{
read in from *instream;
sfin = (read succeeded);
}
if ((ae = ss.operate(in, &sfin, &out, &sf)) ==
AMI_SCAN_CONTINUE) {
if (sfcut) {
write out to *outstream;
}
if (ae == AMI_SCAN_DONE) {
return AMI_ERROR_NO_ERROR;
}
if (ae != AMI_SCAN_CONTINUE) {
handle error conditions;
}
}
}
}

95



More complicated invocations of AMI_scan() can operate on up to four input
streams and four output streams. Here is an example that takes two input streams
of values, x and y, and produces four output streams, one consisting of the running
sum of the x values, one consisting of the running sum of the y values, one consisting of
the running sum of the squares of the x values, and the last consisting of the running

sum of the squares of the y values.

class scan_sum : AMI_scan_object {

private:

double sumx, sumx2, sumy, sumy2;
public:

AMI_err initialize(void)

{

sumx = sumy = sumx2 = sumy2 = 0.0;
return AMI_ERROR_NO_ERROR;
};

AMI_err operate(const double &x, const double &y,
AMI_SCAN_FLAG *sfin,
double *sx, double *sy,
double *sx2, double *sy2,
AMI_SCAN_FLAG *sfout)

{
if (sfout[0] = sfout[2] = sfin[0]) {
*sx = (sumx += x);
*sx2 = (sumx2 += x * x);
}
if (sfout[1] = sfout[3] = sfin[1]) {
*sy = (sumx += y);
*5y2 = (sumy2 += y * y);
}
return (sfin[0] || sfin([1]) ? AMI_SCAN_CONTINUE :
AMI_SCAN_DONE;
};

};
AMI_STREAM<double> xstream, ystream;
AMI_STREAM<double> sum_xstream, sum_ystream;
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AMI_STREAM<double> sum_x2stream, sum_y2stream;
scan_sum SS;

void h()
{

AMI_scan(kxstream, &ystream, &ss,
&sum_xstream, &sum_ystream, &sum_x2stream, &sum_y2stream) ;

6.3.2 ASCII Input/Output

TPIE provides a number of predefined scan management objects. Among the most use-
ful are instances of the template classes cxx_ostream_scan<T> and
cxx_ostream_scan<T>, which are used for reading ASCII data into streams and writ-
ing the contents of streams in ASCII respectively. ASCII I/O is performed through the
iostrean facilities provided in the standard C++ library. Any class T for which the op-
erators ostream &operator<<(ostream &s, T &t) and
istream &operator>>(T &t) are defined can be used with this mechanism.

As an example, suppose we have a file called input_nums.txt containing one integer

per line, such as

17

289
4195835
3145727

To read this file into a TPIE stream of integers, square each integer, and write them

out to the file output_nums.txt we could use the following code:

void £()
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ifstream in_ascii("input_nums.txt");
ofstream out_ascii("input_nums.txt");
cxx_istream_scan<int> in_scan(in_ascii);
cxx_ostream_scan<int> out_scan(out_ascii);
AMI_STREAM<int> in_ami, out_ami;
scan_square ss;

// Read them.
AMI_scan(%in_scan, &in_ami);

// Square them.
AMI_scan(%in_ami, &ss, &out_scan);

// Write them.
AMI_scan(%out_ami, out_scan);

In order to read from an input file using the scan object in_scan, AMI_scan()
repeatedly calls in_scan->operate(), just as it would for any scan object. Each
time in_scan->operate() is called, it uses the >> operator to read a single integer
from the input file. When the input file is exhausted, in_scan->operate() returns
AMI_SCAN_DONE, and AMI_scan() returns to its caller. The behavior of out_scan is
similar to that of in_scan, except that it writes to an output file instead of reading

from an input file.

6.3.3 Multi-Type Scanning

In all of the examples presented up to this point, scanning has been done on streams of
objects that are all of the same type. AMI_scan() is not limited to such scans, however.
In the following example, we have a scan management class that takes two streams of

doubles and returns a stream of complex numbers.

class complex {
public:
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complex(double real_part, imaginary_part);
+;

class scan_build_complex : AMI_scan_object {
public:
AMI_err initialize(void) {};
AMI_err operate(const double &r, const double &i,
AMI_SCAN_FLAG #*sfin,
complex *out, AMI_SCAN_FLAG *sfout)

{
if (+#sfout = (sfin[0] || sfin[1])) {
*out = complex((sfin[0] ? r : 0.0), (sfin[1] ? i : 0.0));
return AMI_SCAN_CONTINUE;
} else {
return AMI_SCAN_DONE;
}
};

6.3.4 Out-of-Step Scanning

Up to this point, we have considered operate functions that always process all the
inputs they are given. In this section, we introduce the concept of out-of-step scanning,
which allows a scan management object to reject certain inputs and ask that they be
resubmitted in subsequent calls to the operate() member function.

Suppose we have two streams of integers, each of which we know is sorted in as-
cending order. We would like to merge the two streams into a single output stream
consisting of all the integers in the two input streams, in sorted order. In order to
do this with a scan, we must have the ability to look at the next integer from each
stream, choose the smaller of the two and write it to the output stream, and then ask
for the next number from the stream from which it was taken. Luckily, there is a simple
mechanism for performing this task. The same flags that TPIE uses to tell the scan
management object which inputs are available can be used by the scan management

object to indicate which inputs were used and which inputs should be presented again.
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Consider the following example of a scan management object class which performs

exactly the sort of binary merge described in the preceding paragraph:

class scan_binary_merge : AMI_scan_object {
public:
AMI_err initialize(void) {};

AMI_err operate(const int &inO, const int &ini,
AMI_SCAN_FLAG *sfin, int *out,
AMI_SCAN_FLAG *sfout)

{
if (sfin[0] && sfin[1]) {
if (in0 < inl) {
sfin[1] = false;
*out = in0;
} else {
sfin[0] = 0;
*out = inl;
}
} else if (!sfin[0]) {
if (!sfinf[1]) {
*sfout = 0;
return AMI_SCAN_DONE;
} else {
*out = inl;
}
} else {
*out = in0;
}
*sfout = {;
return AMI_SCAN_CONTINUE;
}

In the operate method, we first check that both inputs are valid by looking at the
flags pointed to by sfin. If both are valid, then we select the smaller of the inputs and
copy it to the output. We then clear the other input flag to let TPIE know that we did
not use that input, but we will need it later and it should be resubmitted on the next

call to operate. The remainder of the function handles the cases when one of more of
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the input streams is empty.

Note that in earlier scanning examples we did not write to the input flags at all.
This indicated to AMI_scan that all inputs it presented to the scan management object
were consumed by the invocation of the operate() member function and thus none

needed to be presented again in subsequent calls.

6.4 Merging

The binary merging scan management class presented in the previous section could
be used recursively to implement a merge sorting algorithm. We could simply divide
the input stream into sub-streams small enough to fit into main memory, read each
sub-stream into memory and sort it, and then merge pairs of streams, then pairs of
merged pairs of streams, and so on, until we had merged all the input back into one
completely sorted stream. While this approach would correctly sort the input, it would
not be nearly as efficient as possible on most machines. The reason is that we typically
have enough main memory available to merge many streams together at one time.
We can take advantage of the available main memory to reduce the number of passes
required to merge a set of streams into a single stream, as described in Section 2.4.2.
This will allow us to reduce the I/O complexity of merging by a factor of O(lg(M/B)).
Unfortunately, taking advantage of all available main memory can be difficult,
since we must explicitly keep track of the space needed for input blocks from each
of the streams being merged, as well as the overhead of any data structures needed for
the merge. Luckily, TPIE provides a mechanism that does most of the work for us.
The function AMI_partition_and_merge() divides an input stream into sub-streams
Just small enough to fit into main memory, operates on each in main memory, then
merges them back into a single output stream, using intermediate streams if mem-
ory constraints dictate. As was the case with AMI_scan(), the functional details of

AMI_partition_and_merge() are specified via an operation management object, as
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shown in the following example:

class my_merger : AMI_merge_manager {
public:
AMI_err initialize(arity_t arity, const T #* const ¥in,
AMI_merge_flag staken_flags,
int &taken_index);
AMI_err operate(const T * const *in, AMI_merge_flag *taken_flags,
int &taken_index, T *out);
AMI_err main_mem_operate (T* mm_stream, size_t len);
size_t space_usage_overhead(void);
size_t space_usage_per_stream(void);

};
AMI_STREAM<T> instream, outstream;

void £()
{
my_merger mm;
AMI_partition_and_merge(&instream, &outstream, &mm);

The class members are as follows:

initialize() Tells the object how many streams it should merge (arity) and what
the first item from each stream is (in). taken_flags and taken_index provide
two mechanisms for the merge manager to tell TPIE what objects it took from
the input streams. These members are discussed in more detail in the context of

a merge sorting example in Section 6.4.1.

operate () Just as in scanning, this member function is called repeatedly to process

input objects.

main.mem operate() Operates on an array of data in main memory when a sub-stream

is small enough to fit entirely in main memory.

space.usage.overhead() TPIE calls this prior to initialization to asses how much

main memory this object will use.
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space-usage _per_item() TPIE calls this prior to initialization to asses how much main
memory may be used per input stream. Merge management objects are allowed

to use main memory space linear in the number of input streams.

The AMI access method AMI_partition_and_merge() behaves as indicated by the
following pseudo-code. Note that for simplicity of presentation, boundary conditions

are not covered.

AMI_err AMI_partition_and_merge(instream, outstream, mm)
{
max_ss = max # of items that can fit in main memory;
partition instream into num_substreams substreams of size max_ss;

foreach substream[i] {
read substream[i] into main memory;
mm->main_mem_operate(substream[i]);
write substream[i];

}
call mm->space_usage_overhead() and mm->space_usage_per_stream;
compute merge_arity; // Maximum # of streams we can merge.

while (num_substreams > 1) {
for (i = 0; i < num_substreams; i += merge_arity) {
merge substream[i] .. substream[i+merge_arity-1];
}
num_substreams /= merge_arity;
max_ss *= merge_arity;

}

write single remaining substream to outstream;

return AMI_ERROR_NO_ERROR;
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6.4.1 Implementing Mergesort: An Extended Example

In order to examine some additional features of merge management objects, let us con-
sider a more complete collection of code that implements and uses a merge management

object to sorting integers. First, we declare the class:

class s_merge_manager : public AMI_merge_base<int> {

private:
arity_t input_arity;
Pqueue *pq;

public:

s_merge_manager (void);

virtual “s_merge_manager(void);

AMI_err initialize(arity_t arity, const int #* const #in,
AMI_merge_flag *taken_flags,
int &taken_index);

AMI_err operate(const int * const *in, AMI_merge_flag *xtaken_flags,

int &taken_index, int *out);

AMI_err main_mem_operate(int* mm_stream, size_t len);

size_t space_usage_overhead(void);

Ssize_t space_usage_per_stream(void) ;

In addition to the standard class members for a merge management object, we have

the following:

input.arity The number of input streams the merge management object must handle.
Pq A priority queue into which items will be placed.
smerge.manger () A constructor.

S.merge.manger () A destructor.

Construction and destruction are fairly straightforward. At construction time, we
have no priority queue because we do not yet know how big the priority queue should

be. pq will be set up when initialize is called. The destructor checks whether pq has
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been allocated, and deletes it if it has. The constructor and destructor are implemented

as follows:

S_merge_manager::s_merge_manager (void)

{

pq = NULL;
}
s_merge_manager::~s_merge_manager (void)
{

if (pq != NULL) {

delete pq;

}

}

When AMI_merge() is called with a merge management object of type
s_merge_manager, the first member functions called are space_usage_overhead()
and space_usage_per_stream(). These functions return the number of bytes of main
memory that the merge management object will allocate when initialized.
space_usage_overhead()’s return value indicates that space will be needed for a pri-
ority queue. space_usage_per_stream()’s return value indicates that for each input
stream, space (which is to be allocated when the priority queue is constructed) will be

needed for an integer and an arity type.

size_t s_merge_manager::space_usage_overhead(void)
{
return sizeof (pqueue<arity_t,int>);

}

size_t s_merge_manager::space_usage_per_stream(void)
{
return sizeof (arity_t) + sizeof (int);

}

The next member function called by AMI_merge() is main_mem_operate(), which
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is called to handle the initial substreams that are small enough to fit in main memory.

Since we are sorting, we will simply use quicksort.

AMI_err s_merge_manager::main_mem_operate (int* mm_stream, size_t len)

{
gsort (mm_stream, len, sizeof(int), c_int_cmp);
return AMI_ERROR_NO_ERROR;

Having sorted all of the initial substreams, AMI_merge () begins to merge them.
Before merging a set of substreams, the merge management object’s member function
initialize() is called to inform the merge management object of the number of
streams it should be prepared to merge. The object is also provided with the first object
from each of the streams to be merged. For objects of the class s_merge_manager, the

initialize() member function is as follows:

AMI_err s_merge_manager::initialize(arity_t arity,
const int * const *in,
AMI_merge_flag *taken_flags,
int &taken_index)

arity_t ii;
input_arity = arity;

if (pq '= NULL) {
delete pq;
}

// Construct a priority queue that can hold arity items.
Pq = new pqueue_heap_op(arity);

for (ii = arity; ii--; ) {
if (in[ii] !'= NULL) {
taken_flags[ii] = 1;
pq->insert (ii,*in(ii]);
} else {
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taken_flags{ii] = 0;
}

taken_index = ~1;
return AMI_MERGE_READ_MULTIPLE;

Note the use of the return value AMI_MERGE_READ_MULTIPLE. This indicates that
the flags pointed to by *taken_flags are set to indicate which of the inputs were
used and should not be presented again. This is very similar to the use of input
flags to indicate which inputs were used by a scan management object as described in
Section 6.3.4. The reason that we have a special return value to indicate when these
flags are used is to increase performance. In order for AMI_scan() to determine which
inputs were taken, it must examine all the flags. In a many-way merge, this could be
quite time consuming. In the common case where only one item is taken, its index can
be returned in taken_index in order to save the time that would be spent scanning the
Bags. This technique is used in the operate () member function, whose implementation

is as follows:

AMI_err s_merge_manager::operate(CONST int * CONST =in,
AMI_merge_flag *taken_flags,
int &taken_index,
int *out)

// 1f the queue is empty, we are done. There should be no more
// inputs.
if (!pq->num_elts()) {
return AMI_MERGE_DONE;
} else {
arity_t min_source;
int min_t;
pq->extract _min(min_source,min_t);
*out = min_t;

if (in[min_source] != NULL) {
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pq->insert(min_source,*in[min_source]);
taken_index = min_source;

} else {
taken_index

- 1 ;
}
return AMI_MERGE_QUTPUT;

6.5 Distribution

Distribution, as described in Section 2.4.2, is similar to merging, except that instead
of combining a large number of input streams into a single output stream, the reverse
is done, and the contents of a single input stream are distributed into many output
streams. As was the case with merging, scan management objects and AMI_scan() can
be used when distribution is done on a small scale. In circumstances where we wish to
take advantage of all available main memory, however, AMI_scan() is inadequate.
Currently, TPIE supports distribution based on key values of the items begin dis-
tributed. This is done through the entry point AMI_kb_dist (). AMI_kb_dist () takes
an input stream and a maximum and minimum key value. Inputs are distributed to as
many output streams as can be buffered in main memory, based on a set of medians
uniformly distributed over the range of keys. An additional output stream is written
which contains the names of each of the streams that input was distributed to, so that
these streams can be accessed again, either for further distribution or for additional

processing.

6.6 Permutation

6.6.1 General Permutation

Permutation is a basic building block for many I/O algorithms. Routing a general

permutation in the I/O model is asymptotically as complex as sorting, though for some
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important classes of permutations, such as BMMC permutations (See Section 6.6.2)
faster algorithms are possibie. In this section, we discuss AMI_general_permute(),
which routes arbitrary permutations, but always takes as long as sorting, regardless of
whether the particular permutation can be done more quickly or not.

General permutations are routed using the function AMI_general_permute (). Like
other AMI functions, AMI_general_permute() relies on an operation management
object to determine its precise behavior. Unlike functions covered up to now, however,
the type of the operation management object need not depend on the type of object
in the stream being permuted.

A general permutation management object must provide two member functions,
initialize() and destination(). initialize() is called to inform the general
permutation object of the length of the stream to be permuted. destination() is
then called repeatedly to determine the destination for each object in the stream based
on its initial position.

Here is an example of using general permutation to reverse the order of the items
in a stream. The member function initialize() records the length of the stream
in a private member total\_size. Subsequent calls to destination() subtract their

input position from the total length to get the destination position.

class reverse_order : public AMI_gen_perm_object {
private:
off_t total_size;
public:
AMI_error initialize(off_t ts) {
total_size = ts;
return AMI_ERROR_NO_ERROR;
};
off_t destination(off_t source) {
return total_size - 1 - source;
};
};
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AMI_STREAM<int> amisQ, amisl;

void £()
{

reverse_order ro;

AMI_general_permute(&amisO, &amisl, (AMI_gen_perm_object *)&ro);
}

6.6.2 Bit Permutation

Bit permuting is a permutation technique in which the destination address of a given
item is computed by manipulating the bits of its source address. The particular class
of bit permutations that TPIE supports is the set of bit matrix multiply complement
(BMMC) permutations. These permutations are defined on sets of objects whose size
is a power of 2.

To illustrate, suppose we have an input consisting of N = 2" objects. A BMMC
permutation on the input is defined by a nonsingular » x n bit matrix A and an n
element column vector ¢ of bits. Source and destination addresses are interpreted as
column vectors of bits, with the low order bit of the address at the top. The destination

address z’ corresponding to a given source address z is computed as

' =Az+e¢

where addition and multiplication of matrix elements is done over GF(2). For a detailed
description of BMMC permutations, see [CSW94].

Routing BMMC permutations in TPIE is done using the AMI_BMMC_permute ()
entry point, which takes an input stream, and output stream, and a pointer to a bit
permutation management object. In the following example, we route a permutation
that simply reverses the order of the source address bits to produce the destination

address.
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First, we construct the bit matrices we will use in the permutation.

bit_matrix A(n,n);
bit_matrix c(n,1);

{
unsigned int ii,jj;
for (ii = n; ii-—-; ) {
c[ii] (0] = 0;
for (jj =n; jj—; ) {
Afn-1-ii1 [jj] = (ii == jj);
}
}
}

Now we construct a permutation management object from the matrices and perform

the permutation.

AMI_bit_perm_object bpo(A,c);

ae = AMI_BMMC_permute(¢amisO, &amisi, (AMI_bit_perm_object *)&bpo);

This is all that is required to perform the permutation. Appropriate algorithms are

chosen by the AMI, and the permutation is performed.

6.7 Sorting

6.7.1 Comparison Sorting

Sorting is a common primitive operation in many algorithms. Two examples of algo-
rithms that rely on sorting are distribution sweeping, as described in Section 4.1.1, and
PRAM simulation, as described in Section 4.2.1. Sorting is also often useful in and of

itself.
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[/O-efficient sorting can be done in a variety of ways, such as by merging (See
Section 6.4), distribution (See Section 6.5), and Sharesort [AP94a], which combines
elements of both along with simple bit permutations (See Section 6.6.2). It was shown
in Section 3.3 that different algorithms are appropriate for different I/O system config-
urations. Because of this, TPIE provides a single function AMI_sort (), which selects
an appropriate algorithm based on the underlying hardware characteristics.

AMI_sort() has two polymorphs. The first works on streams of objects for which

the operator < is defined. It is invoked as follows:

AMI_STREAM<int> instream;
AMI_STREAM<int> outstream;

void £()
{

AMI_sort(%instream, &outstream);

}

The second polymorph of AMI_sort () uses an explicit function to determine the
relative order of two objects in the input stream. This is useful in cases where we may
want to sort a stream of objects in several different ways. For example, the following
code sorts a stream of complex numbers in two ways, by their real parts and by their

imaginary parts.

class complex {

public:
complex(double real part, imaginary_part);
double re(void);
double im(void);

H
int compare_re(const complex &cl, const complex &c2)
{

return (cl.re() < c2.re()) ? -1 :
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((ct.re() > c2.re()) 2 1 : 0);

}
int compare_im(const complex &cl, const complex &c2)
{
return (ci.im() < c2.im()) ? -1 :
(Cet.imQ) > ¢2.im()) 2 1 : 0);
}

AMI_STREAM<complex> instream;
AMI_STREAM<complex> outstream_re;
AMI_STREAM<complex> outstream_im;

void £()
{

AMI_sort(&instream, &outstream_re, compare_re) ;
AMI_sort(&instream, &outstream_im, compare_im);

6.7.2 Key Bucket Sorting

TPIE also supports sorting based on the distribution of objects into buckets of ranges
of keys. This can be done using the entry point AMI_kb_sort() whose syntax and

functionality are similar to that of AMI_sort() as discussed above.

6.8 Matrix Operations

In addition to streams, which are linearly ardered collections of objects, the AMI
provides a mechanism for storing large matrices in external memory. Matrices are a
subclass of streams, and thus can be used with any of the stream operations discussed
above. When a matrix is treated as a stream, its elements appear in row major order.
In addition to stream operations, matrices support three simple arithmetic operations,
addition, subtraction, and multiplication.

It is assumed that the class T of the elements in a matrix forms a quasiring with the

operators + and *. Furthermore, the object T((int)0) is assumed to be an identity
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for +. At the moment, it is not assumed that the operator - in an inverse of +,
and therefore no reduced complexity matrix multiplication algorithms analogous to
Strassen’s algorithm [Str69] are used.

TPIE provides support for two different classes of matrices: dense matrices, which

are described in Section 6.8.1; and sparse matrices, which are described in Section 6.8.2.

6.8.1 Dense Matrix Operations

Dense matrices are implemented by the templated class AMI_matrix, which is a subclass
of AMI_STREAM.

Dense matrices can be filled using AMI_scan(), though typically they are filled
using the function AMI_matrix_£il1(), which uses a scan management object that is
given the row and column of each element of the matrix and asked to fill them in. In
the following example, we create a 1000 by 1000 upper triangular matrix of ones and

zZeroes:

template<class T>
class fill _upper_tri : public AMI_matrix_filler<T> {
AMI_err initialize(unsigned int rows, unsigned int cols)
{
return AMI_ERROR_NO_ERROR;

};
T element(unsigned int row, unsigned int col)
{
return (row <= col) ? T(1) : T(0);
};

};

AMI_matrix<double> m(1000, 1000) ;
void £()

{

fill_upper_tri<double> fut;

AMI_matrix_f£ill(&m, (AMI_matrix_filler<T> *)&fut);
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Arithmetic on dense matrices is performed in a straightforward way using the func-
tions AMI_matrix_add(), AMI_matrix_subtract(), and AMI_matrix_multiply(), as

in the following example:

AMI_matrix m0(1000, 500), mi(500, 2000), m2(1000, 2000);
AMI_matrix m3(1000, 500), m4(1000, 500);

void £()

{
// Add m3 to m4 and put the result in mO.

AMI _matrix_add(em3, em4, em();

// Multiply mO by eml to get m2.
AMI _matrix_mult(emO, emi, em2);

// Subtract m4 from m3 and put the result in m0.
AMI _matrix_subtract(em3, em4, em0);

6.8.2 Sparse Matrices

External memory sparse matrices are implemented as a templated class
AMI_sparse_matrix<T>. This class contains a stream of sparse matrix elements of

the class AMI_sm_elem<T>, which is defined as follows:

template <class T>
class AMI_sm_elem {

public:
unsigned int er; // Element’s row in the matrix.
unsigned int ec; // Element’s column in the matrix.
T val; // Value in the element.

};

There is exactly one element in the stream for each non-zero element in a ma-

trix. The order in which the non-zero elements appear in the stream can be arbitrary,
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although one might typically expect to see them in some canonical order, such as row-
major order. In some .cses, it is necessary for TPIE to permute the elements into some
order that is dependent on the run-time environment, as in the sparse matrix by vector

multiplication algorithm described in Section 5.1.

6.8.3 Element-wise Arithmetic

The functions AMI_matrix_add() and AMI_matrix_subtract(), defined in
Section 6.8.1, perform elementwise arithmetic on matrices. At times, we might also
wish to perform elementwise multiplication or division, or perform a scalar arithmetic
operation on all elements of a matrix. TPIE provides mechanisms for performing these
operations not only on matrices, but also on arbitrary streams, so long as they are of

objects for which the appropriate arithmetic operators (e.g. +, -, *, / ) are defined.

Elementwise arithmetic is done with scan management objects of the classes
AMI_scan_add, AMI_scan_sub, AMI_scan_mult and AMI_scan_div, which are defined
in the header file AMI_stream_arith.H. Here is an example that performs elementwise

division on the elements of two streams.

#include <ami_stream_arith.H>

void foo()

{
AMI_STREAM<int> amisO;
AMI_STREAM<int> amisi;
AMI_STREAM<int> amis2;

// Divide each element of amisO by the corresponding element of

// amisl and put the result in amis2.
AMI_scan(%&amisO, &amisl, &sd, &amis2);
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6.8.4 Sparse Matrix by Vector Multiplication

TPIE performs multiplication of sparse matrices and vectors using the algorithm de-
scribed in Section 5.1.
External-memory vectors are implemented as matrices with only a single column.

For example

AMI_matrix<double> x(n, 1);

defines a vector with n elements.

We recall from Section 5.1 that the algorithm for multiplying sparse matrices by
vectors has two parts. The first part pre-processes the sparse matrix into bands and
the second part multiplies the banded sparse matrix by the vector. In TPIE, these
two parts of the algorithm are decoupled, since it is often desirable to pre-process a
matrix once and then multiply it by a large number of different vectors, as is done in
the sparse matrix benchmarks in Section 8.3. Banded and non-banded matrices are
of the same type as far as the compiler is concerned. The only difference is that the
matrix elements they contained are either permuted into bands or in arbitrary order.

The following code fragment illustrates the steps one would go through to band a

matrix and then multiply it by a vector.

AMI_matrix<double> p(m, 1), q(n, 1);

// n x n sparse matrices of doubles. A_raw is the initial version,
// and A is the version that has been permuted into bands.

AMI_sparse_matrix<double> A(n,n), A_raw(n,n);

// Rows per band and total bands.
unsigned int rpb, tb;

void £()
{
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// Determine how many rows per band and how many total bands
// will be created when the matrix is banded.

AMI_sparse_band_info(A_raw, rpb, tb);
// Band the matrix.
AMI_sparse_bandify(A_raw, A, rpb);

// Do the multiplication.

AMI_sparse_mult_scan_banded(A, p, q, n, n, rpb);

Note that once we have permuted A into its banded form A_raw, we can perform arbi-
trary numbers of banded multiplications on it by calling AMI_sparse_mult_scan_banded()

many times.

6.9 Conclusions

TPIE uses a stream abstraction to support a large number of I/O efficient operations.
These include many variations of scanning, sorting, permuting, bit permuting, dense
and sparse matrix operations. These primitives can be composed to implement many
of the algorithms discussed in Chapters 4 and 5.

In the next chapter, we will see additional examples of how TPIE can be used to

solve problems in an I/Q-efficient manner.
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Chapter 7

Additional Examples of TPIE

Implementations

In the previous chapter, we discussed the basic structure of TPIE and how it can be
used to solve a number of fundamental problems in an I/O-efficient manner. This
chapter contains some additional annotated examples of TPIE application code for
more advanced problems. The two applications we consider are convex hulls and list

ranking.

7.1 Convex Hull

The convex hull of a set of points in the plane is the smallest convex polygon which
encloses all of the points. Graham’s scan is a simple algorithm for computing convex
hulls. Tt is discussed in most introductory books on computational geometry, such
as [PS85). Although Graham’s scan was not originally designed for external memory,
it can be implemented optimally in this setting. What is interesting about this im-
plementation is that external memory stacks are used within the implementation of a
scan management object.

First, we need a data type for storing points. We use the following simple class,
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which is templated to handle any numeric type.

template<class T>
class point {
public:

the upper and lower hulls, each of which are stored as a stack pointed to by the
scan management object. We then concatenate the stacks to produce the final hull.
The stacks are implemented using the AMI_stack class, which is a class derived from
AMI_STREAM. This stack class supports all the normal operations that streams support,

and also has push() and pop() member functions that add an object to the end of the

T x;

Ty;

point() {};

point(const T &rx, comst T &ry) : x(rx), y(ry) {};
“point() {};

inline int operator==(const point<T> &rhs) const {
return (x == rhs.x) && (y == rhs.y);

}

inline int operator!=(const point<T> &rhs) const {
return (x != rhs.x) || (y != rhs.y);

}

// Comparison is done by x.
int operator<(const point<T> &rhs) comnst {
return (x < rhs.x);

}

int operator>(const point<T> &rhs) const {
return (x > rhs.x);

}

friend ostreamf operator<<(ostreamf s, const point<T> &p);

friend istream operator>>(istream& s, point<T> &p);

Once the points are sorted by their z values, we simply scan them to produce

stream and delete the last object in the stream respectively.
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The code for computing the convex hull of a set of points using Graham'’s scan with

external memory data and external memory stacks is as follows.

template<class T>
AMI_err convex_hull (AMI_STREAM< point<T> > *instream,
AMI_STREAM< point<T> > *outstream)
{
AMI_err ae;
point<T> #pt;

AMI_stack< point<T> > uh((unsigned int)0, instream->stream_len());
AMI_stack< point<T> > lh((unsigned int)0, instream->stream_len());

AMI_STREAM< point<T> > in_sort;

// Sort the points by x.

ae = AMI_sort(instream, &in_sort);

// Compute the upper hull and lower hull in a single scan.
scan_ul_hull<T> sulh;

sulh.uvh_stack
sulh.lh_stack

&uh;
&lh;

ae = AMI_scan(&in_sort, &sulh);
// Copy the upper hull to the output.
uh.seek(0);

vhile (1) {
ae = uh.read_item(&pt);
if (ae == AMI_ERROR_END_OF_STREAM) {
break;
} else if (ae !'= AMI_ERROR_NO_ERROR) {
return ae;

}

ae = outstream->write_item(*pt);

121



if (ae != AMI_ERROR_NO_ERROR) {
return ae;
}
}

// Reverse the lower hull, concatenating it onto the upper hull.

while (lh.pop(&pt) == AMI_ERROR_NO_ERROR) {
ae = outstream->write_item(*pt);
if (ae != AMI_ERROR_NO_ERROR) {
return ae;

}

return AMI_ERROR_NO_ERROR;

The only task that remains is to define a scan management object that is capable
of producing the upper and lower hulls by scanning the points. According to Graham'’s
scan algorithm, we produce the upper hull by moving forward in the z direction, adding
each point we encounter to the upper hull, until we find a point that induces a concave
turn on the surface of the hull. We then move backwards through the list of points that
have been added to the hull, eliminating points until a convex path is reestablished.
This process is made efficient by storing the points on the hull so far in a stack. The
code for the scan management object, which relies on the function ccw() to actually

determine whether a corner is convex or not, is as follows:

template<class T>
class scan_ul_hull : AMI_scan_object {
public:
AMI_stack< point <T> > *uh_stack, *1h_stack;

scan_ul_hull(void):

virtual “scan_ul_hull(void);

AMI err initialize(void);

AMI_err operate(const point<T> &in, AMI_SCAN_FLAG *sfin);
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template<class T>
scan_ul_hull<T>::scan_ul_hull(void) : uh_stack(NULL), lh_stack(NULL)
{

}

template<class T>
scan_ul_hull<T>::"scan_ul_hull (void)
P :

}

template<class T>
AMI_err scan_ul_hull<T>::initialize(void)
{
return AMI_ERROR_NO_ERROR;
}

template<class T>

AMI_err scan_ul_hull<T>::operate(const point<T> &in,
AMI_SCAN_FLAG *sfin)

{

AMI_err ae;

// If there is no more input we are done.
if (!=*sfin) {

return AMI_SCAN_DONE;
}

if (!uh_stack->stream_len()) {

// 1f there is nothing on the stacks then put the first point
// on them.
ae = uh_stack->push(in);
if (ae !'= AMI_ERROR_NO_ERROR) {
return ae;

}

ae = lh_stack->push(in);

if (ae != AMI_ERROR_NO_ERROR) {
return ae;

}

} else {
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// Add to the upper hull.

{

// Pop the last two points off.

point<T> *pl, #*p2;

tp_assert (uh_stack->stream_len() >= 1, "Stack is empty.");
ubh_stack->pop (&p2) ;

// If the point just popped is equal to the input, then we
// are done. There is no need to have both on the stack.

if (#p2 == in) {
uh_stack->push(*p2) ;
return AMI_SCAN_CONTINUE;
}

if (ub_stack->stream_len() >= 1) {
ub_stack->pop(&pl);

} else {
pl = p2;

}

// While the turn is counter clockwise and the stack is
// not empty pop another point.

while (1) {
if (ccw(*pi,*p2,in) >= 0) {

// It does not turn the right way. The points may

// be colinear.

if (uh_stack->stream_len() >= 1) {
// Move backwards to check another point.
P2 = pi;
uh_stack->pop (&p1) ;

} else {
// Nothing left to pop, so we can’t move
// backwards. We’re done.
uh_stack->push(*pl);
if (in != *p1) {

uh_stack->push(in);

}
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break;

}

} else {
// It turns the right way. We’re done.
uh_stack->push(*pl);
uh_stack->push(*p2) ;
uh_stack->push(in);
break;

}

// Add to the lower hull.

{
// Pop the last two points off.

point<T> *pl, #*p2;
tp.assert (lh_stack->stream_len() >= 1, "Stack is empty.");
1h_stack->pop(&p2) ;

// If the point just popped is equal to the input, then we
// are done. There is no need to have both on the stack.

if (*p2 == in) {
1h_stack->push(*p2);
return AMI_SCAN_CONTINUE;
}

if (lh_stack->stream_len() >= 1) {
1h_stack->pop(&pl);

} else {
Pl = p2;

}

// While the turn is clockwise and the stack is
// not empty pop another point.

while (1) {
if (ccw(*pl,*p2,in) <= 0) {
// It does not turn the right way. The points may
// be colinear.
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if (lbh_stack->stream_len() >= 1) {
// Move backwards to check another point.
p2 = pi;
lh_stack->pop(&pl);
} else {
// Nothing left to pop, so we can’t move
// backwards. We’re done.
1h_stack->push(*p1);
if (in != *p1) {
l1h_stack->push(in);
}
break;
}
} else {
// It turns the right way. We’re done.
1h_stack->push(*pl);
lh_stack->push(*p2);
lh_stack->push(in);
break;

}

return AMI_SCAN_CONTINUE;

By encapsulating the external memory stacks in the scan management object that
performs the scan, we are able to run the entire algorithm in an I/O-efficient manner.
The only thing left to be written is the function ccw(), which computes twice the
signed area of a triangle in the plane by evaluating a 3 by 3 determinant. The result is
positive if and only if the the three points in order form a counterclockwise cycle. The
interested reader is directed to [PS85] for more details on the role of ccw () in geometric

computations.

template<class T>
T ccw(const point<T> &pl, const point<T> &p2, conmst point<T> &p3)
{
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T sa;

sa = ((pl.x * p2.y - p2.x * pl.y) -
(pl.x * p3.y - p3.x * pl.y) +
(p2.x * p3.y - p3.x * p2.y));

return sa;

}

This completes the implementation of Graham’s scan.

7.2 List-Ranking

List ranking, which was discussed in Section 4.3, is a fundamental problem in graph
theory. The problem is as follows: We are given the directed edges of a linked list in
some arbitrary order. Each edge is an ordered pair of node identifiers. The first is the
source of the edge and the second is the destination of the edge. Our goal is to assign
a weight to each edge corresponding to the number of edges that would have to be
traversed to get from the head of the list to that edge.

The code given below solves the list ranking problem using the randomized algo-
rithm presented in Section 4.3. As was the case in the code examples in Chapter 6,
#include statements for header files and definitions of some classes and functions as
well as some error and consistency checking code are left out so that the reader can
concentrate on the more important details of how TPIE is used. A completely ready
to compile version of this code is included in the TPIE source distribution.

To begin with, we need a class to represent edges. Because the algorithm will set
a flag for each edge and then assign weights to the edges, we include felds for these

values.

class edge {
public:
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unsigned long int from; // Node it is from

unsigned long int to; // Node it is to
unsigned long int weight; // Position when ranked.
bool flag; // A flag used to randomly select some edges.

friend ostream% operator<<(ostreamf s, const edge &e);
As the algorithm runs, it will sort the edges. At times this will be done by their
sources and at times by their destinations. The following simple functions are used to

compare these values:

int edgefromcmp(const edge &s, const edge &t)

{
return (s.from < t.from) ? -1 : ((s.from > t.from) ? 1 : 0);
}
int edgetocmp(const edge &s, const edge &t)
{
return (s.to < t.to) ? -1 : ((s.to > t.t0) ? 1 : 0);
}

The firsé step of the algorithm is to assign a randomly chosen flag, whose value is 0
or 1 with equal probability, to each edge. This is done using AMI_scan() with a scan

management object of the class random_flag_scan, which is defined as follows:

class random_flag_scan : AMI_scan_object {
public:
AMI_err initialize(void);
AMI_err operate(const edge &in, AMI_SCAN_FLAG *sfin,
edge *out, AMI_SCAN_FLAG *sfout);
};
AMI_err random_flag_scan::initialize(void) {
return AMI_ERROR_NO_ERROR;
}

AMI_err random_flag_scan::operate(const edge &in, AMI_SCAN_FLAG #*sfin,
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cancel list. In order to do this, we sort one copy of the edges by their sources (using
edgefromcmp) and sort another copy by their destinations (using edgetocmp). We
then call AMI_scan() to scan the two lists and produce an active list and a cancel list.

A scan management object of class separate_active_from_cancel, which is defined

if (!(sfout[0] = *sfin)) {
return AMI_SCAN_DONE;

}

*sout = in;

out->flag = (random() & 1);

return AMI_SCAN_CONTINUE;

below, is used.

LITITIIITIIEELLIIIT 1707700 077000100700171171170707111717111717717171717

// separate_active_from_cancel

//

// A class of scan object that takes two edges, one to a node and one

edge *out, AMI_SCAN_FLAG *sfout)

The next step of the algorithm is to separate the edges into an active list and a

// from it, and writes an active edge and possibly a canceled edge.

//

// Let el = (x,y,wi,f1) be the first edge and e2 = (y,z,w2,f2) the

// second.

// edge.

If el’s flag (f1) is set and e2’s (£f2) is not, then we
// write (x,z,wl+w2,?) to the active list and e2 to the cancel list.
// The effect of this is to bridge over the node y with the new active
£2, which was the second half of the bridge, is saved in the

// cancelation list so that it can be ranked later after the active
// list is recursively ranked.

//

// Since all the flags should have been set randomly before this

// function is called, the expected size of the active list is 3/4 the

// size of the original list.

LITIITIIIIIIIL717771010770700770011071177711711717717771771717177777117

class separate_active_from_cancel : AMI_scan_object {
public:

AMI_err initialize(void);
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AMI_err operate(const edge kel, const edge ke2,
AMI_SCAN_FLAG *sfin, edge *active, edge *cancel,
AMI_SCAN_FLAG *sfout);
};

AMI_err separate_active_from_cancel::initialize(void)
{

return AMI_ERROR_NO_ERROR;
}

// el is from the list of edges sorted by where they are from.
// e2 is from the list of edges sorted by where they are to.
AMI_err separate_active_from_cancel::operate(const edge &el,
const edge &e2,
AMI_SCAN_FLAG #*sfin,
edge *active,
edge *cancel,
AMI_SCAN_FLAG *sfout)

// If we have both inputs.
if (sfin[0] && sfin[1]) {
// If they have a node in common we may be in a bridging
// situation.
if (e2.to == el.from) {
// We will write to the active list no matter what.
sfout[0] = 1;
*active = e2;
if (sfout[1] = (e2.flag && l!el.flag)) {
// Bridge. Put el on the cancel list and add its
// weight to the active output.
active->to = el.to;
active->weight += el.weight;
*cancel = el;

sfout[1] = 1;
} else {
// No bridge.
sfout[1] = 0;
}
} else {

// They don’t have a node in common, so one of them needs
// to catch up with the other. What happened is that

// either e2 is the very last edge in the list or el is
// the very first or we just missed a bridge because of
// flags.
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sfout[1] = 0;
if (e2.to > el.from) {
// el is behind, so just skip it.

sfin[i] = 0;
sfout[0] = 0;
} else {
// e2 is behind, so put it on the active list.
sfin(0] = 0;
sfout[0] = 1;
*active = e2;
}
}
return AMI_SCAN_CONTINUE;
} else {

// If ve only have one input, either just leave it active.
if (sfin[0]) {

*active = el;

sfout[0] = 1;

sfout[1] = 0;

return AMI_SCAN_CONTINUE;
} else if (sfin[1]) {

*active = e2;

sfout[0] = 1;

sfout[1] = 0;

return AMI_SCAN_CONTINUE;
} else {

// We have no inputs, so we’re done.
sfout[0] = sfout[1] = 0;
return AMI_SCAN_DONE;

The next step of the algorithm is to strip the cancelled edges away from the list of
all edges. The remaining active edges will form a recursive subproblem. Again, we use
a scan management object, this time of the class strip_active_from_cancel, which

is defined as follows:

LILIIITIIITIIELIIITIIIIIII10210717071700017717111010717777177127117177
//
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// strip_cancel_from_active
//
// A scan management object to take an active list and remove the
// smaller weighted edge of each pair of consecutive edges with the
// same destination. The purpose of this is to strip edges out of the
// active list that were sent to the cancel list.
//
LIITTITTIITLTIEITIITI 70 070700701007107777171771107171177171771777177177
class strip_cancel_from_active : AMI_scan_object {
private:

bool holding;

edge hold;
public:

AMI_err initialize(void);

AMI_err operate(const edge &active, AMI_SCAN_FLAG *sfin,

edge *out, AMI_SCAN_FLAG *sfout);

b

AMI_err strip_cancel_from_active::initialize(void) {
holding = false;
return AMI_ERROR_NO_ERROR;

// Edges should be sorted by destination before being processed by
// this object.
AMI_err strip_cancel_from_active::operate(const edge %active,
AMI_SCAN_FLAG *sfin,
edge *out, AMI_SCAN_FLAG *sfout)

// If no input then we’re done, except that we might still be
// holding one.
if (t*sfin) {
if (holding) {
*xsfout = 1;
*out = hold;
holding = false;
return AMI_SCAN_CONTINUE;
} else {
*sfout = 0;
return AMI_SCAN_DONE;

if ('holding) {
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// If we are not holding anything, then just hold the current
// input.
hold = active;
holding = true;
*sfout = 0;
} else {
ssfout = 1;

if (active.to == hold.to) {
if (active.weight > hold.weight) {
*out = active;

} else {
*out = hold;

}

holding = false;
} else {

*out = hold;

hold = active;
}

return AMI_SCAN_CONTINUE;

After recursion, we must patch the cancelled edges back into the recursively ranked

list of active edges. This patching is done using a scan with a scan management object

of the class interleave_active_cancel, which is implemented as follows:

LITTTIIILILELILI I 0L IIIEITIIIIII 0 00007000001000000071710177177111117

//
//
//
//
//
//
//
//
//
//
//

interleave_active_cancel

This is a class of merge object that merges two lists of edges
based on their to fields. The first list of edges should be active
edges, while the second should be cancelled edges. When we see two
edges with the same to field, we know that the second was cancelled
when the first was made active. We then fix up the weights and
output the two of them, one in the current call and one in the next
call.

The streams this operates on should be sorted by their terminal
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// (to) nodes before AMI_scan() is called.

//
HHITITTITIIEETT 1T I 00000100070701071010117101711717717771111117711717

class patch_active_cancel : AMI_scan_object {
private:
bool holding;
edge hold;
public:
AMI_err initialize(void);
AMI_err operate(const edge kactive, const edge &cancel,
AMI_SCAN_FLAG *sfin,
edge *patch, AMI_SCAN_FLAG *sfout);

};
AMI_err patch_active_cancel::initialize(void)
{
holding = false;
return AMI_ERROR_NO_ERROR;
}

AMI_err patch_active_cancel::operate(const edge &active,
const edge &cancel,
AMI_SCAN_FLAG *sfin,
edge *patch,
AMI_SCAN_FLAG *sfout)

// Handle the special cases that occur when holding an edge and/or
// completely out of input.
if (holding) {

sfin[0] = sfin[1] = 0;

*patch = hold;

holding = false;

*sfout = 1;

return AMI_SCAN_CONTINUE;
} else if (!sfin[0]) {

xsfout = 0;

return AMI_SCAN_DONE;
}

if (!'sfinf1]) {
// If there is no cancel edge (i.e. all have been processed)
// then just pass the active edge through.
*patch = active;
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} else {
if (holding = (active.to == cancel.to)) {
patch->from = active.from;
patch->to = cancel.from;
patch->weight = active.weight -~ cancel.weight;
hold.from = cancel.from;
hold.to = active.to;
hold.weight = active.weight;

} else {
spatch = active;
sfin[1] = 0;
}
}
*sfout = 1;

return AMI_SCAN_CONTINUE;

Finally, here is the actual function to rank the list.

LIIIITTIIIIIIIIIII I TI 220207707007 7000001010017171777777771077771117117
// list_rank()

//

// This is the actual recursive function that gets the job done.

// We assume that all weights are 1 when the initial call is made to
// this function.

//

// Returns 0 on success, nonzero otherwise.

LITEITLITIIITITIE LI LI 200 70070007010710011700107017111777171717771117117

int list_rank(AMI_STREAM<edge> *istream, AMI_STREAM<edge> *ostream)
{

AMI_err ae;
off _t stream_len = istream->stream_len();

AMI_STREAM<edge> *edges_rand;
AMI_STREAM<edge> *active;
AMI_STREAM<edge> *active_2;
AMI_STREAM<edge> *cancel;
AMI_STREAM<edge> *ranked_active;
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AMI_STREAM<edge> *edges_from_s;
AMI_STREAM<edge> *cancel_s;
AMI_STREAM<edge> *active_s;
AMI_STREAM<edge> *ranked_active_s;

// Scan/merge management objects.

random_flag_scan my_random_flag_scan;
separate_active_from_cancel my_separate_active_from_cancel;
strip_cancel_from_active my_strip_cancel_from_active;
patch_active_cancel my_patch_active_cancel;

// Check if the recursion has bottomed out. If so, then read in
// the array and rank it.

{

size_t mm_avail;

MM_manager.available (&mm_avail) ;

if (stream_len * sizeof (edge) < mm_avail / 2) {
edge *mm_buf = new edge[stream_len];
istream->seek (0);
istream->read_array (mm_buf ,&stream_len);
main_mem_list_rank (mm_buf,stream_len);
ostream->write_array(mm_buf,stream_len);
return 0;

}

// Flip coins for each node, setting the flag to 0 or 1 with equal
// probability.

edges_rand = new AMI_STREAM<edge>;
AMI_scan(istream, &my_random_flag_scan, edges_rand) ;

// Sort one stream by source. The original input was sorted by
// destination, so we don’t need to sort it again.

edges_from_s = new AMI_STREAM<edge>;

ae = AMI_sort(edges_rand, edges_from_s, edgefromcmp) ;
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// Scan to produce and active list and a cancel list.

active = new AMI_STREAM<edge>;
cancel = new AMI_STREAM<edge>;

ae = AMI_scan(edges_from_s, edges_rand,
imy_separate_active_from_cancel,
active, cancel);

delete edges_from_s;
delete edges_rand;

// Strip the edges that went to the cancel list out of the
// active list.

active_s = new AMI_STREAM<edge>;
ae = AMI_sort(active, active_s, edgetocmp);
delete active;
active_2 = new AMI_STREAM<edge>;
ae = AMI_scan(active_s,
&my_strip_cancel_from_active,
active_2);
delete active_s;
// Recurse on the active list. The list we pass in is sorted by
// destination. The recursion will return a list sorted by
// source.
ranked_active = new AMI_STREAM<edge>;
list_rank(active_2, ranked_active);
delete active_2;
cancel_s = new AMI_STREAM<edge>;
AMI_sort(cancel, cancel_s, edgetocmp) ;

delete cancel;
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// The output of the recursive call is not necessarily sorted by
// destination. We’ll make it so before we try to merge in the
// cancel list.

ranked_active_s = new AMI_STREAM<edge>;
AMI_sort(ranked_active, ranked_active_s, edgetocmp);
delete ranked_active;

// Now merge the recursively ranked active list and the sorted
// cancel list.

ae = AMI_scan(ranked_active_s, cancel_s,
&my_patch_active_cancel, ostream);

delete ranked_active_s;
delete cancel_s;

return 0;

Our recursion bottoms out when the problem is small enough to fit entirely in main
memory, in which case we read it in and call a function to rank a list in main memory.

The details of this function are omitted here.

//////////////////////////////////////////////////////////////////////
// main_mem_list_rank()

//

// This function ranks a list that can fit in main memory. It is used
// when the recursion bottoms out.

//
//////////////////////////////////////////////////////////////////////

int main_mem_list_rank(edge *edges, size_t count)
{
// Rank the list in main memory
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return 0;

7.3 Conclusions

The two examples given in this chapter illustrate how TPIE can be used to solve real
application problems. Using TPIE’s framework-oriented approach to I/0, these algo-
rithms were implemented without having to resort to any low-level I/0 programming,.

Convex hulls and list-ranking are not the only algorithms we have implemented in
TPIE. A number of other algorithms are discussed in the next chapter, although we
will focus more on the performance of TPIE based implementations of these algorithms

than on the details of the implementations themselves.
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Chapter 8

TPIE Prototype Performance

In this chapter we present a number of performance results illustrating the perfor-
mance of TPIE implementations of a number of algorithms discussed in this thesis.
Some of these algorithms were implemented in the context of NAS parallel bench-
marks [BBB*94], while others were implemented as a part of our own benchmark
programs. Our results indicate that TPIE solutions to these benchmark problems are
extremely efficient, both in terms of the amount of I/O they perform and the amount

of real time they consume.

8.1 Scanning — The NAS EP Benchmark

Because scanning is such a generic operation, we could have chosen any of a wide variety
of problems as a benchmark. We chose the NAS benchmark NAS EP [BBB*94] for
two reasons: it was designed to model computations that actually occur in large-scale
scientific computation; and it can be used to illustrate an important class of scan
optimizations called scan combinations.

The NAS EP benchmark generates a sequence of independent pairs of Gaussian
deviates. It first generates a sequence of 2N independent uniformly distributed deviates

using the liner congruential method [Knu81]. Then, it uses the polar method [Knu81] to
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Generate (7/4)N Pairs of Independent Gaussian Deviates (NAS EP Benchmark)
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Figure 8.1: NAS EP Benchmark

generate approximately (w/4)N pairs of Gaussian deviates from the original sequence
of uniform deviates.

Performance of our TPIE implementation of NAS EP is shown in Figure 8.1. There
are three sets of curves, labeled “TPIE, 2 Scans,” “TPIE, Optimized,” and “Single
Variable.”

The difference between the 2 scan TPIE curves and the optimized TPIE curves
lies in the number of scans performed. In the the former, two separate scans are
performed, one to write the uniformly distributed random variates and the other to
read the uniformly distributed random variates and write the Gaussian pairs. In the
latter, the two steps are combined into a single scan. As expected, the optimized code
outperforms the unoptimized code.

This significance of this difference lies not so much in the fact that it tells program-

mers they should combine scans, as in the fact that scan combination is a relatively
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straightforward optimization that can be automated by a preprocessor. Such a prepro-
cessor would parse the C++ text of a program and, where possible, construct hybrid
scan management objects. The scans would then be replaced by a single scan using
the hybrid object. Additionally, scans can often be piggy-backed on many other types
of operations, such as merges, distributions, sorts, and permutations.

Returning to Figure 8.1, the single variable curve plots the CPU performance of a
C++ program that does not perform any I/O at all, using TPIE or any other system.
Instead, each pair of random variates is simply written over the previously generated
pair in main memory. The purpose of this curve is to illustrate a fundamental lower
bound on the CPU complexity of generating the variates. By comparing this lower
bound to the CPU curves of the TPIE implementations, we can see that the CPU
overhead associated with scheduling and performing I/O, communicating between the
components of TPIE, and interacting with the user supplied scan management object

is quite small. In the optimized case it amounts to approximately 20%.

8.2 Sorting

The NAS IS benchmark is designed to model key ranking [BBB*94]. We are given an
array of integer keys Ko, K1,... Ky chosen from a key universe [0,U), where U « N.
Our goal is to produce, for each %, the rank R(K;), which is the position K; would appear
in if the keys were sorted. The benchmark does not technically require that the keys
be sorted at any time, only that their ranks be computed. As an additional caveat,
each key is the average of four random variates chosen independently from a uniform
probability distribution over [0,U). The distribution is thus approximately normal.
Ten iterations of ranking are to be performed, and at the beginning of each iteration
an extra key is added in each distant tail of the distribution.

In order to rank the keys, we sort them, scan the sorted list to assign ranks, and

then re-sort based on the original indices of the keys. In the first sort, we do not have a
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uniform distribution of keys, but we do have a distribution whose probabilistic structure
is known. Given any probabilistic distribution of keys with cumulative distribution
function (c.d.f.) Fx, we can replace each key value k; by k! = Fx(k;) in order to get
keys that appear as if chosen at random from a uniform distribution on [0, 1]. Because
the keys of the NAS IS benchmark are sums of four independent uniformly distributed
random variates, their c.d.f. is a relatively easy to compute piecewise fourth degree

polynomial.

For the sake of comparison, we implemented this first sort in four ways, using both
merge sort and three variations of distribution sorting. One distribution sort, called
CDF1, assumed that the keys were uniformly distributed. The next CDF4, used the
fourth degree c.d.f. mentioned above to make the keys more uniform. Finally, as a
compromise, CDF2 used a quadratic approximation to the 4th degree c.d.f. based on

the c.d.f. of the sum of two independent uniform random variables.

In the second sort, the indices are the integers in the range [0, N), so we used
a distribution sort in all cases. The rationale behind this was that distribution and
merging should use the same amount of I/O in this case, but distribution should require
less CPU time because it has no need for the main-memory priority queue that merge

sorting requires.

The performance of the the various approaches is shown in Figure 8.2. As we
expected, merge sort used more CPU time than any of the distribution sorts and the
more complicated the c.d.f. we computed the more CPU time we used. When total
time is considered, merge sort came out ahead of the distribution sorts. This appears
to be the result of imperfect balance when the keys are distributed, which causes an
extra level of recursion for a portion of the data. Interestingly, the quality of our c.d.f.
approximation had little effect on the time spent doing I/O. We conjecture that this
would not be the case with more skewed distributions, such as exponential distributions.

The jump in the total time for the merge sort that occurs between 8M and 10M is due
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Figure 8.2: NAS IS benchmark performance

to a step being taken in the logarithmic term in that range.

8.3 Sparse Matrix Benchmarks

In order to test the performance of TPIE sparse matrices, we implemented two bench-
marks. The first is the NAS CG benchmark [BBB+94], which solves an unstructured
sparse linear system by the conjugate gradient method. The second, which we call

SMOOTH, which models a finite element computation on a 3-D mesh.

8.3.1 The NAS CG Benchmark.

NAS CG, which is fully specified in [BBB+94], uses the inverse power method to find
an estimate of the largest eigenvalue of a symmetric positive definite sparse matrix with

a random pattern of non-zeroes. The benchmark consists of 15 iterations of an outer
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.Problem Matrix Nonzero | Time | Time
Class | Dimension | Entries | (CPU) | (Wall)

Sample 1,400 78,148 187 189

Class A 14,000 1,853,104 | 3271 8353

Table 8.1: NAS CG Benchmark Timings

loop, which solves a sparse linear system Az = z. The sparse linear solver consists of
25 iterations, each of which does a sparse matrix-vector multiplication followed by a

small number of element-wise vector additions and inner product computations.

The input to NAS CG is generated by a sequential FORTRAN program supplied by
NAS [BBB*94]. Unfortunately, we were unable to get this program to run for systems
as large as we would have liked to test. For N = 28,000, the program crashed at
run-time, and for N = 75,000, the £77 compiler ran out of memory. The TPIE results

for the problem sizes we were able to generate and solve are summarized in Table 8.1.

For the smaller of the two problem instances (N = 1,400), there is essentially
no I/O overhead. This is a direct consequence of the fact that the entire problem
fits in main memory, and thus TPIE never writes any intermediate data to the disk.
The larger problem (N = 14,000), more accurately reflects the relative I/O and CPU
cost we expect to see in larger problem instances. Once the sparse matrix has been
pre-processed, all matrix-vector multiplications are essentially scans, with at most two

foating point operations performed per scanned value.

The performance of our implementation is summarized in the graph shown in Fig-

ure 8.3.
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8.3.2 The SMOOTH Benchmark

The SMOOTH benchmark implements sparse matrix-vector multiplication between a
N x N matrix with 27N nonzero elements and a dense N-vector. The result is then

multiplied by the matrix again. Ten iterations are performed.

The performance of SMOOTH is shown in Figure 8.4. Although we do ten iter-
ations of multiplication, and only pre-process once, the total time with preprocessing
is significantly higher than that of the multiplication iterations alone. As expected,
I/O is not a major contributor to this difference, because sorting only requires a small
number of linear passes through the data. The big difference is in CPU time. The
additional CPU time used in preprocessing the sparse matrix is roughly twice the CPU

time used in all ten iterations of the multiplication.
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Multiply Two K x K Matrices of doubles (DENSE Benchmark)
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8.4 Dense Matrix Benchmark

We implemented a benchmark, called DENSE, which constructs two K x K matrices,
pre-processes them, and then multiplies them. Times were recorded for both the total
benchmark and for the multiplication only. The results are shown in Figure 8.5. As
expected, the CPU time required to multiply the matrices follows a cubic path. Because
of read-ahead, I/O is almost fully overlapped with computation, making the CPU and
total time curves virtually indistinguishable. The cost of preprocessing the matrices is
approximately one third of the cost of multiplying them. If several multiplications are

done with the same matrix the preprocessing cost per multiplication will go down.
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8.5 Conclusions

In this chapter we have shown empirically that a number of well-known benchmarks
can be implemented in an I/O-efficient manner using TPIE. In a way this completes
our journey, which began with the study of abstract models and algorithms, proceeded
through the design of a system to implement these algorithms and the implementation
of these algorithms using the system, and finally measured the real-world performance
of the implementations. In the remaining chapter we will reflect on this journey and

outline some of the research issues that lie on the road ahead of us.
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Chapter 9

Conclusions

In this thesis we have approached the problem of performing I/0-efficient computa-
tions from a number of different angles. We began by discussing models of compu-
tation and basic algorithmic techniques. From there we moved on to discussions of
specific algorithms for both combinatorial and scientific problems. Once we had dis-
cussed these algorithms, we turned to the task of designing systems to support their
implementation. We discussed methods of designing such systems and why we chose a
framework-oriented approach. We then introduced TPIE, and discussed its design and
use, including extended examples. Finally, we evaluated the performance of code imple-
mented in TPIE for several benchmark problems. Our contributions are summarized

in Sections 9.1 through 9.3.

9.1 Algorithm Design and Analysis

In this thesis we developed a number of new algorithmic techniques. These include
distribution sweeping and batch filtering for solving problems in computational ge-
ometry, a three-dimensional convex hull algorithm, a PRAM simulation technique, a
new analysis and comparison of sorting algorithms, a new analysis of an existing dense

matrix multiplication algorithm and a design for a more efficient one, and a new data
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structuring technique and algorithm for sparse matrix by vector multiplication.

9.2 TPIE: A Framework-Oriented I/O System

In order to implement the algorithms we designed and studied, we proposed the notion
of a framework-oriented I/O system. We also described how this class of system fits
into a taxonomy of existing systems. Existing systems were categorized into two types,
access-oriented and array-oriented. Framework-oriented systems are designed to be
easier to use and more efficient than either of these two types of systems. Framework-
oriented systems allow programmers to deal with a simple abstract model of data on
secondary storage devices without ever having to do explicit I/O. They also allow pro-
grammers to concentrate on the functional details of the applications they are writing
within well-established I/O-efficient computation paradigms.

In addition to proposing the concept of a framework-oriented system, we developed
the first such system, which we named TPIE. TPIE is designed to allow programmers
to simply and flexibly implement a variety of I/O-efficient computations. It supports
a number of paradigms of I/O-efficient computation, including scanning, permuting,
sorting, and matrix operations. These paradigms, along with user-supplied functional

details, can be used to construct a wide variety of algorithms.

9.3 Experimental Analysis of I/O-Efficient Algorithms

Using TPIE, we implemented a number of algorithms and collected experimental data
on their performance. Our results represent a comprehensive cross section of I/O-
efficient computations implemented using a framework-oriented approach. The results,
on the whole, indicate that I/O-efficient computation can be made a reality in practice.
By using the paradigms that TPIE provides us with, we are often able to remove the

I/O bottleneck that might otherwise be seen in these applications. In many cases
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computations that we would expect to be I/O bound become CPU bound because
the amount of I/O required when using one of our efficient algorithms is so small.
Furthermore, we demonstrated that the CPU overhead of managing the levels of TPIE

is a relatively small fraction of the overall CPU requirements of most of our applications.

9.4 Extending Our Work in I/O-Efficient Computation

Although we covered a great deal of ground, there is even more still open for exploration.
In particular, we feel that the biggest obstacle to continued development of I/O-efficient
computation systems is the current lack of support from operating systems. As was seen
in Chapter 8, TPIE performance is quite good, but more support from the operating
system could make it even better.

Integrating support for I/O-efficient computation into operating systems is a two
way street; the operating system must provide appropriate mechanisms to support
I/O-efficiency and systems such as TPIE must be augmented to make use of these
mechanisms.

The two services that operating systems provide which are most closely related to
I/O-efficient computation are demand-paged virtual memory and file systems. Both
manage data on disks and move it back and forth between main memory and disks,
but neither does so in a manner particularly suited to I/O-efficient computation.

One of the problems with both services is that it can be difficult or impossible for
programs to specify which blocks of data should be replaced when new data is to be
brought into an already full main memory. File systems make this difficult because
of their use of a main memory buffer cache [Bac86, LMKQ89] which is, in almost all
cases, completely inaccessible to user programs. Another drawback of buffer caches
with respect to I/O-efficient computation is that they take away main memory that a
program might otherwise be able to make use of.

Demand-paged virtual memory systems reduce the ability of programs to control
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what blocks are released by implementing page replacement policies that are designed
to work for programs that exhibit considerable locality of reference. Typically these are
based on some variant of a least recently used heuristic [Bac86, LMKQ89]. Some micro-
kernels, such as Mach [ABB*86, BKLL93] and NT [Cus93], have taken steps towards
allowing processes to manage their own virtual memory through user-level page fault
handlers. These systems do not, however, allow processes to decide which of their pages
should be evicted when main memory is used up. This task is still left to the kernel.
More recently, some work has been done on kernels that allow processes to determine
which of their pages to evict [CFL94)]. The kernel now just decides which process should
be forced to evict a page. These mechanisms were not specifically designed to support
I/O-efficient computation, but they appear to offer a good starting point for the those
wishing to build systems that are.

By combining TPIE or a similar framework-oriented system with an operating
system that allowed more direct application level management of storage resources we
believe we could construct a system that would be both easy for programmers to use

and even more efficient than our current TPIE implementation.

9.5 Final Thoughts

Our work has addressed both the theory and practice of [/O-efficient computation.
More importantly, we have attempted to pursue theory with an eye towards the prob-
lems of practice, and practice as informed by theory. We believe that by pursuing
research in this manner the whole of our contribution to the field of I/O-efficient com-
putation will necessarily be greater still than the sum of our contributions to its theory
or practice. We have found this approach both challenging and fulfilling, and encourage

other researchers to pursue I/O-efficient computation in a similar manner.
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