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Abstract

We examine I/O-efficient data structures that provide indexing support for new data models. The database languages of these models include concepts from constraint programming (e.g., relational tuples are generalized to conjunctions of constraints) and from object-oriented programming (e.g., objects are organized in class hierarchies).

Indexing by one attribute in many constraint data models is equivalent to external dynamic interval management, which is a special case of external dynamic two-dimensional range searching. We present the first optimal worst-case solution for the static version of this problem.

Indexing by one attribute and class name in an object-oriented database (OODB) in which objects are organized as a forest hierarchy of classes is also a special case of external dynamic two-dimensional range searching. On the basis of this observation, we first identify a simple algorithm, called the class-divisions algorithm, with provably good worst-case performance for this problem. Using the forest structure of the class hierarchy and techniques used in solving the constraint indexing problem, we improve its query I/O time.

We then introduce a technique called path caching that can be used to convert many main memory data structures for the problems we study to efficient secondary storage data structures. By doing so, we examine important time/space tradeoffs in secondary storage.

Finally, we present the experimental evaluation of the class-divisions algorithm for
indexing in OODBs by comparing it with the algorithm commonly adopted in OODBs. We prove that by paying a small overhead in storage (typically less than a factor of 3), impressive performance gains in querying (typically a factor of over 8) are made possible. By doing this, we demonstrate that algorithms can be designed with good guaranteed bounds for difficult indexing problems in databases.
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Chapter 1

Introduction

1.1 Motivation

The successful realization of any data model requires supporting its language features with efficient secondary storage manipulation. For example, the relational data model [10] includes declarative programming in the form of relational calculus and algebra and expresses queries of low data complexity because every fixed relational calculus query can be evaluated in LOGSPACE and PTIME in the size of the input database. More importantly, these language features can be supported by data structures for searching and updating that make optimal use of secondary storage. B-trees and their variants \( B^+ \)-trees [2,11] are examples of such data structures and have been an unqualified success in supporting \textit{external dynamic one-dimensional range searching} in relational database systems.

The general data structure problem underlying efficient secondary storage manipulation for many data models is \textit{external dynamic \( k \)-dimensional range searching}. The problem of \( k \)-dimensional range searching in both main memory and secondary memory has been the subject of much research. To date, solutions approaching the worst-case performance of
B-trees for one-dimensional searching have not been found for even the simplest cases of external $k$-dimensional range searching. In this thesis, we examine new I/O-efficient data structures for special cases of the general problem of $k$-dimensional range searching. These special cases are important for supporting new language features, such as constraint query languages [20] and class hierarchies in object-oriented databases [23,41].

We make the standard assumption that each secondary memory access transmits one page or $B$ units of data, and we count this as one I/O. (We use the terms page and disk block interchangeably, as also the terms in-core and main memory.) We also assume that at least $O(B^2)$ words of main memory are available. This is not an assumption that is normally made, but is entirely reasonable given that $B$ is typically on the order of $10^2$ to $10^3$ and today's machines have main memories of many megabytes.

Let $R$ be a relation with $n$ tuples and let the output to a query on $R$ have $t$ tuples. We also use $n$ for the number of objects in a class hierarchy with $c$ classes and $t$ for the output size of a query on this hierarchy. The performance of our algorithms is measured in terms of the number of I/Os they need for querying and updating and the number of disk blocks they require for storage. The I/O bounds are expressed in terms of $n, c, t$ and $B$, i.e., all constants are independent of these four parameters. (For a survey of the state of the art in I/O complexity, see [40].) We first review $B^+$-tree performance since we use that as our point of reference.

A $B^+$-tree on attribute $x$ of the $n$-tuple relation $R$ uses $O(n/B)$ pages of secondary storage. The following operations define the problem of external dynamic one-dimensional range searching on relational database attribute $x$, with the corresponding I/O time performance bounds using the $B^+$-tree on $x$: (1) Find all tuples such that for their $x$ attribute $a_1 \leq x \leq a_2$. If the output size is $t$ tuples, then this range searching takes $O(\log_B n + t/B)$ secondary memory accesses, worst-case. If $a_1 = a_2$ and $x$ is a key, i.e., it uniquely identifies the tuple, then this is key-based searching. (2) Inserting or deleting a given tuple takes $O(\log_B n)$ secondary memory accesses, worst-case. The problem of external dynamic $k$-dimensional range searching on relational database attributes $x_1, \ldots, x_k$ generalizes one-
dimensional range searching to \( k \) attributes, with range searching on \( k \)-dimensional intervals. If there are no deletes we say that the problem is \textit{semi-dynamic}. If there are no inserts or deletes we say that the problem is \textit{static}.

In this thesis we are concerned with external two-dimensional range searching: dynamic (Chapters 3, 6 and 7), and semi-dynamic and static (Chapters 4 and 5). We are concerned with algorithms that have provably good worst-case I/O bounds.

To put our contributions into perspective we point out (from the literature by using standard mappings of in-core data structures to external ones) that external dynamic two-dimensional range searching, and thus the problems examined here, can be solved in static query I/O time \( O(\log_2 n + t/B) \) worst-case using fractional cascading, and in dynamic query I/O time \( O(\log_2 n \log_B n + t/B) \) worst-case using \( O((n/B) \log_2 n) \) pages. The amortized update I/O time is \( O(\log_2 n \log_B n) \). (Note that \( \log_2 n = (\log_2 B)(\log_B n) \) is asymptotically much larger than \( \log_B n \).) Using the special structure of the indexing problems of interest, we improve the above bounds.

### 1.2 Indexing Constraints

Constraint programming paradigms are inherently "declarative", since they describe computations by specifying how these computations are constrained. A general constraint programming framework for database query languages called constraint query languages or CQLs was presented in [20]. This framework adapts ideas from constraint logic programming, e.g., from [19], to databases, provides a calculus and algebra, guarantees low data complexity, and is applicable to managing spatial data.

It is, of course, important to index constraints and thus support these new language features with efficient secondary storage manipulation (see Section 3.1 for a detailed exposition of the problem). Fortunately, it is possible to do this by combining CQLs with existing two-dimensional range searching data structures [20]. The basis of this observation
Dynamic interval management is interesting because it can be solved optimally in-core using the Priority Search Tree of McCreight [27] in query time $O(\log_2 n + t)$, update time $O(\log_2 n)$, and space $O(n)$, which are all optimal. Achieving analogous I/O bounds is much harder. In Section 3.1, we reduce indexing constraints to a special case of external dynamic two-dimensional range searching that involves diagonal corner queries and updates. A diagonal corner query is a two-sided range query whose corner must lie on the line $x = y$ and whose query region is the quarter plane above and to the left of the corner (see Figure 1.1). In Chapter 4, we propose a new data structure, which we call the metablock tree, for this problem. Our data structure has optimal worst-case space $O(n/B)$ pages, optimal query I/O time $O(\log_B n + t/B)$ and has $O(\log_B n + (\log_B n)^2/B)$ amortized insert I/O time. This performance is optimal for the static case and nearly optimal for the semi-dynamic case where only insertions are allowed (modulo amortization).
1.3 Indexing Classes

Indexing by one attribute and by class name in an object-oriented model, where objects are organized as a static forest hierarchy of classes, is also a special case of external dynamic two-dimensional range searching. Together with the different problem of indexing nested objects, as in [26], it constitutes the basis for indexing in object-oriented databases. Indexing classes has been examined in [22] and more recently in [25], but the solutions offered there are largely heuristic with poor worst-case performance.

In Section 3.2, we reduce indexing classes to a special case of external dynamic two-dimensional range searching called three-sided searching. Three-sided range queries are a special case of two-dimensional range queries. In three-sided range queries, one of the four sides defining the query rectangle is always one of the coordinate axes or at infinity.\(^1\) We also assume that the class-subclass relationship is static, although objects can be inserted or deleted from classes. Under this reasonable assumption, for a class hierarchy with \(c\) classes having a total of \(n\) objects, we identify a simple algorithm called the class-divisions algorithm with worst-case space \(O((n/B)\log c)\) pages, query I/O time \(O(\log_2 c \log_B n + t/B)\), and update I/O time \(O(\log_2 c \log_B n)\). Even with the additional assumption of a static class-subclass relationship, the problem is a nontrivial case of two-dimensional range searching. We show in Section 3.2 that it is impossible to achieve optimal query time for this problem \((O(\log_B n + t/B)\) disk I/Os) with only one copy of each object in secondary storage. (For lower bounds on range searching in main memory, see [14] and [7].) In Chapter 5, analyzing the hierarchy using the hierarchical decomposition of [37] and using techniques from the constraint indexing problem, we improve query I/O time to \(O(\log_B n + t/B + \log_2 B)\) using space \(O((n/B)\log_2 c)\) pages. Amortized update I/O time for the semi-dynamic problem with inserts is \(O(\log_2 c(\log_B n + (\log_B n)^2)/B))\).

\(^1\)Note that diagonal corner queries are a special case of two-sided queries and two-sided queries are a special case of three-sided queries (see Figure 1.1).
1.4 Path Caching

Many efficient algorithms exist for two-dimensional range searching and its special cases (see [9] for a detailed survey). Most of these algorithms cannot easily be mapped efficiently to secondary storage. We present a general technique called path caching that can be used to map many main memory data structures like the priority search tree [27], segment tree [3], and interval tree [12,13] efficiently to secondary storage. These data structures are relevant and important to the indexing problems we are considering because of the following reasons: (1) Dynamic interval management can be solved efficiently in main memory by all the three data structures mentioned above; and (2) three-sided queries can be solved efficiently in main memory by the priority search tree. The data structures obtained by applying path caching to these main memory data structures will have very efficient query times at the expense of slight overheads in storage. This technique is also simple enough to allow for inserts and deletes in small amortized time.

Using path caching, we present a data structure that implements priority search trees on disk to answer two-sided queries, a generalization of diagonal corner queries (see Figure 1.1). We use path caching and obtain bounds of $O(\log_B n + t/B)$ I/Os for query time and $O(\log_B n)$ for amortized updates. The data structure occupies $O(B \log \log B)$ disk blocks of storage. We also present a data structure that implements priority search trees on disk to answer three-sided queries. For this data structure, we get bounds of $O(\log_B n + t/B)$ for query time and $O(\log_B n \log^2 B)$ for amortized updates. The data structure occupies $O(B \log B \log \log B)$ disk blocks of storage.

In addition to these data structures, path caching can also be applied to other main memory data structures like the segment tree and interval tree to obtain optimal query times at the expense of small space overheads. By doing this, we improve on the bounds of [6] for implementing segment trees in secondary memory.
1.5 Experimental Work

The actual use of a data structure in a database depends on many factors. Most of the data structures considered here have good worst-case bounds, but asymptotic bounds by themselves are not enough proof that a data structure will work well in practice. Many other factors like general efficiency, ease of implementation, interaction with the rest of the database system, etc. also play an important role. In this thesis, however, we restrict ourselves to experimentally verifying two of the important factors, namely general efficiency and ease of implementation. This can be thought of as a necessary prerequisite for an index structure to be successful.

We implemented the *class-divisions* algorithm presented in Section 3.2 for indexing classes in an OODB. This algorithm is especially suitable for implementation because it is simple and uses a data structure that is readily available in all database systems, namely \( B^+ \)-trees. We performed extensive evaluation of this algorithm by comparing it with the method used commonly in OODBs today.

The experiments offered conclusive proof that we can successfully trade storage for good, guaranteed query times. For storage overheads that were generally under a factor of 3, the class-divisions algorithm offered an overall performance improvement of a factor of 8 or more. For sub-cases of the problem, this factor was often more than 50. These results were strong proof of the effectiveness of the algorithm, especially since the tests were conducted with "well behaved" data.

1.6 Summary of Contributions and Overview

The main contribution of this thesis can be summarized as follows: (1) We present I/O-efficient data structures, with provably good worst-case bounds, providing indexing support for new data models that are becoming more and more important. (2) We perform a rigorous
experimental evaluation of some of the new data structures to prove that they can perform extremely well in a realistic setting.

The rest of this thesis is organized as follows. Chapter 2 examines related research in the area of indexing. Section 3.1 explains the constraint data model in detail and shows that indexing constraints can be reduced to dynamic interval management in secondary storage, which in turn reduces to answering diagonal corner queries. In Chapter 4, we propose a new data structure, optimal for the static case, for this problem. Section 3.2 discusses the problem of indexing classes in more detail and presents a simple algorithm for this problem with good worst-case bounds. We improve on these bounds in Chapter 5 using the techniques developed for indexing constraints. Chapter 6 presents the idea of path caching and the results that we obtain using that idea. Chapter 7 presents the experimental evaluation of the work done on indexing in OODBs. We finish in Chapter 8 with the conclusions and open problems.
A large literature exists for in-core algorithms for two-dimensional range searching. The range tree [4] can be used to solve the problem in $O(n \log_2 n)$ space and static worst-case query time $O(\log_2 n + t)$. By using fractional cascading, we can achieve a worst-case dynamic query time $O(\log_2 n \log_2 \log_2 n + t)$ and update time $O(\log_2 n \log_2 \log_2 n)$ using the same space. We refer the reader to [9] for a detailed survey of the topic.

The ideal worst-case I/O bounds would involve making all the above logarithms have base $B$ and compacting the output term to $t/B$; any other improvements would of course imply improvements to the in-core bounds. Unfortunately, the various in-core algorithms do not map to secondary storage in as smooth a fashion as balanced binary trees map to $B^+$-trees. For example, [30,38] examine mappings which maintain the logarithmic overheads and make the logarithms base $B$; however, their algorithms do not compact the $t$-sized output on $t/B$ pages.

The practical need for general I/O support has led to the development of a large number of data structures for external $k$-dimensional searching. These data structures do not have good theoretical worst-case bounds, but have good average-case behavior for common
spatial database problems. Examples are the grid-file, various quad-trees, z-orders and other space filling curves, k-d-B-trees, hB-trees, cell-trees, and various R-trees. For these external data structures there has been a lot of experimentation but relatively little algorithmic analysis. Their average-case performance (e.g., some achieve the desirable static query I/O time of $O(\log_B n + t/B)$ on average inputs) is heuristic and usually validated through experimentation. Moreover, their worst-case performance is much worse than the optimal bounds achievable for dynamic external one-dimensional range searching using $B^+$-trees. We present here a brief survey of general purpose data structures to solve external two-dimensional range searching.

General purpose external $k$-dimensional range searching techniques can be broadly divided into two categories: those that organize the embedding space from which the input data is drawn and those that organize the input data.

We will first consider data structures that organize the embedding space with reference to our problem. Quad trees [33,34] were designed to organize two-dimensional data. They work by recursively subdividing each region into four equal pieces until the number of points in each region fits into a disk block. Because they do not adapt to the input data, they can have very bad worst-case times.

The grid file [28] was proposed as a data structure that treats all dimensions symmetrically, unlike many other data structures like the inverted file which distinguish between primary and secondary keys. The grid file works by dividing each dimension into ranges and maintaining a grid directory that provides a mapping between regions in the search space and disk blocks. The paper [28] does not provide analysis for worst-case query times. They do mention that range queries become very efficient when queries return “many” records.

If we assume a uniform two-dimensional grid of points (with a point on each location with integral $x$ and $y$ coordinates) as input, the grid file would produce regions which are of size $O(\sqrt{B}) \times O(\sqrt{B})$. The time to report answers to a two-sided range query would then be (in the worst-case) $O(t/\sqrt{B})$ where $t$ is the number of points in the query result. This is higher than the optimal time of $O(t/B)$. In fact, it turns out that most data structures
in the literature fail to give optimal performance for this very simple example.

The second class of general purpose external $k$-dimensional range searching data structures that have been proposed for multi-attribute indexing are based on the principle of building a search structure based on the recursive decomposition of input data. Many of them are based on a B-tree-like organization. We will consider several of them with reference to our problems.

Two related data structures that have been proposed for multi-attribute indexing are the k-d-B-tree [32] and the hB-tree [24].

k-d-B-trees combine properties of balanced k-d-trees in a B-tree-like organization. In the two-dimensional case (these ideas generalize readily to higher dimensions), the k-d-B-tree works by subdividing space into rectangular regions. Such subdivisions are stored in the interior nodes of the k-d-B-tree. If a subdivision has more points than can be stored in a disk block, further subdivision occurs until each region in the lowest level of the tree contains no more points than can be stored in a disk block. Insertion and deletion algorithms for the k-d-B-tree are also outlined in [32]. This work does not offer any worst-case analysis for range search. As mentioned before, the k-d-B-tree works by subdividing space into rectangular regions. With a uniform grid of points as input, we would read $O(t/\sqrt{B})$ disk blocks to report $t$ points on a straight line.

The hB-tree is based on the k-d-B-tree. Instead of organizing space as rectangles, they organize space into rectangles from which (possibly) other rectangles have been removed. This helps bring down the cost of managing insertions and deletions. This paper also does not provide a formal analysis of the cost of range searching. Although range searching in hB-trees is similar to range searching in B-trees, the crucial difference is that with B-trees, it is possible to totally order data. This is because B-trees index data along only one attribute. In fact, almost all implementations of B-trees recognize this and keep data only in their leaves and chain the leaves from left to right. (Such B-trees are called B+-trees.) This makes range searching extremely simple and efficient. In order to find elements in a range $[a, b]$, we locate $a$ in the B+-tree and follows pointers to the right until the value $b$ is
crossed. Such a total ordering is not possible for \( k \)-dimensional data. The problem that we had with \( k \)-d-B-trees with respect to the question at hand remains. Given a uniform grid, hB-trees still produce rectangles of size \( O(\sqrt{B}) \times O(\sqrt{B}) \) and range searching is inefficient. That is, we would read \( O(t/\sqrt{B}) \) disk blocks to report \( t \) points on a straight line.

Several data structures have been proposed in the literature to handle region data. These include the R-tree [17], the R$^+$-tree [35], the cell tree [16] and many others. These data structures are not directly applicable to point data. However, they can deal with one-dimensional range data and hence are relevant to our problem. All of them are based on the recursive decomposition of space using heuristics and cannot offer the worst-case guarantees in space and time that we seek.

An interesting idea based on the use of space-filling curves is proposed in [29]. This paper identifies a space-filling curve to order points in \( k \)-dimensional space. This curve has the desirable property that points that are close by in the input will, with high probability, be close by in the resulting ordering. This helps in making range searching efficient, because it is desirable to keep nearby points in the same disk block. This paper also does not offer any worst-case analysis for range searching. Specifically, this method will not have optimal reporting time with our standard case, i.e., the uniform grid of points.

Dynamic interval management has been examined extensively in the literature (see [9]). As mentioned before, the best in-core bounds have been achieved using the priority search tree of [27], yielding \( O(n) \) space, dynamic query time \( O(\log_2 n + t) \) and update time \( O(\log_2 n) \), which are all optimal. Other data structures like the Interval Tree [12,13], and Segment Tree [3] can also solve the interval management problem optimally in-core, with respect to the query time. Among these, the priority search tree does the best because it solves the interval management problem in optimal time and space, and provides an optimal worst-case update time as well.

There have been several pieces of work done by researchers to implement these data structures in secondary memory. These works include [18], [5], [6]. [18] contains a claimed optimal solution for implementing static priority search trees in secondary memory. Unfor-
fortunately, the [18] static solution has static query time \( O(\log_2 n + t/B) \) instead of \( O(\log_B n + t/B) \) and the claimed optimal solution is incorrect. None of the other approaches solve the problem of interval management in secondary memory in the optimal time of \( O(\log_B n + t/B) \) either.

Recently, some progress has been made in the case where our goal is to handle a very large number of queries in a batch [15]. In this case, two-dimensional queries can be answered in \( O((n/B + k/B)(\log_{M/B}(n/B)) + t/B) \) I/Os where \( k \) is the number of queries being processed and \( M \) is the amount of main memory available.
Chapter 3

The Problems and Initial Approaches

3.1 Indexing Constraints

To illustrate indexing constraints in CQLs consider the domain of rational numbers and a language whose syntax consists of the theory of rational order with constants $+$ the relational calculus. (See [20] for details.)

In this context, a generalized $k$-tuple is a quantifier-free conjunction of constraints on $k$ variables, which range over the domain (rational numbers). For example, in the relational database model $R(3,4)$ is a tuple of arity 2. It can be thought of as a single point in two-dimensional space and also as $R(x,y)$ with $x = 3$ and $y = 4$, where $x,y$ range over some finite domain. In our framework, $R(x,y)$ with $(x = y \land x < 2)$ is a generalized tuple of arity 2, where $x,y$ range over the rational numbers. Hence, a generalized tuple of arity $k$ is a finite representation of a possibly infinite set of tuples of arity $k$. 
A generalized relation of arity $k$ is a finite set of generalized $k$-tuples, with each $k$-tuple over the same variables. It is a disjunction of conjunctions (i.e., in disjunctive normal form DNF) of constraints, which uses at most $k$ variables ranging over domain $D$. A generalized database is a finite set of generalized relations. Each generalized relation of arity $k$ is a quantifier-free DNF formula of the logical theory of constraints used. It contains at most $k$ distinct variables and describes a possibly infinite set of arity $k$ tuples (or points in $k$-dimensional space $D^k$).

The syntax of a CQL is the union of an existing database query language and a decidable logical theory (theory of rational order $+ \text{ the relational calculus}$ here). The semantics of the CQL is based on that of the decidable logical theory, by interpreting database atoms as shorthands for formulas of the theory. For each input generalized database, the queries can be evaluated in closed form, bottom-up, and efficiently in the input size. Let us motivate this theory with an example.

**Example 3.1.1** The database consists of a set of rectangles in the plane, and we want to compute all pairs of distinct intersecting rectangles. (See Figure 3.1.)

This query is expressible in a relational data model that has a $\leq$ interpreted predicate. One possibility is to store the data in a 5-ary relation named $R$. This relation will contain
tuples of the form \((n, a, b, c, d)\), and such a tuple will mean that \(n\) is the name of the rectangle with corners at \((a, b), (a, d), (c, b)\) and \((c, d)\). We can express the intersection query as

\[
\{(n_1, n_2) \mid n_1 \neq n_2 \land (\exists a_1, a_2, b_1, b_2, c_1, c_2, d_1, d_2)(R(n_1, a_1, b_1, c_1, d_1) \land R(n_2, a_2, b_2, c_2, d_2) \\
\land (\exists x, y \in \{a_1, a_2, b_1, b_2, c_1, c_2, d_1, d_2\})(a_1 \leq x \leq c_1 \land b_1 \leq y \leq d_1 \land a_2 \leq x \leq c_2 \land b_2 \leq y \leq d_2))\}
\]

To see that this query expresses rectangle intersection note the following: the two rectangles \(n_1\) and \(n_2\) share a point if and only if they share a point whose coordinates belong to the set \{\(a_1, a_2, b_1, b_2, c_1, c_2, d_1, d_2\)\}. This can be shown by exhaustively examining all possible intersecting configurations. Thus, we can eliminate the \((\exists x, y)\) quantification altogether and replace it by a boolean combination of \(<\) atomic formulas, involving the various cases of intersecting rectangles.

The above query program is particular to rectangles and does not work for triangles or for interiors of rectangles. Recall that, in the relational data model quantification is over constants that appear in the database. By contrast, if we use generalized relations the query can be expressed very simply (without case analysis) and applies to more general shapes.

Let \(R(z, x, y)\) be a ternary relation. We interpret \(R(z, x, y)\) to mean that \((x, y)\) is a point in the rectangle with name \(z\). The rectangle that was stored above by \((n, a, b, c, d)\), would now be stored as the generalized tuple \((z = n) \land (a \leq x \leq c) \land (b \leq y \leq d)\). The set of all intersecting rectangles can now be expressed as

\[
\{(n_1, n_2)\mid n_1 \neq n_2 \land (\exists x, y)(R(n_1, x, y) \land R(n_2, x, y))\}
\]

The simplicity of this program is due to the ability in CQL to describe and name point-sets using constraints. The same program can be used for intersecting triangles. This simplicity of expression can be combined with efficient evaluation techniques, even if quantification is over the infinite domain of rationals. For more examples and details, please see [20]. □

The CQL model for rational order + relational calculus has low data complexity, be-
cause every fixed query is evaluable in LOGSPACE. That alone is not enough to make it a suitable model for implementation. This situation is similar to that in the relational model, where the language framework does have low data complexity, but does not account for searches that are logarithmic or faster in the sizes of input relations. Without the ability to perform such searches relational databases would have been impractical. Very efficient use of secondary storage is an additional requirement, beyond low data complexity, whose satisfaction greatly contributes to any database technology.

In the above example the domain of database attribute \( x \) is infinite. How can we index on it? For CQLs we can define indexing constraints as the problem of external dynamic one-dimensional range searching on generalized database attribute \( x \) using the following operations: (i) Find a generalized database that represents all tuples of the input generalized database such that their \( x \) attribute satisfies \( a_1 \leq x \leq a_2 \). (ii) Insert or delete a given generalized tuple.

If \((a_1 \leq x \leq a_2)\) is a constraint of our CQL then there is a trivial, but inefficient, solution to the problem of one-dimensional searching on generalized database attribute \( x \). We can add the constraint \((a_1 \leq x \leq a_2)\) to every generalized tuple (i.e., conjunction of constraints) and naively insert or delete generalized tuples in a table. This involves a linear scan of the generalized relation and introduces a lot of redundancy in the representation. In many cases, the projection of any generalized tuple on \( x \) is one interval \((a \leq x \leq a')\). This is true for Example 3.1.1, for relational calculus with linear inequalities over the reals, and in general when a generalized tuple represents a convex set. (We call such CQLs convex CQLs.) Under such natural assumptions, there is a better solution for one-dimensional searching on generalized database attribute \( x \).

- A generalized one-dimensional index is a set of intervals, where each interval is associated with a generalized tuple. Each interval \((a \leq x \leq a')\) in the index is the projection on \( x \) of its associated generalized tuple. The two endpoint \( a, a' \) representation of an interval is a fixed length generalized key.

- Finding a generalized database, that represents all tuples of the input generalized
database such that their \( x \) attribute satisfies \((a_1 \leq x \leq a_2)\), can be performed by adding constraint \((a_1 \leq x \leq a_2)\) to only those generalized tuples whose generalized keys have a non-empty intersection with it.

- Inserting or deleting a given generalized tuple is performed by computing its projection and inserting or deleting an interval from the set of intervals.

By the above discussion, the use of generalized one-dimensional indexes reduces redundancy of representation and transforms one-dimensional searching on generalized database attribute \( x \) into the problem of external dynamic interval management. The framework described in this section is from [20].

In this thesis, we examine solutions for the problem of external dynamic interval management that have good I/O performance. Keeping in mind that a diagonal corner query is a two-sided range query whose corner must lie on the line \( x = y \) and whose query region is the quarter plane above and to the left of the corner (see Figure 1.1), we now can show the following proposition:

**Proposition 3.1.2** Indexing constraints for convex CQLs reduces to external dynamic interval management which reduces to external dynamic two-dimensional range searching with diagonal corner queries and updates.
Proof: As remarked before, indexing constraints means solving the problem of interval intersection in secondary memory. Given a set of input intervals, we would like to find all intervals that intersect a query interval. Intervals that intersect a query interval $[x_1, x_2]$ can be divided into four categories as shown in Figure 3.2. Types 1 and 2 can be reported by sorting all the intervals on the basis of their first endpoint and reporting those intervals whose first endpoint lies between $x_1$ and $x_2$. This can be done efficiently using a B+-tree. Types 3 and 4 can be reported by performing what is called a stabbing query at $x_1$. (A stabbing query at $x_1$ on a set of intervals returns those intervals that contain the point $x_1$. See Figure 3.2.) It is also clear that no interval gets reported twice by this process.

Therefore, we will be able to index constraints if we can answer stabbing queries efficiently. An interval contains a point $q$ if and only if its first endpoint $y_1$ is less than or equal to $q$ and its second endpoint $y_2$ is greater than or equal to $q$. Let us map an interval $[y_1, y_2]$ to the point $(y_1, y_2)$ in two-dimensional space. Clearly, the stabbing query now translates into a two-sided query. That is, an interval $[y_1, y_2]$ belongs to a stabbing query at $q$ if and only if the corresponding point $(y_1, y_2)$ is inside the box generated by the lines $x = 0$, $x = q$, $y = q$, and $y = \infty$. Since the second endpoint of an interval is always greater than or equal to the first endpoint, all points that we generate are above the line $x = y$. One of the corners of any two-sided query (corresponding to a stabbing query) is anchored on this line as well. (See Figure 3.2.) The proposition follows.

3.2 Indexing Classes

To illustrate the problem of indexing classes, consider an object-oriented database. The objects in the database are classified in a forest class hierarchy. Each object is in exactly one of the classes of this hierarchy. This partitions the set of objects and the block of the partition corresponding to a class $C$ is called $C$'s extent. The union of the extent of a class $C$ with all the extents of all its descendants in this hierarchy is called the full extent of $C$. Let us illustrate these ideas with an example.
Example 3.2.1 Consider a database that contains information about people such as names and incomes. Let the people objects be organized in a class hierarchy which is a tree with root Person, two children of Person called Professor, Student, and a child of Professor called Assistant-Professor. (See Figure 3.4.) We can read this as follows: Assistant-Professor is a Professor, Professor is a Person, Student is a Person. People get partitioned in these classes. For example, the full extent of Person is the set of all people, whereas the extent of Person is the set of people who are not in the Professor, Assistant-Professor, and Student extents.

Indexing classes means being able to perform external dynamic one-dimensional range searching on some attribute of the objects, but for the full extent of each class in the hierarchy.

Example 3.2.2 Consider the class hierarchy in Example 3.2.1. Indexing classes for this hierarchy means being able to find all people in (the full extent of) class Professor with income between $50K and $60K, or to find all people in (the full extent of) class Person with income between $100K and $200K, or to insert a new person with income $10K in the Student class.

Let $c$ be the number of classes, $n$ the number of objects, and $B$ the page size. We use the term index a collection when we build a $B^+$-tree on a collection of objects. (This $B^+$-tree will be built over some attribute which will always be clear from context. In Example 3.2.2, the attribute was the salary attribute.) One way of indexing classes is to create a single $B^+$-tree for all objects (i.e., index the collection of all objects) and answer a query by looking at this $B^+$-tree and filtering out the objects in the class of interest. This solution cannot compact a $t$-sized output into $t/B$ pages because the algorithm has no control over how the objects of interest are interspersed with other objects. Another way is to keep a $B^+$-tree per class (i.e., index the full extent of each class), but this uses $O((n/B)c)$ pages, has query I/O time $O(log_B n + t/B)$ and update I/O time $O(c log_B n)$.

The indexing classes problem has the following special structure: (1) The class hierarchy
is a forest and thus it can be mapped in one dimension where subtrees correspond to intervals. (2) The class hierarchy is static, unlike the objects in it which are dynamic.

Based on this structure we show that indexing classes is a special case of external dynamic two-dimensional range searching on some attribute of the objects. We then use the idea of the two-dimensional range tree (see [9]), with classes as the primary dimension and the object attribute as a secondary dimension to devise an efficient storage and query strategy. These ideas are formalized in the proposition and theorem to follow.

**Proposition 3.2.3** Indexing classes reduces to external dynamic two-dimensional range searching with one dimension being static.

**Proof:** We write a simple algorithm which attaches a new attribute called “class” to every object. This attribute has a value corresponding to the class to which the object belongs. Further, we associate a range with each class such that it includes all the class attribute values of each one of its subclasses. (The class attribute and ranges are for the purposes of this reduction only. In an actual implementation, these are computed once and stored separately.) We start out by associating the half-open range [0, 1) with the root of the class hierarchy. We then make a call to the procedure `label-class` shown in Figure 3.3 with the root and the range as parameters. (If the hierarchy is a forest of \(k\) trees, we simply divide the range [0, 1) into \(k\) equal parts, associate every root with a distinct range and call `label-class` once for each root.)

At the end of the procedure, every class is associated with a range and every object has a “class” value associated with it. If we apply `label-class` to the class hierarchy in Example 3.2.1, the root Person class is associated with the range [0, 1) and all the objects in its extent have their class attribute set to 0. Similarly, the Student, Professor and Asst. Prof. classes are associated with ranges \([\frac{1}{3}, \frac{2}{3})\), \([\frac{2}{3}, 1)\), and \([\frac{5}{6}, 1)\) respectively. The objects in the Student, Professor and Asst. Prof. classes have their class attributes set to \(\frac{1}{3}\), \(\frac{2}{3}\) and \(\frac{5}{6}\) respectively.
procedure label-class ( node, [a, b) );

Associate [a, b) with node
Let a be the value of attribute "class" for every object in class node
Let S = (The number of children of node) + 1
if node has no children, terminate
Divide [a, b) into S equal parts of size K
Recursively call label-class for each child with ranges
   [a + K, a + 2K), [a + 2K, a + 3K), etc.

Figure 3.3: The procedure label-class used in the proof of Proposition 3.2.3.

Figure 3.4: Using label-class to reduce indexing classes to two-dimensional range search

It is easy to see how querying some class over some particular attribute corresponds to
two-dimensional range searching. The first dimension of this search is the class attribute
and the second dimension is the attribute over which the search is specified. The range in
the class dimension is the range that we associate with the query class in our label-class
algorithm. Since we assume that the class hierarchy is static, the proposition follows. See
Figure 3.4 for an example of the results of applying label-class to a class hierarchy. □

Theorem 3.2.4 Indexing classes can be solved in dynamic query I/O time $O(\log_2 c \log_B n + t/B)$ and update I/O time $O(\log_2 c \log_B n)$, using $O((n/B) \log_2 c)$ pages. Here, $n$ is the
number of objects in the input database, $c$ the size of the class hierarchy, $t$ the number of
objects in the output of a query, and $B$ the size of a disk block.
Figure 4.1: A metablock tree for $B = 3$ and $n = 70$. All data points lie above the line $y = x$. Each region represents a metablock. The root is at the top. Note that each non-leaf metablock contains $B^2 = 9$ data points.

4.1 An I/O Optimal Static Data Structure for Diagonal Corner Queries

At the outermost level, a metablock tree, whether static or dynamic, is a $B$-ary tree of metablocks, each of which represents $B^2$ data points. The root represents the $B^2$ data points with the $B^2$ largest $y$ values. The remaining $n - B^2$ data points are divided into $B$ groups of $(n - B^2)/B$ data points each based on their $x$ coordinates. The first group contains the $(n - B^2)/B$ data points with the smallest $x$ values, the second contains those with the next $(n - B^2)/B$ smallest $x$ values, and so on. A recursive tree of the exact same type is constructed for each such group of data points. This process continues until a group has at most $B^2$ data points and can fit into a single metablock. This is illustrated in Figure 4.1.

Now let us consider how we can store a set of $k \leq B^2$ data points belonging to a metablock in blocks of size $B$. One very simple scheme is to put the data points into
horizontally oriented blocks by putting the $B$ data points with the largest $y$ values into the first block, the $B$ data points with the next largest $y$ values into the next block, and so on. Similarly, we can put the data points into vertically oriented blocks by discriminating on the $x$ coordinates. These techniques are illustrated in Figure 4.2. Each metablock in our tree is divided into both horizontally and vertically oriented blocks. This means that each data point is represented more than once, but the overall size of our data structure remains $O(n/B)$.

In addition to the horizontally and vertically oriented blocks, each metablock contains pointers to each of its $B$ children, as well as a location of each child’s bounding box. Finally, each metablock $M$ contains pointers to $B$ blocks that represent, in horizontal orientation, the set $TS(M)$. $TS(M)$ is the set obtained by examining the set of data points stored in the left siblings of $M$ and taking the $B^2$ such points with the largest $y$ values. This is illustrated in Figure 4.3. Note that each metablock already requires $O(B)$ blocks of storage space, so storing $TS(M)$ for each metablock does nothing to the asymptotic space usage of the metablock tree.

The final bit of organization left is used only for those metablocks that can possibly contain the corner of a query. These are the leaf metablocks, the root metablocks, and all metablocks that lie along the path from the root to the rightmost leaf. (See the metablocks on the diagonal in Figure 4.1.) These blocks will be organized as prescribed by the following
Figure 4.3: A metablock $M$ and the set $TS(M)$. Note that $TS(M)$ spans all of $M$'s left siblings in the metablock tree. Though it is not explicitly shown here, $TS(M)$ will be represented as a set of $B$ horizontally oriented blocks.

Lemma 4.1.1 A set $S$ of $k \leq B^2$ data points can be represented using $O(k/B)$ blocks of size $B$ so that a diagonal corner query on $S$ can be answered using at most $2t/B + 4$ I/O operations where $t$ is the number of data points in $S$ that lie within the query region.

Proof: Initially, we divide $S$ into a vertically oriented blocking of $k/B$ blocks. Let $C$ be the set of points at which right boundaries of the regions corresponding to the vertically oriented blocks intersect the line $y = x$. Now we choose a subset $C^* \subseteq C$ of these points and use one or more blocks to explicitly represent the answer to each query that happens to have a corner $c \in C^*$. This is illustrated in Figure 4.4.

In order to decide which elements of $C$ will become elements of $C^*$, we use an iterative process. The first element of $C^*$ is chosen to be at the intersection of the left boundary of the rightmost block in the vertically oriented blocking. We will call this point $c_1^*$. To decide which other elements of $C$ should be elements of $C^*$, we proceed along the line $y = x$ from the upper right (large $x$ and $y$) to the lower left (small $x$ and $y$), considering each element of $C$ we encounter in turn. Let $c_j^*$ be the element of $C$ most recently added to $C^*$; initially this is $c_1^*$. We now move down the line $y = x$, considering each $c_i \in C$ until we find one to add to $C^*$. In considering $c_i \in C$, we define the sets $\Omega_i$, $\Delta_i^{-1}$, $\Delta_i^{-2}$ and $\Delta_i^+$ to be subsets of $S$ as shown in Figure 4.5. Let $\Delta_i^{-} = \Delta_i^{-1} \cup \Delta_i^{-2}$. Let $S_j^+ = \Omega_i \cup \Delta_i^{-1}$ be the answer to a query whose corner is $c_j^*$. This was the last set of points that was explicitly blocked. Let
Figure 4.4: The sets $C$ and $C^*$ used in the proof of Lemma 4.1.1. The marked points lying along the diagonal line $y = x$ are the points in the set $C$. Those that are small and dark are points in $C \setminus C^*$. The larger open points are in the set $C^*$. The dark lines represent the boundaries of queries whose corners are at points $c \in C^*$. One such query is shaded to demonstrate what they look like.

$S_i = \Omega_i \cup \Delta_i^+$ be the answer to a query whose corner is $c_i$. We decide to add $c_i$ to $C^*$, and thus explicitly store $S_i$, if and only if

$$|\Delta_i^-| + |\Delta_i^+| > |S_i|.$$  

Intuitively, we do not add $c_i$ to $C^*$ when we can efficiently amortize the cost of a query cornered at $c_i$ over a number of blocks that have already been constructed.

Having constructed $C^*$, we now explicitly block the set $S_i^*$ answering a diagonal corner query for each element $c_i^* \in C^*$. Clearly the space used for each such set is $|S_i^*|/B$ blocks. An obvious concern is that by explicitly blocking these sets, we may already be using more space than the lemma we are trying to prove allows. This, however, is not the case. We can prove this by amortization. Each time we add a $c_i$ to $C^*$, we will charge $|S_i|$ credits to the set $\Delta_i^- \cup \Delta_i^+$. The charge is divided equally among the elements of the set being charged. Once we add $c_i$ to $C^*$, no element of $\Delta_i^-$ can ever be in another $\Delta_i^-$ for a larger value of $i$ as the iteration continues. The same holds for elements of $\Delta_i^+$, which can never appear as elements of $\Delta_i^+$ again for larger $i$. Thus no element of $S$ can be a part of a set that is charged for the insertion of a $c_i$ into $C^*$ more than twice. Since the size of the set being
Figure 4.5: The sets $\Omega_i$, $\Delta_{i-1}$, $\Delta_{i-2}$ and $\Delta_{i+1}$ as constructed in the proof of Lemma 4.1.1. $c_j^*$ is the last point that was added to $C^*$ and $c_i$ is the point being considered for inclusion. The sets consist of subsets of $S$ falling within the labeled regions.

charged is at least the size of the set being inserted, the total cost charged to any point is at most 2. Thus the total size of all the sets in $C^*$ is at most $2k$, which we can clearly represent within $O(k/B)$ blocks. The only possible concern is that almost a full block can be wasted for each set in $C^*$ due to roundoff. This is not a problem however, since $|C^*| \leq |C| = k/B$, so the number of blocks wasted is at most of the same order as the number used.

Now that we have a bound on the space used by our data structure, we have only to show that it can be used to answer queries in $2t/B + 4 I/Os$. To answer a query whose corner is at some $c_i^* \in C^*$, we simply read the blocks that explicitly store the answer to the query. This takes $[t/B] \leq t/B + 1 I/Os$, which is clearly within the required bounds.

The more complicated case is when the query point $c$ lies between two consecutive elements $c_j^*$ and $c_{j+1}^*$ in $C^*$. Let $T$ be the subset of $S$ that is the answer to the query whose corner is $c$. We find $T$ in two stages. In the first stage, we read blocks from $S_{j+1}^*$, which we assume is horizontally blocked, starting at the top and continuing until we reach the bottom of the query. This is illustrated in Figure 4.6(a). At most one block is wasted in this process.
The first phase of the algorithm to answer a query whose corner is $c$. The shaded blocks correspond to blocks of the explicitly blocked set $S_{j+1}^*$ that are read in this phase.

Figure 4.6: The two phases of the algorithm to answer a query whose corner is $c$ as used in the proof of Lemma 4.1.1. $c_j^*$ and $c_{j+1}^*$ are consecutive elements of the set $C^*$, and thus answers to queries having them as corners are explicitly blocked.

In the second stage, we return to our original vertical blocking of $S$ (into $k/B$ blocks), and read blocks from left to right, starting with the one directly to the right of $c_{j+1}^*$ and continuing until we reach the block containing $c$. This is illustrated in Figure 4.6(b). To show that we are still within the I/O bounds we are trying to prove, we consider two cases. In the first case, there is no $c_i \in C$ between $c$ and $c_{j+1}^*$. This is illustrated in Figure 4.7(a). In this case, we only have to read one block from the vertical blocking, namely the one immediately to the right of $c_{j+1}^*$, and the proof is done.

In the second case, there is at least one $c_i \in C$ between $c$ and $c_{j+1}^*$. Let us consider the leftmost such $c_i$. Since $c_j^*$ and $c_{j+1}^*$ are consecutive elements of $C^*$, it must be the case that $c_i$ was not chosen in the iterative process that constructed $C^*$. This means that

$$|\Delta_t^-| + |\Delta_t^+| \leq |S_i|,$$
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(a) In the first case $c$ is in the vertical block immediately to the right of $c_{j+1}^*$. Otherwise $c_i$ would have been added to $C^*$. Subtracting $|\Delta_i^+|$ from both sides, we get

$$|\Delta_i^-| \leq |\Omega_i|,$$

since $\Delta_i^+$ and $\Omega_i$ are disjoint but their union is $S_i$. Referring to Figure 4.7(b), we see that $\Omega_i$ is a subset of $T$, the answer to the query whose corner is $c$. Thus

$$|\Delta_i^-| \leq |\Omega_i| \leq |T|.$$ 

We also see that except for the leftmost block, all the vertical blocks examined in the second phase in Figure 4.6(b) are fully contained in $\Delta_i^-$. This means that in the worst case we will have to examine all of $\Delta_i^-$ plus one additional block. But since $|\Delta_i^-| \leq |T|$, the number of blocks examined is at most equal to the number of blocks needed to represent the output of our query. Even if all these blocks are wasted because the points they contain lie in the region below $c$, no more than $\lceil t/B \rceil$ blocks are wasted. If we add these to the blocks used
in the first stage, and the vertical block just to the right of \( c_{j+1} \), the total number of blocks used is no more than \( 2t/B + 3 \).

The final step of the proof is to show how we can determine where to begin looking for a query given a query point \( c \). Since \( k \leq B^2 \), the size of \( C \) is at most \( B \). We can thus use a single block to store an index with pointers to the appropriate locations to begin the two stages of the search for any query value falling between two consecutive elements of \( C \). This gives us our overall result of \( 2t/B + 4 \) I/Os.

The only cases we have not considered occur when \( c \) does not fall between two elements of \( C^* \), but rather completely to either the left or right of them. These special cases can be handled by minor variations of the arguments given above.

Now that we know how to structure the corner blocks of a metablock tree so that the portion of a query that falls within that metablock can be reported efficiently, we need only show that the portions of the query residing in the rest of the metablocks can also be reported efficiently. We do this with the following theorem:

**Theorem 4.1.2** If a set of \( n \) data points \((x, y)\) in the planar region \( y \geq x \) and \( y > 0 \) is organized into a metablock tree with blocks of size \( B \), then a diagonal corner query with \( t \) data points in its query region can be performed in \( O(\log_B n + t/B) \) I/O operations. The size of the data structure is \( O(n/B) \) blocks of size \( B \) each.

**Proof:** First we consider the space used by the tree. In Lemma 4.1.1 we showed that the number of blocks used by each corner metablock containing \( k \) points is \( O(k/B) \). All other metablocks in the tree must be internal, and thus contain \( B^2 \) points. Each such metablock occupies \( O(B) \) blocks as was shown in the discussion of their construction. This includes the associated \( TS \) data structures. In addition, we will use a constant number of disk blocks per metablock to store control information for that metablock. This will include split values and pointers to its children, boundary values and pointers to the horizontal organization, etc. This control information uses \( O(n/B^2) \) disk blocks since there are only
(1) **procedure** diagonal-query (query q, node M);
(2) if M contains the corner of query q then
(3) use the corner structure for M to answer the query; return;
(4) else /* M does not contain the corner of query q */
(5) use M’s vertically oriented blocks to report points of M that lie inside q
(6) let Mc be the child of M containing the vertical side of the query
(7) if Mc has siblings to its left that fall inside the query, use the bottom boundary
of TS(Mc) to determine if TS(Mc) falls completely inside the query.
(8) If TS(Mc) does not fall completely inside the query, report the points
in TS(Mc) that lie inside the query.
(9) If TS(Mc) falls completely inside the query, examine the siblings one
by one using their horizontally oriented blocks.
(10) If any sibling is completely contained inside the query, look at its children
using their (the children’s) horizontally oriented organizations
and continue downwards until the bottom boundary of the query is
reached for every metablock so examined.
(11) invoke diagonal-query(q, Mc)

Figure 4.8: Procedure diagonal-query to answer diagonal corner queries using a metablock
tree

\[ O(n/B^2) \] metablocks. Thus a total of \( O(n/B) \) blocks are used.

Queries are answered using the procedure diagonal-query in Figure 4.8 (by invoking
diagonal-query (query q, root of metablock tree)). We associate every metablock with the
minimum bounding rectangle of the points inside it. Call this the metablock’s region. Also,
a diagonal corner query q is completely specified by the point at which it is anchored on
the line \( x = y \). We will use phrases like “if metablock M contains the corner of query q,”
etc. with the understanding that these are really short procedures that can be implemented
easily by considering intersections of the appropriate regions.

To prove the bound on the query time, we consider the fact that once we know the
query region, each block that has a non-empty intersection with it falls into one of four
categories based on how it interacts with the boundary of the query. These four types are
illustrated in Figure 4.9. To complete the proof we simply look at the contributions of each
type of metablock to the total number of I/Os required.
Figure 4.9: The four types of metablocks. The shaded rectangles represent metablock boundaries and the thick lines are the boundaries of queries. The four types appear in processing diagonal corner queries as described in Section 4.1 and are used in the proof of Theorem 4.1.2.

- There are at most $O(\log_B n) = O(\log_B n)$ Type I nodes, each of which can be queried, using its vertically oriented blocks, so as to visit at most one block that is not completely full. These potentially wasted blocks are accounted for in the $O(\log_B n)$ term.

- Only one Type II node can exist. Let $t_c$ be the number of data points stored in the metablock at this node that are within the query region. By Lemma 4.1.1 the $t_c$ points can be found using only $O(t_c/B)$ I/O operations. This gets absorbed into the $O(t/B)$ term.

- A Type III metablock returns $B^2$ data points and uses $O(B)$ I/O operations. These are accounted for in the $O(t/B)$ term.

- The set of all Type IV children of a Type III node can be queried, using their horizontally oriented blocks, so as to examine at most $O(B)$ blocks that are not entirely full (one per child). Since we used $O(B)$ I/O operations for the output from the Type III block, the extra Type IV I/O operations can be absorbed into the Type III I/O and added to the $O(t/B)$ term.

- The last type of block that has to be considered is a Type IV child of a Type I node. Up to $B$ Type IV nodes can be children of a single Type I node $M$. Let $M_r$ be the rightmost Type IV child of $M$. We can determine whether or not to examine the Type IV siblings of $M_r$ by first examining $TS(M_r)$. If the bottom boundary of $TS(M_r)$ is below the bottom boundary of the query, we load the blocks that make up $TS(M_r)$ one at a time from top to bottom until we cross the bottom boundary of
(a) In this case the entire $TS(M_r)$ structure lies above the bottom of the query region, implying that we can individually examine all Type IV right siblings of $M_r$. 

(b) In this case the $TS(M_r)$ structure intersects the bottom boundary of the query region, thus all points in the query that appear in Type IV siblings of $M_r$ will be located when $TS(M_r)$ is examined.

Figure 4.10: Use of the $TS$ structure to search Type IV metablocks as used in the proof of Theorem 4.1.2.

The query. If the bottom boundary of $TS(M_r)$ is above the bottom boundary of the query, then we know that the siblings contain at least $B^2$ points that are inside the query. Thus we can afford to examine each of $M_r$’s Type IV siblings individually. This process may result in one block of overshoot for each such sibling, but we will get at least $B^2$ points overall, so we can afford this. This case is illustrated in Figure 4.10(a).

If we hit the boundary of the query first, we can simply report all the points we saw as part of the output and we have no need to examine any of $M_r$’s Type IV siblings at all. This case is illustrated in Figure 4.10(b). In both cases, all the blocks examined can be charged to the $O(t/B)$ term.

Theorem 4.1.2 gives us an upper bound for handling diagonal corner queries. The following proposition provides a matching lower bound, which proves that the metablock tree technique is optimal.

\[\square\]
Proposition 4.1.3 Any method that performs diagonal corner queries on sets of $n$ data points $(x, y)$ in the planar region $y \geq x$ and $y > 0$ must use $\Omega(\log_B n + t/B)$ I/O operations, where $t$ is the number of items in the answer to the query. Furthermore, the data structure it uses must occupy $\Omega(n/B)$ blocks.

Proof: Consider the set of points $S = \{(x, x+1) : x \in \mathbb{Z}_n^+\}$ and the set of $n$ queries whose corners are the elements of the set $Q = \{(x + \frac{1}{2}, x + \frac{1}{2}) : x \in \mathbb{Z}_n^+\}$. Each of these queries contains exactly one point in the set $S$. This is illustrated in Figure 4.11. Since there are $n$ distinct subsets of $S$ that can be reported as answers to queries, we must have some means of deciding which, if any, answer our question. Each time we read a block, we can make a decision between at most $O(B)$ alternatives. This means that if we view our algorithm as a decision tree with a block read at each node it must have depth $\Omega(\log_B n)$ in order to have $n$ leaves. This gives us the first term of our lower bound.

The second term of the lower bound comes from the fact that in general we must report the answer to any query of size $t \leq n$ and therefore at least $t/B$ block reads will be required.

The space utilization follows since every element of $S$ may appear in the answer to some query, and thus it must be represented somewhere in the data structure. \qed
4.2 Dynamization of Insertions

The data structure described in Section 4.1 can be made semi-dynamic in the sense that it will support the efficient insertion of points. Because of the complexity of the internal organization of a metablock, it will not be possible for us to reorganize the data structure immediately after the insertion of a point. Our strategy will be to defer reorganization until sufficient inserts have occurred for us to be able to pay for the reorganizations that we perform. Thus, the bounds we get are amortized.

The general strategy will be to collect inserts that go into a metablock in an update block that is associated with that metablock. When that update block fills up, we will perform certain reorganizations on the associated metablock. In order to keep the size of a metablock itself under limits, we will perform certain other reorganizations when the size of a metablock reaches $2B^2$ from the initial size of $B^2$. This will eventually cause the branching factors of the nodes in the metablock tree to go up. We will let branching factors increase from the initial value of $B$ to $2B$ after which will perform certain other reorganizations that will restore the branching factor back to $B$. The precise details are below.

To start with, we first enumerate the different positions at which a point can be stored in a metablock tree:

a. in the vertically oriented organization of a metablock,

b. in the horizontally oriented organization of a metablock,

c. in the corner structure of a metablock (if the metablock intersects the diagonal line), and,

d. in the TS structures of the right siblings of the metablock.

It is relatively easy to handle the reorganization of the (a), (b), and (c) (where it exists) components of a metablock when insertions are allowed. Note however, that immediate reorganization after the insertion of a point is still not possible because it takes $O(B)$ I/Os.
to reorganize components (a), (b), and (b) of a metablock. Our strategy will be to associate an additional update block in the control information of a metablock. When this update block fills up, we have had $B$ inserts into the metablock. At this point, we reorganize the vertically and horizontally oriented components of the metablock, and rebuild the corner structure (if it exists for the metablock) optimally as described in Lemma 4.1.1. This costs $O(B)$ I/Os. This implies that we spend only $O(1)$ I/Os amortized per point for this reorganization. Let us call this reorganization of a metablock $M$ a level I reorganization of $M$. Note that we will perform a level I reorganization once in every $B$ inserts. When the size of a metablock reaches $2B^2$, we will perform other reorganizations that are outlined below.

Updating the $TS$ structures of the siblings of a metablock when points are inserted into it is much more difficult because a point, potentially, can belong in the $TS$ structures of $B - 1$ siblings. Since rebuilding these $TS$ structures (of total size $O(B^2)$ blocks) takes $O(B^2)$ I/Os, we cannot afford to rebuild the $TS$ structures even once in $B$ inserts.

In order to circumvent this problem, we use the following crucial observation: Consider an internal (non-leaf) metablock $M$. Take the points that are inserted into its children and build a corner structure for these points as prescribed by Lemma 4.1.1. A diagonal corner query on the whole metablock tree is also a diagonal corner query on this new corner structure and can be answered optimally as long as the number of points in it is less than $O(B^2)$! We call this corner structure the $TD$ corner structure for $M$.

As in the case of a metablock, this $TD$ corner structure will have an update block and will be rebuilt once in $B$ insertions into it. When the size of the $TD$ structure of a metablock $M$ becomes $B^2$ points, we discard the $TD$ corner structure and rebuild the $TS$ structures of all the children of $M$ (taking into account the points that were in the $TD$ corner structure). Call this reorganization a $TS$ reorganization of the children of $M$.

We cannot let the size of a metablock increase indefinitely. Our bounds hold only when the number of points in a metablock is $O(B^2)$. Therefore, when the number of points in a metablock reaches $2B^2$, we perform the following actions (if the metablock is a non-leaf
metablock):

1. select the top $B^2$ points (with the largest $y$ values) of the metablock and build the vertical, horizontal and corner (if necessary) organizations of the metablock (this takes $O(B)$ I/Os),

2. insert the bottom $B^2$ points of the metablock into the appropriate children depending on the $x$ values of the points,

3. perform a $TS$ reorganization of $M$ and its siblings (this takes $O(B^2)$ I/Os).

We call such a reorganization a level II reorganization of a metablock. Obviously, this scheme will not work if the metablock $M$ is a leaf because there are no children to insert into. In that case, we perform the following actions:

1. split the metablock into two children containing $B^2$ points each and update the control information of the metablock's parents, and,

2. perform a $TS$ reorganization of the two new metablocks and its siblings.

We call this reorganization a level II reorganization of a leaf.

The final detail has to do with the branching factor of the parent of a leaf that just split. We will let this grow from the initial value of $B$ to $2B$. Once it reaches $2B$, we split the parent itself into two by reorganizing the entire metablock tree rooted at the parent. One subtree will contain the leftmost $B$ leaves, and the other will contain the rightmost $B$ leaves. We insert the two new roots of these subtrees above in place of the parent. This procedure has to be continued up recursively as necessary. We show that this will not take too much time by showing that such reorganizations cannot happen too often.

Figure 4.12 is an algorithm for performing updates in an augmented metablock tree that presents concisely the steps that we have discussed so far.
(1) procedure insert-point (p)  
(2) \(M := \) the metablock \(p\) falls in  
(3) \(P := M\)'s parent  
(4) Add \(p\) to \(M\)'s update block  
(5) Add \(p\) to \(P\)'s \(TD\) update block  
(6) If \(M\)'s update block is full then  
    perform a level I restructuring of \(M\)  
(7) If \(P\)'s \(TD\) update block is full then  
    rebuild the \(TD\) corner structure  
(8) If the size of \(P\)'s \(TD\) corner structure is \(B^2\) then  
    discard the points in the structure and perform a \(TS\) reorganization of  
    the children of \(P\)  
(9) If \(M\) is a non-leaf metablock and contains \(2B^2\) points then  
    perform a level II reorganization of \(M\)  
(10) If \(M\) is a leaf and contains \(2B^2\) points then  
    perform a level II reorganization of the leaf and call  
    \(propagate-branching-factor(P)\)  

(11) procedure propagate-branching-factor (M)  
(12) \(P := M\)'s parent  
(13) If the branching factor of \(M\) is \(2B\) then  
    reorganize \(M\) into two equal subtrees rooted at metablocks \(M_L\) and \(M_R\)  
    and insert these into \(P\) in place of \(M\). Perform a \(TS\) reorganization  
    of \(M_L, M_R\) and their siblings. Recursively call  
    \(propagate-branching-factor(P)\)  
(14) If (13) cannot be done because \(M\) is the root, create a new root with  
    two children \(M_L\) and \(M_R\)

Figure 4.12: An algorithm for inserting a point into an augmented metablock tree. \(insert-point()\) is the main procedure for inserting a point. It inserts a point and propagates insertions down the tree as needed. \(propagate-branching-factor()\) is a subroutine which splits metablocks and propagates changes up the tree.

**Lemma 4.2.1** The space used by an augmented metablock tree containing \(n\) points is \(O(n/B)\) blocks of size \(B\).

**Proof:** The additional structures that we have added to the metablock tree are as follows:
• the update block for every metablock, and

• the $TD$ corner structure and its update block for every non-leaf node.

Every metablock contains $O(B^2)$ points and having one update block per metablock obviously does not add to the asymptotic complexity of the storage used. A $TD$ corner structure for a non-leaf block contains at most $B^2$ points and therefore occupies no more than $O(B)$ blocks as per Lemma 4.1.1. Since every metablock contains at least $O(B^2)$ points, we can charge the cost of the $TD$ corner structure to it. This implies that the total storage used by the augmented metablock tree is $O(n/B)$ disk blocks.

**Lemma 4.2.2** An augmented metablock tree containing $n$ points can answer diagonal corner queries in optimal $O(\log_B n + t/B)$ I/O operations.

**Proof:** The search procedure for an augmented metablock tree is very similar to that of a normal metablock tree. The differences are as follows:

- Every time a horizontal organization, or a vertical organization, or a corner structure of a metablock is to be examined, we will examine the update block of the metablock as well. This obviously will not add to the asymptotic complexity of the querying because examining any of these organizations imposes an overhead of at least one disk I/O, and the update block increases it by at most one.

- Every time a $TS$ structure of a metablock needs to be examined, we will examine the $TD$ corner structure of the parent. This does not change the asymptotic complexity of the query because the $TD$ corner structure imposes only a constant overhead for a search (outside of the reporting, which pays for itself), and this overhead is imposed by the $TS$ structure anyway.

Modulo these changes, the query procedure remains exactly the same. The lemma follows from the previous proof for Theorem 4.1.2. □
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Lemma 4.2.3 Insertions into an augmented metablock tree containing $n$ points can be performed in $O(\log_B n + (\log_B n)^2/B)$ amortized I/O operations.

Proof: Finding and inserting a point into the appropriate metablock involves $O(\log_B n)$ disk I/Os.

Let us consider the different reorganizations that the insertion of a point into a metablock $M$ can lead to and list the amortized costs of each of these reorganizations:

1. The insertion of a point can cause a level I reorganization of the metablock $M$ into which it is inserted. Since this happens only once per $B$ inserts, the amortized cost for this is $O(1)$.

2. The insertion of a point can cause a reorganization of the $TD$ corner structure of $M$'s parent metablock. Since this happens only once per $B$ inserts, the amortized cost for this is $O(1)$.

3. The insertion of a point can cause a $TS$ reorganization of $M$ and its siblings. This happens once in $O(B^2)$ inserts and costs $O(B^2)$ I/Os. The amortized cost is $O(1)$.

4. The insertion of a point can cause a level II reorganization of the metablock into which it is inserted. The amortized cost of this is also $O(1)$ because this happens once in $B^2$ insertions and costs $O(B^2)$ disk I/Os. Note that we don’t count the cost of inserting the points further down in the tree nor the cost of keeping the branching factor within $2B$ here. They are discussed separately below.

At the end of a level II reorganization (which must eventually happen as points are continuously being inserted into $M$), the inserted point has been either inserted into a child of $M$ or has forced some other point to be inserted there. This is because after $M$ reaches a size of $2B^2$, the bottom $B^2$ points are inserted into $M$'s children. This means that an inserted point can cause these reorganizations all the way down to the leaf. This gives us a total amortized cost of $O(\log_B n)$ for these reorganizations.
At the end of the situation described above, the inserted points have trickled down to the bottom of the metablock tree or have caused other points to get trickled down. The final cost for the insertion comes from the fact that we have to reorganize subtrees once the branching factor of a node reaches $2B$. The following statements are easily proved by induction:

- If a subtree rooted at $M$ has $k$ points to start with and no branching factor in the subtree exceeds $B$, we have to insert at least $k$ points into it before the branching factor of $M$ becomes $2B$.

- It costs $O((k/B) \log_B k)$ disk I/Os to build a perfectly balanced metablock tree with $k$ points. The amortized cost per point for this building is $((\log_B k)/B)$.

An inserted point contributes to the cost of these rebuilds from the leaf level all the way up to the root. The amortized cost per point is

$$\sum_{x=1}^{x=\log_B n} \frac{x}{B} = O((\log_B n)^2 / B)$$

The lemma follows when we add up the costs for the trickling down and the rebuilding.

We put everything together in the following theorem:

**Theorem 4.2.4** A set of $n$ data points $(x, y)$ in the planar region $y \geq x$ and $y > 0$ can be organized into an augmented metablock tree with blocks of size $B$, such that a diagonal corner query with $t$ data points in its query region can be performed in $O(\log_B n + t/B)$ I/O operations and points can be inserted into this data structure at an amortized cost of $O(\log_B n + (\log_B n)^2 / B)$ disk I/Os. The size of the data structure is $O(n/B)$ blocks of size $B$ each.
Chapter 5

A Class Indexing Algorithm Using Hierarchy Decomposition

In Chapter 3 we showed how to solve the class indexing problem such that the worst-case query time is $O(\log_2 c \log_B n + t/B)$, the worst-case update time is $O(\log_2 c \log_B n)$, and the storage used is $O((n/B)(\log_2 c))$ disk blocks. Here $c$ is the size of the class hierarchy, $n$ is the size of the problem and $B$ is the disk block size.

In this chapter, we have a preliminary lemma concerning our ability to answer three-sided queries. We then consider two extremes of the class indexing problem and show that they both have efficient solutions. We call a class hierarchy degenerate when it consists of a tree where every node has only one child. We give efficient solutions to the class indexing problem when the hierarchy is degenerate and when the hierarchy has constant depth. Combining these techniques, we give an efficient solution to the whole problem.

5.1 Extremes of the Class Indexing Problem
Lemma 5.1.1 [18] There exists a data structure that can answer any three-sided query on a set of \( n \) points on the plane in \( O(\log n + t/B) \) disk I/Os. This data structure occupies \( O(n/B) \) disk blocks and can be built in \( O((n/B)\log_B n) \) disk I/Os.

A data structure to achieve these bounds was presented in [18]. The data structure is essentially a priority search tree where each node contains \( B \) points. A simple recursive algorithm can build this tree in \( O((n/B)\log_B n) \) disk I/Os.

Lemma 5.1.2 Consider an instance of the class indexing problem where \( k \) is the maximum depth of the class hierarchy and \( n \) is the size of the problem instance. We can index the class hierarchy so that the worst-case query time is \( O(\log_B n + t/B) \), the worst-case update time is \( O(k \log_B n) \), and the scheme uses \( O((n/B)k) \) storage. This is optimal when \( k \) is constant.

Proof: We simply keep the full extent of a class in a collection associated with that class and build an index for this collection. This might entail copying an item at most \( k \) times, since \( k \) is the maximum depth of the hierarchy. The bounds for the query and update times, and the storage space follow. And clearly, this is optimal when \( k \) is a constant. \( \square \)

It should be pointed out that this lemma does not contradict Theorem 3.2.6 which applies when we have only one copy of the objects in the database. Lemma 5.1.2 uses \( k \) copies to index efficiently.
Lemma 5.1.3 When the hierarchy is degenerate, the class indexing problem reduces to answering three-sided queries in secondary memory and can be solved using a variant of the metablock tree such that the worst-case query time is $O(\log_B n + \log_2 B + t/B)$.

Proof: In Chapter 3, we reduced the class indexing problem to two-dimensional range searching in secondary memory. To see why this reduces to answering three-sided queries if the hierarchy is degenerate, consider the behavior of procedure `label-class` in Figure 3.3 on a degenerate hierarchy. The root of this hierarchy will be associated with the range $[0,1)$, its child with $[1,1)$, the grandchild with $[3,1)$ and so on. Each successive range is completely contained in its previous range. From this, we can infer that a query on the full extent of a class is precisely a three-sided query.

We will try to modify the metablock tree to solve this problem. The metablock tree solves two-sided range queries in secondary memory where the corner always lies on the diagonal. Three-sided queries are different for the following reasons: (1) the corners need not lie on the diagonal of a metablock; (2) both corners may lie on the same metablock for this problem, forcing us to answer a three-sided query on a metablock; (3) both the vertical sides of a three-sided query may pass through the same metablock (remember that a two-sided query has only one vertical side); (4) the two vertical sides of the query may lie on metablocks which are children of the same metablock (This makes the TS structures useless for this case because they contain points from all the siblings to the left. We now are interested in only a subset of them.); and (5) in the construction of the TS structures in the metablock tree, we build them assuming that the query will always contain the left siblings, never the right siblings. With three-sided queries, this assumption is no longer true. See Figure 5.1 illustrating these cases.

We deal with these problems one by one. To handle (1) and (2), we build, for the points in each metablock, a data structure to answer three-sided queries as prescribed in Lemma 5.1.1. Since that data structure uses optimal storage, our asymptotic storage does not change. Also, since three-sided queries are generalizations of diagonal queries, we dispense with the corner structures we used for the metablock tree. Case (3) requires no
special handling because we can determine the points of a metablock that lie in between two vertical lines by looking at the vertical organization for the metablock. We handle (5) by building two TS structures for every metablock. One will contain points from left siblings and the other from right siblings.

The most difficult problem is that of case (4). In order to handle cases like this, where the two vertical sides of the query lie on metablocks that are siblings, we perform the following action for every interior (non-leaf) metablock $M$: we combine the points of the children of $M$ (to get a total of $O(B^3)$ points) and build a data structure to answer three-sided queries as prescribed in Lemma 5.1.1. The understanding is that this structure will be used whenever case (4) occurs. This three-sided structure will be called the three-sided structure for the children of $M$. Figure 5.2 gives a modified version of procedure diagonal-query to handle three-sided queries.

The time bound analysis is very similar to the one in Theorem 4.1.2. While answering a three-sided query, no more than three three-sided structures have to be accessed: one each for the two corners of the query and one for the case where the vertical sides of the query fall on sibling metablocks (i.e., case (4)). All these three-sided structures have $B^3$ or less points in them and by the bounds of Lemma 5.1.1 can be used to answer three-sided queries in $O(\log_2 B + t/B)$ disk I/Os. Combining this with the bounds of Theorem 4.1.2, we get this lemma.

**Lemma 5.1.4** There exists a data structure that can answer any three-sided query on a set of $n$ points in $O(\log_B n + \log_2 B + t/B)$ disk I/Os. Points can be inserted to this data structure at an amortized cost of $O(\log_B n + (\log_B^2 n)/B)$ per operation, and the storage space required is $O(n/B)$.

**Proof:** The proof of this lemma parallels that of Lemma 4.2.3. The corner structures that we build for that proof become three-sided structures. In particular, the $TD$ corner structure for an internal node $M$ becomes a three-sided structure also. This will have an update block as the $TD$ corner structure did before and will be rebuilt once in $B$ insertions.
(1) **procedure** 3sided-query (query q, node M);
(2) if query q is three-sided then
    (3) if M contains both the corners of q
        (4) use the three-sided structure for M to answer the query; return;
    (5) else if both the vertical sides of query q fall inside one child of M
        (6) let this child be Me
        (7) use M's vertically oriented blocks to report points that lie in between
            the vertical sides of the query q
        (8) invoke 3sided-query (q, Me);
    (9) else /* the two vertical sides fall on different children */
        (10) use M's vertically oriented blocks to report points that lie
            in between the vertical lines of q
        (11) let Ml and Mr be the children of M containing the left and right sides
            of q resp.
        (12) let M1, M2, ..., Mk be the children of M in between Ml and Mr
        (13) use the three-sided structure for M's children to determine points of
            M1, M2, ..., Mk that fall inside the query
        (14) if any of M1, M2, ..., Mk fall completely inside the query, examine its
            children using the horizontally oriented blocks and continue
            downwards until the boundary of the query is reached for every
            metablock so examined.
        (15) invoke 3sided-query(left side of q, Ml)
        (16) invoke 3sided-query(right side of q, Mr)
    (17) else /* query q is two-sided */
        (18) if M contains the corner of query q
            (19) use the three-sided structure for M to answer the query; return;
        (19) else /* corner of q does not fall inside M */
            (20) use M's vertically oriented blocks to report points of M that lie inside q
            (21) let Ml be the child of M containing the vertical side of q
            (22) let M1, M2, ..., Mk be the other children of M intersecting q
            (23) use the appropriate TS structure of Ml to determine the points of
                M1, M2, ..., Mk and their descendants that fall inside the
                query (as above)
            (24) invoke 3sided-query(q, Ml)

Figure 5.2: Procedure to answer three-sided queries.

When its size reaches \( B^2 \), the three-sided structure for the children of M will be rebuilt, as
will the TS structures for the children of M.

As before, a level I reorganization of a metablock involves the rebuilding of the vertical,
horizontal and three-sided organizations of a metablock. A level II reorganization (remember that a level II reorganization is done when the number of points in a metablock reaches $2B^2$) of a non-leaf metablock $M$ involves: (1) the rebuilding of the vertical, horizontal and three-sided organizations for the top $B^2$ points in it; (2) the insertion of the bottom $B^2$ points into the children of $M$; (3) a TS reorganization of $M$ and its siblings and (4) a rebuilding of the three-sided structure built for $M$ and its siblings.

Similarly, a level II reorganization of a leaf metablock $M$ involves: (1) the splitting of the leaf into two; (2) a TS reorganization of the siblings of $M$; and (3) a rebuilding of the three-sided structures for the siblings of $M$. Procedure insert-point in Figure 4.12, with minor modifications that take into account the three-sided structures, can be used to perform inserts.

To get the bounds for the number of I/Os for an insert, we note that a three-sided structure with $B^2$ (respectively $B^3$) points can be rebuilt in $O(B)$ ($O(B^2)$) disk I/Os as per Lemma 5.1.1. The analysis for Lemma 4.2.3 applies here and gives us the required bounds.

\[ \square \]

5.2 Rake and Contract

In this section, we show how to combine the two lemmas above so that we can deal with any class hierarchy. We restrict our attention to hierarchies that are trees. The procedure trivially extends to forest hierarchies. Before that, we need an algorithm that enables us to decide which of the two lemmas to apply on which part of the hierarchy. The idea for the hierarchy tree labeling algorithm is from a dynamic tree algorithm of [37]. The following lemma is easily proven by induction.

**Lemma 5.2.1** Let the procedure label-edges shown in Figure 5.3 be applied to an arbitrary hierarchy tree of size $c$. The number of thin edges from a leaf of this hierarchy tree to the root is no more than $\log_2 c$. 
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(1) **procedure** label-edges (root);
(2) \( S := \{ \text{children of root} \} \);
(3) \( \text{Max} := \text{element of } S \text{ with the maximum number of descendants}; \)
    /* Break ties arbitrarily */
(4) Label edge between \( \text{Max} \) and \( \text{root} \) as **thick**;
(5) Label edges between other children and \( \text{root} \) as **thin**;
(6) Apply procedure **label-edges** recursively to each child of \( \text{root} \);
    /*order irrelevant*/

Figure 5.3: An algorithm for labeling a tree with thick and thin edges as used in Lemma 5.2.1.

(1) **procedure** rake-and-contract (root);
(2) repeat
(3) for each leaf \( L \) connected by means of a **thin** edge to the tree do
    (4) index collection associated with \( L \);
    (5) copy items in \( L \)'s collection to its parent's collection;
    (6) delete \( L \) from the tree and mark \( L \) as indexed;
(7) endfor
(8) for each path in the hierarchy tree composed entirely of **thick** edges whose sole
    connection to the rest of the tree is by means of a thin edge
    (or ends in the root) do
    (9) build a three-sided structure for the path (as described in Lemma 5.1.3);
    (10) copy all the collections associated with the nodes of the path into the
        collection of the parent of the topmost node in the path;
    (11) mark all the nodes in the path as indexed;
    (12) delete all the nodes in the path from the hierarchy tree;
(13) endfor
(14) until hierarchy tree is made up of one node only;

Figure 5.4: The rake and contract algorithm for reducing an arbitrary hierarchy tree.

We are now ready to prove the key lemma. The procedure **rake-and-contract** shown
in Figure 5.4 takes as input a hierarchy processed by **label-edges** and applies procedures
outlined in the proofs of Lemmas 5.1.2 and 5.1.3 appropriately to parts of the hierarchy.
Initially, we associate a unique collection with each class. This collection will contain the
extent (not the full extent) of the class.
Lemma 5.2.2 Let an instance of the class indexing problem have class hierarchy size $c$, problem size $n$. Let us index the collections as per the procedure rake-and-contract. Then we have:

1. No extent of any class is duplicated more than $\log_2 c$ times;

2. Every class in the input class hierarchy gets indexed in the sense that either an explicit index is built for its full extent (which means that a query on this class is simply a one-dimensional query on a $B^+$-tree) or a three-sided structure is built for it as per Lemma 5.1.3 (which means that a query on this class can be answered by performing a three-sided query on the three-sided structure).

Proof: Consider the first part of the lemma. In procedure rake-and-contract, we copy the extent of a class as many times as there are thin edges from it to the root of the hierarchy. We know from Lemma 5.2.1 that there are no more than $\log_2 c$ thin edges from any leaf to the root. Part 1 of the lemma follows.

It is easy to see that one of the two for loops in procedure rake-and-contract runs at least once unless the hierarchy has size one. This is a simple proof: (1) In the beginning, there are leaves attached by means of thin edges to their parents; and (2) if the nodes attached by means of thin edges are removed, there are path(s) composed entirely of thick edges (these paths exist because every interior node has at least one thick edge coming out of it), whose sole connection to the rest of the tree is a thin edge. Once the nodes in a thick path are deleted, case (2) has to apply again for the same reason. This implies that every iteration of the repeat loop reduces the size of the hierarchy, which implies that the algorithm will terminate.

To prove part 2, we first claim that if a node is deleted from the hierarchy in the first for loop in procedure rake-and-contract, its collection must have contained the full extent of the class that the node corresponds to. This trivially follows because only leaves get deleted in the first for loop (because every interior node has a thick path coming out of it and therefore
will be deleted only in the second for loop). We now claim that if a node is deleted from the hierarchy in the second for loop in procedure \textit{rake-and-contract}, its collection contains the extents of all the classes in its descendants except for the ones attached to it by means of a thick path. This is easily proved by noting that whenever we delete nodes, we copy their collections to the parent upwards in the tree.

It is easy to show Part 2 of the lemma now. If a node is deleted in the first for loop, a class indexing query on the corresponding class is simply a one-dimensional query on the index built for it, since this index contains the complete extent of the class. If a node is deleted in the second for loop, it must have been part of a path consisting entirely of thick edges. Further, we know from our previous claim that every node in this path contains its complete extent except for the nodes in the thick path below it. In other words, the class corresponding to the node can be thought of as belonging to a degenerate hierarchy. Lemma 5.1.3 applies here and therefore an indexing query on the class can be answered by looking at the three-sided query structure built in \textit{rake-and-contract}. The lemma follows. See Figure 5.5 for an example of how a hierarchy is processed. \qed

We put everything together in the following theorem. Note that the bounds for insertion come from the fact that an object can be represented no more than \(\log_2 c\) times in the indexes built by procedure \textit{rake-and-contract}.

\textbf{Theorem 5.2.3} An instance of the class indexing problem, where \(c\) is the size of the input class hierarchy, \(n\) is the size of the problem, and \(B\) is the disk block size, can be solved such that the worst-case query time is \(O(\log B n + t/B + \log_2 B)\), the amortized insertion time is \(O((\log_2 c)(\log B n + (\log_2 B) n)/B)\) per operation, and the storage space required is \(O((n/B)\log_2 c)\).
Figure 5.5: An example class hierarchy decomposition.
Chapter 6

Path Caching

In this chapter, we present a simple technique called path caching that can be used to transform many in-core data structures like the priority search tree [27], segment tree [3], and interval tree [12,13] to efficient secondary storage structures. These data structures are important because they solve the problems that we are concerned with—like interval management and three-sided searching—efficiently in main memory.

Section 6.1 explains the general principles behind path caching by applying it to segment trees. Section 6.2 explains the application of path caching to priority search trees to obtain reasonably good worst-case bounds for two-sided range searching. We also present results about the application of path caching to three-sided range searching, segment trees and interval trees. Section 6.3 applies recursion and path caching to two-sided queries to improve on the bounds of Section 6.2. It also briefly touches on applying similar ideas to three-sided queries. Section 6.4 shows how updates to the data structures can be handled in optimal amortized time.
it can be shown that we require $\Omega(\log_B n)$ I/Os to identify the path to $y$. Thus an ideal implementation of segment trees in secondary memory would require $O(\frac{3}{2} \log n)$ disk blocks of space and would answer stabbing queries with $O(\log_B n + t/B)$ I/Os.

To lower the time required to locate the root-to-$y$ path $P$ we can store the tree $T$ in a blocked fashion by mapping subtrees of height $\log B$ into disk blocks. The resulting search structure is called the *skeletal B-tree* and is similar in structure to a B-tree (see Figure 6.1). With this blocking, and a searching strategy similar to B-trees we can locate a $\log B$-sized portion of $P$ with every I/O. If the cover-list of each node is stored in a blocked fashion (with $B$ intervals per block) then we could examine the cover-list $CL(x)$ of each node $x$ on $P$ and retrieve the intervals in $CL(x) B$ at a time. A closer look reveals that this approach could result in a query time of $O(\log n + t/B)$. This is because even though we can identify $P$ in $O(\log_B n)$ time we still have to do at least $O(\log n)$ I/Os, one for each cover-list on the path (see Figure 6.2). These I/Os may be wasteful if the cover-lists contain fewer than $B$ intervals. To avoid paying the additional $\log n$ in the query time we need to avoid *wasteful* I/Os (ones that return fewer than $B$ intervals) as much as possible. In particular, if the number of wasteful I/Os are smaller than the number of *useful* I/Os (ones that return $B$
Figure 6.2: Underfull cover-lists along the query path result in wasteful I/Os. Path-caching alleviates this problem.

intervals) then the I/Os required to report all the intervals on P will be \( \leq 2t/B = O(t/B)^2 \).

This combined with fact that we need \( O(\log_B n) \) time to identify \( P \) would give us the desired query time.

Consider a node \( x \) on \( P \) such that its cover-list has at least \( B \) intervals. It is then easy to see that the first I/O at node \( x \) will be useful. In fact all but the last I/O at node \( x \) will return \( B \) intervals. This implies that the number of wasteful I/Os at node \( x \) is upper-bounded by the number of useful I/Os at that node. Thus the problem nodes are only those that have fewer than \( B \) intervals stored at them.

This leads us to the idea of path caching: If we coalesce all the cover-lists on \( P \) that have \( \leq B \) elements and store it in a cache \( C(y) \) at \( y \) then we could look at \( C(y) \) instead of looking at \( \log n \) possibly underfull cover-lists. If \( C(y) \) is stored in a blocked fashion then retrieving intervals from it would cause at most one wasteful I/O instead of \( \log n \) wasteful ones (see Figure 6.2). The time for reporting all the intervals would then be \( \leq 2t/B + 1 \). This combined with the time for finding \( P \) would give us the desired query time.

We therefore make the following modification to the segment tree:

For each leaf \( y \) identify the underfull cover-lists \( CL_1, \ldots, CL_k \) (cover-lists that contain less

\[ ^2 \text{In other words each wasteful I/O will be paid for by performing a useful one.} \]
than B intervals) along the root-to-y path. Make copies of the intervals in all the underfull cover-lists and store it in a cache C(y) in y. Block C(y) into blocks of size B on to secondary memory.

From the above discussions we can see that using this modified version of a segment tree we can answer stabbing queries with $O(\log_B n + t/B)$ I/Os. The only thing left to analyze is the amount of storage required for the modified data structure. The number of disk blocks required to block the search tree $T$ is $O(n/B)$. The total number of intervals in all the cover-lists is $O(n \log n)$. These can be stored in $O(n \log n)$ disk blocks. At each leaf $y$ we have a cache $C(y)$ that contains up to $B \log n$ intervals (from the log $n$ nodes along the root-to-y path). Therefore to store the caches from the $2n$ leaves we need $2n \log n$ disk blocks. Putting all of this together we see that the space required is $O(n \log n)$ blocks.

The space overhead can be reduced to the optimal value $O(\frac{n}{B} \log n)$ by performing two optimizations: (1) Building caches at the leaf nodes of the skeletal tree instead of the complete binary tree (we therefore have to build only $O(n/B)$ path-caches); and (2) By requiring the query to look at $O(\log_B n)$ path-caches instead of just one (this would allow us to build smaller path-caches). We can get a secondary memory implementation of the segment tree that requires $O(\frac{n}{B} \log n)$ space and answers queries with $O(\log_B n + t/B)$ I/Os.

### 6.2 Priority search trees and path caching

In this section, we apply the idea of path caching to priority search trees and use them to solve special cases of two-dimensional range searching. We first consider two-sided two-dimensional queries that are bound on two sides and free on the other two as shown in Figure 1.1. As before, $n$ will indicate the number of data items, $B$ the size of the disk page, and $t$ the number of items in the query result.

Let us consider the implementation of priority search trees in secondary memory for answering two-sided queries. The input is a set of $n$ points in the plane. The priority search
Figure 6.3: Binary tree implementation of Priority Search Tree in secondary memory showing corner, ancestor, sibling and sibling’s descendant. Here, $B$ is 4.

tree is a combination of a heap and balanced binary search tree. The solution proposed in [18] works as follows: Find the top $B$ points (on the basis of their $y$ values) in the input set, store them in a disk block and associate this disk block with the root of the search tree. Divide the remaining points into two equal sets based on their $x$ values. From these two sets, choose the top $B$ points in each set and associate them with the two children of the root. Continue this division recursively. The skeletal structure for the binary tree itself is stored in a B-tree (called the skeletal B-tree). It is clear that to store $n$ points in this fashion, we will use only $O(n/B)$ disk blocks.

As illustrated in Figure 6.3, each node in the priority search tree defined above corresponds to a rectangular region in the plane that contains all the points stored in that node. Furthermore, the tree as a whole defines a hierarchical decomposition of the plane. As is shown in [18], this organization has the following crucial property: A point in a node $x$ can belong in a two-sided query if (1) the region corresponding to $x$'s parent is completely contained within the query or, (2) the region corresponding to $x$ or the one corresponding to its parent is cut by the left side of the query.

With this division, we can show that a two-sided query with $t$ points in the output can be answered by looking at only $O(\log n + t/B)$ disk blocks. To do that, we classify nodes that contain points inside the query into four categories as follows:
• **The corner:** This is the node whose region contains the corner of the query.

• **Ancestors of the corner:** These are nodes whose regions are cut by the left side of the query and there can be at most \(O(\log n)\) such nodes.

• **Right siblings of the corner and the ancestors:** These are nodes whose parents' regions are cut by the left side of the query. There can be at most \(O(\log n)\) such nodes.

• **Descendants of right siblings:** There can be an unbounded number of them, but for every such node, its parent's region has to be completely contained inside the query. That pays for the cost of looking into these nodes. That is, for every \(k\) descendant blocks that are partially cut by the query, there will be at least \(\frac{k}{2}\) blocks that lie completely inside the query.

The algorithm proceeds by locating the nodes intersecting the left side of our query. This is done by performing a search on the skeletal B-tree. The nodes are examined to find the points inside the query. Next, right siblings of these nodes and their descendants are examined in a top-down fashion until the bottom boundary of the query is crossed. In this algorithm, for each node examined, we perform one I/O operation. The corner, ancestor, and sibling nodes can cause wasteful I/Os but there are at most \(O(\log n)\) such nodes. For every descendant of a "sibling" that is examined, its parent would have contributed an useful I/O. From this analysis, we can conclude that we can answer two-sided queries in \(O(\log n + t/B)\) I/Os.

We now show how to avoid the \(\log n\) wasteful I/Os by caching the data in the ancestor and sibling nodes. We store two caches associated with the corner. One cache will contain all the data in the ancestors sorted in right-to-left (largest \(x\) value first) fashion. Call this cache the \(A\)-list. The second cache will contain all the data in the siblings stored in top-to-bottom (largest \(y\) value first) fashion. Call this cache the \(S\)-list. Using these caches we can answer two-sided queries in \(O(\log_B n + t/B)\) I/Os. In order to answer a two-sided query, we simply look at the skeletal B-tree and locate the corner in \(O(\log_B n)\) time. We then look at the caches (performing at most two wasteful I/Os) to determine which points
from the ancestors/siblings fall into the query. After this, we look into the descendants if necessary. As discussed above, any wasteful query that is caused by examining a descendant can be counted off against a useful query that is the result of examining its parent. The descendants thus pay for looking into them through their parents. The following lemma follows.

**Lemma 6.2.1** Given $n$ input points on the plane, the data structure described above answers any two-sided query containing $t$ points using $O(\log_B n + t/B)$ I/Os. The storage used is $O(\frac{n}{B} \log n)$ disk blocks of size $B$ each.

Now, we show that we can bring the storage overhead down to $O(\frac{n}{B} \log B)$. We do this by observing that maintaining caches of size $O(\log n)$ at each node is wasteful. We cut the total path length of $\log n$ into $\log_B n$ segments of size $\log B$. We maintain $A$-lists and $S$-lists at each node as before. However, to construct these lists at a node we only examine the ancestors and siblings that are in the $\log B$ segment of the root-to-node path that the node belongs to. Thus the lists at any node contain at most $O(\log B)$ disk blocks. Therefore the total storage required comes down to $O(\frac{n}{B} \log B)$. To answer a query, we now have to look at a total of $\log n / \log B = \log_B n$ $A$-lists and $S$-lists (one for each of the $\log B$-sized subpaths). The descendants of siblings are handled as they were in the previous construction. We get the following theorem.

**Theorem 6.2.2** Given $n$ input points on the plane, path caching can be used to construct a data structure that answers any two-sided query using $O(\log_B n + t/B)$ I/Os. Here $t$ is the output size of the query. The data structure requires $O(\frac{n}{B} \log B)$ disk blocks of storage.

In the next section, we show how we can combine the idea of path caching with recursion to make the storage required even less while keeping queries efficient.

Using similar ideas, we can obtain the following bounds for three-sided queries, segment trees and interval trees.
Theorem 6.2.3 Given \( n \) input points on the plane, path caching can be used to construct a data structure that answers any three-sided query using \( O(\log_B n + t/B) \) I/Os. Here, \( t \) is the number of points in the query. The data structure requires \( O(\frac{n}{B} \log^2 B) \) disk blocks of storage.

Theorem 6.2.4 We can implement Segment Trees in secondary memory so that a point enclosure query containing \( t \) intervals can be answered in \( O(\log_B n + t/B) \) I/Os. For \( n \) input intervals, the storage used is \( O(\frac{n}{B} \log n) \) disk blocks.

Theorem 6.2.5 We can implement Interval Trees in secondary memory so that a point enclosure query containing \( t \) intervals can be answered in \( O(\log_B n + t/B) \) I/Os. For \( n \) input intervals, the storage used is \( O(\frac{n}{B} \log B) \) disk blocks.

We now explore two-sided queries in more detail to improve the bounds obtained in this section. We then discuss algorithms for updating the resulting data structures.

6.3 Using recursion to reduce the space overhead

In this section we describe how to extend the ideas of Section 6.2 to develop a recursive data structure that has a much smaller space overhead and still allows queries to be answered in optimal time. We restrict ourselves to the problem of answering general two-sided queries by using a secondary memory priority search tree. Similar ideas can be used to get better space overheads for the other data structures as well.

We first describe a two-level scheme for building a secondary memory priority search tree that requires only \( O(\frac{n}{B} \log \log B) \) storage while still admitting optimal query performance. We then briefly describe a multi-level version of this idea that requires only \( O(\frac{n}{B} \log^* B) \) storage.

Recall that the basic scheme divides the points into regions of size \( B \). A careful look at
this scheme shows that the \( \log B \) overhead is due to the fact that the ancestor and sibling caches of each of the \( n/B \) regions can potentially contain \( \log B \) blocks. To reduce the space overhead we could either (1) reduce the amount of information stored in each region's cache or (2) reduce the total number of regions.

A closer look shows that to get optimal query time, with any region, we must store the information associated with \( \log B \) of its ancestors. This is because in the priority tree structure the path length from any block to the root is \( O(\log n) \). Thus to achieve a query overhead of at most \( \log_B n \) we must divide such a path into no more than \( \log_B n \) pieces. Since \( \log_B n = \log n / \log B \), we see that with each node we must store the information associated with \( O(\log B) \) of its ancestors. We therefore turn to the second idea. To get a linear space data structure we build a basic priority search tree that divides the points into regions of size \( B \log B \) instead of \( B \). We thus have \( n/B \log B \) regions.

To build the caches associated with each of the regions we proceed in a slightly different fashion. First, we sort the points in each region \( R \) right-to-left (i.e. largest to smallest) according to their \( x \)-coordinates. We store these points (\( B \) at a time) in a list of disk blocks associated with \( R \). In the same fashion we also sort the points top-to-bottom (i.e. largest to smallest) and store them in a list of disk blocks associated with \( R \). Thus the points in each region are blocked according to their \( x \) as well as their \( y \) coordinates. These lists are called the \( X \)-list and the \( Y \)-list of \( R \) respectively.

To build the ancestor cache associated with a region \( R \) we look at its \( \log B \) immediate ancestors. From each of the ancestor's \( X \)-list we copy the points in the first block. We then sort all these points right-to-left according to their \( x \)-coordinates and store them in a list of disk blocks associated with region \( R \). These blocks constitute the ancestor list (\( A \)-list) of \( R \). Similarly, to build the sibling cache (\( S \)-list) of \( R \) we consider the first blocks from the \( Y \)-lists of the siblings of \( R \) and its ancestors. Adding up the all the storage requirements we get the following lemma.

**Lemma 6.3.1** *The total storage required to implement the top level priority search tree and*
the associated A, S, X, and Y lists is \( O(\frac{B}{H}) \).

Unlike in the basic scheme we now have regions which contain \( O(B \log B) \) points or \( O(\log B) \) disk blocks. To complete our data structure we therefore build secondary level structures for each of these regions. For each region we build a priority search tree as per Lemma 6.2.1. In other words, we divide the region into blocks of size \( B \) and build ancestor and sibling caches (as before) for each of the blocks. In this case the height of any path is at most \( O(\log \log B) \); therefore for each region we use all of its ancestors and the siblings to construct the ancestor and sibling caches.

We now count the space overhead incurred due to the priority search trees built for each region. For each block in a given region \( R \) we need no more than \( O(\log \log B) \) disk blocks to build its ancestor and sibling caches. This follows from the fact that the priority search tree of \( R \) has height \( O(\log \log B) \). A given region \( R \) has \( O(\log B) \) disk blocks; therefore the space required for storing the ancestor and sibling caches of all the blocks in \( R \) is \( O(\log B \log \log B) \). Adding this over all the regions we get the following lemma.

**Lemma 6.3.2** The total storage required by the two-level data structure is \( O(\frac{B}{H} \log \log B) \).

**Answering queries using the two-level data structure:** We now show how to answer two-sided queries using this data structure. To answer such a query we proceed as follows: As in the basic scheme we first determine the region \( R \) (in the top level priority search tree) that contains the corner of the query. As discussed in Section 6.2, the points in the query belong to either the region \( R \), or one of \( R \)'s ancestors \( Q \), or a sibling \( T \) of \( Q \) (or \( R \)), or to a descendant of some sibling \( T \).

To find the points that are in the ancestors and their siblings we look at the \( \log_B n \) ancestor and sibling caches along the path from \( R \) to the root. From these caches we collect all the points that lie inside the query. However, just looking at these two caches is not enough to guarantee that we have collected all the points from the ancestors and their siblings. This is because we only use one block from each ancestor (and each sibling) to
build the $A$ and $S$-lists.

To collect the other points in these regions that are in the two-sided query we examine
the $X$ and $Y$-lists of the ancestors and their siblings respectively. These lists are examined
block by block until we reach a block that is not fully contained in our query. The $X$-list
of an ancestor $Q$ of $R$ is examined if and only if all the points from $Q$ that were in the
ancestor cache of $R$ are found to be inside the two-sided query. Similarly the $Y$-list of a
sibling $T$ (along the path from $R$ to the root) is examined if and only if the points from $T$
that are in the sibling cache are all inside our two-sided query.

We claim that this algorithm will correctly find all points in the ancestor and the sibling
regions that are in our query. We now show that all the points in the ancestor regions are
found correctly. The case for the siblings of the ancestors is similar. Consider some ancestor
region $Q$ of $R$ and its associated right-to-left ordering of the points as represented in its
$X$-list. Since $Q$ is an ancestor, it is cut by the vertical line of the two-sided query (see
Figure 6.3). Therefore, all the points in $Q$ that are to the right of the vertical line are in the
query and the rest aren't. Thus, all the points in the query are present in consecutive disk
blocks (starting from the first one) in the $X$-list of $Q$. We therefore need to examine the $i$th
block in the $X$-list if and only if all the previous $i - 1$ blocks are completely contained in
our query. Since the first block is part of $R$'s ancestor cache we need to look at the $X$-list
of $Q$ if and only if all of the points of $Q$ in the ancestor cache of $R$ are contained in the
two-sided query.

To account for the time taken to find these points we note that there are $O(\log_B n)$
caches that we must look at. It is not hard to see that apart from these initial lookups we
only look at a disk-block from a region $Q$ if our last I/O yielded $B$ points (inside the query)
from this region. Therefore all the other I/Os are paid for. Thus the time to find these
points is $O(\log_B n + (t_A + t_S)/B)$ where $t_A$ and $t_S$ denote the number of points contained
in the ancestors and their siblings.

To find the points in the query that are in the descendants of the siblings, we use the
same approach as the basic scheme. We find the points in all these regions by scanning
their $Y$-lists. We traverse a region $Q$ if and only if its parent $P$ is fully contained in the query. An argument similar to the one above shows that all such points are found by this algorithm, and that the number of I/Os required is $O(t_D/B)$. Here $t_D$ denotes the number of points contained in the descendants of the siblings.

To find the points in the query that are in region $R$ we use the second level priority tree associated with $R$. Let $t_R$ denote the number of points in $R$ that belong to the query. We find these points by asking a two-sided query inside region $R$. This requires at most $O(t_R/B)$ I/Os (by the arguments in Section 6.2).

Therefore, the total number of I/Os required to answer a two sided query is $O(\log_B n + t/B)$ where $t$ is the size of the output. This in conjunction with Lemma 6.3.2 gives us the following theorem.

**Theorem 6.3.3** There exists a secondary memory static implementation of the priority search tree that can be used to answer general two-sided queries using $O(\log_B n + t/B)$ I/Os; where $t$ is the size of the output. This data structure requires $O(\frac{n}{B} \log \log B)$ disk blocks of space to store $n$ points.

A multi-level scheme to further lower the space over-head: It is possible to reduce the space overhead further by using more than two levels. The idea is similar to the one used before. At the second stage instead of building a basic priority search tree for each region we build a tree that contains regions of size $B \log \log B$ and build the $X$, $Y$, $A$, and $S$ lists as before. A three-level scheme gives us a space overhead of $O(\frac{n}{B} \log \log \log B)$ while maintaining optimum query time. If we carry this multi-level scheme further then we get a data structure with the following bounds.

**Theorem 6.3.4** There exists a secondary memory static implementation of the priority search tree that can be used to answer general two-sided queries using $O(\log_B n + t/B + \log^* B)$ I/Os; where $t$ is the size of the output. This data structure requires $O(\frac{n}{B} \log^* B)$ disk blocks of space to store $n$ points.
These ideas can be applied to three-sided queries as well, to reduce the space overhead incurred by the sibling caches. In particular we can get the following bounds for answering three-sided queries.

**Theorem 6.3.5** There exists a secondary memory static implementation of the priority search tree that can be used to answer general three-sided queries using \( O(\log_B n + t/B + \log^* B) \) I/Os; where \( t \) is the size of the output. This data structure requires \( O(\frac{n}{B} \log B \log^* B) \) disk blocks of space to store \( n \) points.

### 6.4 A fully dynamic secondary memory data structure for answering two-sided queries

In this section we show how to dynamize the two-level scheme discussed in Section 6.3. Our data structure is fully dynamic, i.e. it can handle both additions and deletions of points. The amortized time bound for an update is \( O(\log_B n) \).

Before we describe our dynamic data structure we first discuss an alternate way of visualizing the top level priority search tree in the two-level scheme. In this tree a node corresponds to a region of size \( B \log B \). We partition this priority search tree into subtrees of height \( \log B - \log \log B \). Each such subtree is considered a *supernode*. As in Section 6.2, in order to build the ancestor and sibling cache of any region \( R \), we only consider those ancestors (and their siblings) of \( R \) that are in the same supernode as \( R \). Considering subtrees of height \( \log B - \log \log B \) (instead of \( \log B \)) does not change the query times because we are now dealing with regions of size \( B \log B \).

The advantage of viewing these subtrees as supernodes is that now we can isolate the duplication of information due to the \( S \) and \( A \)-lists to within a supernode, since none of the caches ever cross the supernode boundary. The layer of supernodes (regions) immediately following the last layer in a supernode \( N \) can be thought of as children of \( N \) in this
visualization. Note that each supernode \( N \) contains \( B/\log B \) regions and has \( O(B/\log B) \) supernodes as its children. Also note that the number of supernodes on any path in the tree is \( O(\log_B n) \).

Our dynamic data structure associates an update buffer \( U \) of size \( B \) with each supernode \( N \) in the tree. It also associates an update buffer \( u \) (also of size \( B \)) with each region \( R \). These buffers are used to store incoming updates until we have collected enough of them to account for rebuilding some structure. To process a query, we first use the algorithm from Section 6.3 to collect the points that have been entered into the data structure. We then look through the associated update buffers to add new points that have been added and to discard old points that have been deleted by an unprocessed update.

We now need to be careful in claiming optimal query time because the points that we collect by searching the priority search structures may then have to be deleted when we look at the respective update buffers. However, it can be shown that for every \( B \log B \) points we collect we can lose at most \( B \) points, thus resulting in at most two wasted I/Os for \( \log B \) useful ones. Therefore, the loss of points due to unprocessed deletes is very small and does not affect the overall query performance.

Whenever an update occurs, we first locate the supernode \( N \) where the update should be made. The update could be a point insertion or a deletion. We then log the update in the associated update buffer \( U \). If the buffer does not overflow we don't do anything. If \( U \) overflows then we take all the updates collected and propagate them to the regions in \( N \) where they should go. For instance, a point insertion is trickled down to the region of \( N \) that contains its coordinates. In each such region we then log the update into the local update buffer \( u \) associated with it. We now rebuild the \( X \) and \( Y \) lists of each region in \( N \) taking into account the updates that have percolated into it. We also rebuild each region's ancestor and sibling caches; again taking into account the updates that have percolated into that region.

The number of I/Os required to rebuild the \( A, S, X, \) and \( Y \) lists of one region \( R \) is \( O(\log B) \). Therefore, the number of I/Os required to rebuild all the caches is
\[(B / \log B) \times O(\log B) = O(B)\]. Since we do this only once in \(B\) updates the amortized cost of rebuilding the caches is \(O(1)\) per update.

If for none of the regions in \(N\) any of their buffers overflow, we don’t do anything further. Otherwise for each region \(R\) whose update buffer has overflowed we rebuild the second level priority search tree associated with it. As before, we take into account the updates in the buffer \(u\) of \(R\).

The number of I/Os required to rebuild the priority search tree associated with a given region \(R\) is \(O(\log B \log \log B)\). This is because we need to rebuild the caches of \(\log B\) blocks each of which could contain up to \(\log \log B\) disk-blocks of information. Since this is done only once every \(B\) updates the amortized time per update is \(O((\log B \log \log B) / B) = O(1)\).

For every supernode \(N\); once every \(B \log B\) updates we do a rebuild. This rebuilding keeps the same \(x\)-division as the old one. Keeping the \(x\)-divisions same we change the \(y\)-lines of the regions so that each region now contains exactly \(B \log B\) points. Using these new regions structure we rebuild the \(A, S, X,\) and \(Y\) lists for each region as well as the secondary level priority search trees associated with each region. Note that it is important to keep the same \(x\)-division to preserve the underlying binary structure of the priority search tree. We cannot view the regions in a given supernode in isolation since they are part of a bigger priority search tree.

To keep the invariant that each region in \(N\) contain \(B \log B\) points we may have to push points into its children or we may have to borrow points from them. These are logged as updates in the corresponding supernodes. Pushing points into a node is equivalent to adding points to that region while borrowing points from a node is the same as deleting points from the region. These updates may then cause an overflow in the buffers associated with one or more of those supernodes. We repeat the same process described above with any such supernode.

It is easy to show that the number of I/Os required to rebuild a supernode is \(O(B \log \log B)\). Since a rebuild is done once every \(B \log B\) updates, the amortized time
required for one such rebuild is $O(1)$. However, since we push updates down when we rebuild supernodes, we may have to do up to $\log_B n$ rebuilds (along an entire path) due to a single overflow. Therefore, the amortized cost of a rebuild is $O(\log_B n)$.

A moment of thought reveals that pushing points down is not enough to keep the priority search tree balanced. Repeated additions or deletions to one side can make subtrees unbalanced. We therefore periodically rebuild subtrees in the following manner.

With each node in the tree we associate a size which is the number of points in the subtree rooted at that node. We say that a node is unbalanced if the size of one of its children is more than twice the size of its other child. Whenever this happens at a node $R$ we rebuild the subtree rooted at $R$. The number of I/Os required to rebuild a priority search tree with $x$ points is $O((x/B) \log_B x + (x/B) \log \log B)$. This is because we need to rebuild the secondary level priority search trees as well as the primary level tree along with all the caches at both levels. Since a subtree of size $x$ can get unbalanced only after $O(x)$ updates we get an amortized rebuilding time of $O((\log_B x + \log \log B)/B) = O(1)$.

Summing up all the I/Os that are required to rebuild various things we see that the total amortized time for an update is $O(\log_B n)$. We therefore have the following theorem.

**Theorem 6.4.1** There exists a fully dynamic secondary memory implementation of the priority search tree that can be used to answer general two-sided queries using $O(\log_B n + t/B)$ I/Os; where $t$ is the size of the output. The amortized I/O-complexity of processing both deletions and additions of points is $O(\log_B n)$. This data structure requires $O(B \log \log B)$ disk blocks of space to store $n$ points.

Similar ideas can be used to get a dynamic data structure for answering three-sided queries as well. The time to answer queries is still optimal but the time to process updates is not as good. In particular we get the following bounds for answering three-sided queries.

**Theorem 6.4.2** There exists a fully dynamic secondary memory implementation of the priority search tree that can be used to answer general three-sided queries using $O(\log_B n +$
$t/B$ I/Os; where $t$ is the size of the output. The amortized I/O-complexity of processing both deletions and additions of points is $O(\log_B n \log^2 B)$. This data structure requires $O(n/B \log B \log \log B)$ disk blocks of space to store $n$ points.

To summarize, we have presented in this chapter, a technique called path caching which can be used to implement many main memory data structures for these problems in secondary memory. Our data structures have optimal query performance at the expense of a slight overhead in storage. Furthermore, our technique is simple enough to allow inserts and deletes in optimal or near optimal amortized time.
Chapter 7

Experimental Work

In this chapter we study the implementation and benchmarking of the class-divisions algorithm of Chapter 3. Section 7.1 reconsiders the possible options for indexing classes, which were discussed briefly in Section 3.2. We identify one particular method that is used very often in OODBs and use that as the point of comparison for the class-divisions algorithm. Section 7.2 then discusses the important implementation details for the comparison we make and outlines the experimental data we want to collect. Section 7.3 presents a series of experiments and the results we obtain from them, and the conclusions derived from the experiments are presented in Section 7.4.

7.1 Indexing Classes Revisited

As before, let c be the number of classes, n the number of objects, and B the page size. One way of indexing classes is to create a B+-tree per class by indexing the full extent of each class. This gives the optimal query time of \(O(\log_B n + t/B)\) I/Os but has a big price: the storage requirement of this algorithm is \(O((n/B)c)\) pages and the update time is also...
multiplied by $c$ to become $O(c \log_B n)$ I/Os. In a database system, the storage overhead of this method is unacceptable. Even a moderately sized class hierarchy of 20 classes can make the storage overhead of this method very high.

Two other methods for indexing classes are: (1) to build a $B^+$-tree on the individual extent of each class, and (2) to build a single $B^+$-tree for all objects by indexing the collection of all objects. We refer to the latter as the single-index method. The extensive comparison of these two methods in [22] concludes that the technique of indexing the collection of all objects is better than indexing each class's individual extent separately. The main reason for this is that the technique of indexing individual extents has a very high query time, $O(c \log_B n + t/B)$: that is, the query time increases linearly with the size of the class hierarchy. For input data whose density on the indexed attribute does not vary dramatically (i.e., for reasonably "well behaved" data), the single-index method offers performance superior to the method of building $B^+$-trees on the individual extents of each class.

The main disadvantage of the single-index method is its lack of a good worst-case guarantee for query time. This is because we have to combine the collections of objects from all the classes to build the index. When performing a range query on a particular class, we get a mixture of objects that belong to the queried class and objects that do not. We get the correct answer to the range query by "filtering" out the objects of interest. In spite of this disadvantage, this is the method used most often in object-oriented database systems, for example, the O2 database system [1], and thus we use it as our point of reference for the methods we propose.

The only other method for indexing classes appearing in the literature is a scheme called the H-tree [25], based on the idea of threading many $B^+$-trees together to facilitate simultaneous search. (This idea is known as "fractional cascading" in the data structures literature [8].) The H-tree scheme, however, offers no good performance guarantees for querying and in addition, the update algorithm is complicated and potentially unbounded. Therefore, we do not include this method in our benchmarking.

The solution we proposed in Chapter 5 using rake and contract is too complicated to
implement in practice. The main reason for this is the lack of a data structure to answer three-sided queries efficiently, in a practical sense. The data structure proposed in Chapter 5 to handle three-sided queries is based on the metablock tree, which in itself is a complicated data structure. And the data structure for three-sided queries obtained using path caching has a very high storage overhead (a factor on the order of 40), so that it is effectively unrealistic in a practical setting.

However, the class-divisions algorithm proposed in Section 3.2 is a practical solution. This algorithm uses an existing index structure, namely the B+-tree. The storage overhead is low, logarithmic in the size of the class hierarchy. For example, for a class hierarchy containing 128 classes, the storage overhead is a factor of seven or less. Query and update times are also low. Accordingly, our experimental work involves the comparison of the single-index and class-divisions algorithms. We use many different class hierarchies and many different experimental situations to gain an overall perspective on the relative performances of the two algorithms.

The goal of our experiments, therefore, is to compare the performance of the class-divisions and single-index algorithms for class indexing. We implement the two algorithms under identical experimental conditions and compare them. Specifically, we compare the following three important characteristics of the two algorithms: (1) the querying efficiency, (2) the storage overhead, and (3) the update time. The next section defines precisely these terms and our techniques for measuring them.

7.2 The Implementation

The successful incorporation of an indexing structure into a database system depends on many factors. While efficiency of the index is an obvious concern, other factors like ease of implementation and interaction with the database system often play an important role. In particular, index structures have intricate interactions with the lock manager. Concurrency control and recovery issues frequently become difficult problems.
Both the single-index method and the class-divisions algorithm are good candidate solutions for the problem of indexing classes because they can be easily integrated into an OODB. This is because both the methods use only the B+-tree, an index structure that is available in almost all database systems. Because of this, we can avoid many of the integration problems discussed above.

However, we restrict ourselves to measuring the efficiency of the index structures, since it can be thought of as a necessary prerequisite for an index to be successful. In addition, implementing data structures as part of a database kernel is not an option for commercial databases nor for most research prototypes. (This is because source code is often not available for commercial databases, and where available, poses difficult and time-consuming problems in system integration.)

The first design issue to be faced is whether the data structures should be implemented under the aegis of a database system or as a stand-alone unit. We have chosen to do the latter for several reasons, the most important reason being that implementing a data structure from the application programming level of a database system (in $O_2C$, for example, under the $O_2$ database system) often introduces many overheads in the measurements we make that might or might not exist in another database system.

A modified version of the Berkeley DB code [36] that went into the making of the POSTGRES database system [39] was used to implement B+-trees. The code builds B+-trees on disk using the OS-level file system. The experiments were conducted on Sparc 10 workstations running SunOS 4.1.3. The Berkeley DB code runs at the user level, does its own buffer management, and exercises no control over the virtual memory and paging activity of the operating system. Therefore, in order to count I/Os, we restricted ourselves to measuring the explicit read requests issued by the program. In other words, implicit reads generated by the operating system pager did not figure in the statistics collected.

A hand-optimized version of the class-divisions algorithm was used to create collections that were then indexed using B+-trees. The class-divisions algorithm of Chapter 3, even though asymptotically optimal, does not exploit the structure of the input class hierarchy.
when creating collections. This can result in a query time of $2 \log_2 c \log_B n + O(t/B)$ I/Os for range querying (the asymptotic complexity is $O(\log_2 c \log_B n + t/B)$). By precisely tuning the way in which collections are created, we can almost always keep the query time under $\log_2 c \log_B n + O(t/B)$. In most cases, how to do this will be fairly apparent. Rather than go into the details here, we explain the optimizations whenever we present a class hierarchy to be processed by the class-divisions algorithm.

The six example class hierarchies in the experiments were carefully selected to be a mixture of hierarchies that were difficult to index and typical examples from real situations. (For example, some of them came from the O2 book [1].) When populating these class hierarchies, several simplifying assumptions were made:

1. It was assumed that the objects were small. (The objects used in our experiments were always less than 100 bytes long.) Large objects, typically of size greater than the page size of the underlying secondary storage, pose difficult problems that are orthogonal to the ones being considered here.

2. In each class hierarchy, it was assumed that the number of objects in the individual extent of each class was the same.

3. Further, it was assumed that the keys of the objects were uniformly distributed over a range. Other experiments conducted with normalized data (i.e., where the keys were distributed in a "normal" or Gaussian distribution over the range) produced similar results. Queries were also assumed to be uniformly distributed over the range of the keys as well as over the different classes in the class hierarchy.

In the actual experiment, there are many variables we can control:

- data size. This is the number of objects that belong to the individual extent of a class.

- ordering of input data. The Berkeley DB code for $B^+$-trees has a hook that optimizes the space utilization of the $B^+$-trees produced when the input data is given in sorted
order. Both sorted and unsorted input data are realistic situations, since occasional reorganizations in a database can be considered similar to presenting sorted input to the B-tree algorithm.

- buffer size. Typical values range from 100 kilobytes to 5 megabytes.

- page size (or disk block size). Typical values for the page size range from 512 bytes to 64 kilobytes.

- query size. Queries can be either restricted to retrieve only a small portion of the database (typically < 10%) or totally unrestricted, possibly retrieving the entire database.

- number of queries. This is the number of queries the algorithms are asked to answer in one experiment.

The experiments were performed as follows. First, a class hierarchy was selected for the experiment and values were chosen for each of the variables that could be controlled. Input data was then generated and the B+-trees required by the single-index and the class-divisions algorithm were created. A query file was then produced. (We usually generated a set of 200 queries.) One process was started to answer queries using the single-index method and after it finished, another was started to answer queries using the class-divisions method. These processes had identical parameters. Queries from the query file were answered one by one and the number of disk I/Os requested for each query was recorded in a file. After this concluded, the output files were processed to compare the number of I/Os each method took for the queries. Since all the test conditions were identical for the two processes, this was a fair comparison. The ratio of the I/Os for the single-index method and the class-divisions algorithm was computed for each query answered and recorded for further processing. This ratio, called the query efficiency ratio (QE ratio), was the most important statistic derived from the experiments.

While the QE ratio helps us determine the relative merits of the two methods for querying, we need other numbers to calculate the storage and update overheads. We use
the following parameters:

- **storage overhead factor.** This is the ratio of the space used by the class-divisions algorithm to that used by the single-index algorithm.

- **maximal replication factor.** In the single-index method, an object is represented at most once, while in the class-divisions method, an object may be replicated. This factor measures the maximum number of times an object is replicated. Note that this factor directly determines the ratio of the time to update objects in the two methods.

- **maximal query factor.** A query in the single-index method can always be answered by looking at only one B⁺-tree. This factor measures the overhead per failed query incurred by the class-divisions method. In other words, this factor measures the maximum number of B⁺-trees we have to search in order to answer a class indexing query when using the class-divisions method.

The QE ratio depends on the experimental conditions under which queries are answered. The other parameters can be determined directly by looking at the indexes needed for the class-divisions algorithm on the target class hierarchy. Consequently, the QE ratio is the statistic we present graphically the most frequently. The other parameters are computed and presented whenever we present a class hierarchy.

We conducted two major sets of experiments. In the first set, hierarchy H1 in Figure 7.1 was used to study the effect of buffer pool size and page size on the QE ratio. A variety of values were assigned to data size, buffer pool size, and page size. Further, both sorted and unsorted inputs as well as small and large queries were considered (for a total of 2400 test runs, answering 48,000 queries and performing many gigabytes of disk activity). In the second set of experiments, which were performed on all six class hierarchies H1–H6 (Figure 7.1 and Figures 7.6–7.10), “moderate” values were chosen for data size, buffer pool size and page size and the QE ratio was computed while varying the other parameters.
Figure 7.1: Hierarchy H1. For this hierarchy, the storage overhead factor is 2.25, the maximal replication factor 3 and the maximal query factor 2.

7.3 The Experiments

Before presenting the experiments and class hierarchies, we give some notation that will be useful in explaining the workings of the algorithms. \( c_1, c_2, c_3, \ldots \) are used to denote classes in the input class hierarchies. They are also used to denote the individual extents of the classes and also the size of these individual extents. The meaning will always be clear from context. \( C_i \) indicates the full extent of class \( i \) and \( C_0 \) refers to the collection of all objects. Since all our class hierarchies are trees, this is the full extent of the root hierarchy.

**Example 7.3.1** Consider hierarchy H1 in Figure 7.1. The class-divisions algorithm proceeds by first indexing \( c_1 \). \( c_1 \) and \( c_2 \) are combined to give \( C_2 \), which is then indexed. \( c_3 \) is indexed next. Finally, all the individual extents are combined to give \( C_0 \) (which is the same as \( C_4 \)), which is also indexed.

Queries on class \( c_1 \) are answered using the index on \( c_1 \), on \( c_2 \) using the index on \( C_2 \), on \( c_3 \) by using the indexes on \( c_3 \) and \( C_2 \) simultaneously, and on \( c_4 \) using the index on \( C_0 \).
The total storage used for the indexes is:

\[
\frac{(4c_1 + 2c_2 + 2c_3 + c_4)}{S}
\]

where \(S\) is the average storage utilization of the \(B^+\)-trees. \(S\) is normally around 0.7 for unordered input for the \(B^+\)-trees and 0.99 for ordered input.

The single-index method needs only the index on \(C_0\). If we assume that the size of the individual extents is the same, the storage overhead factor for hierarchy \(H1\) is 2.25. (It is equal to the ratio of \((4 + 2 + 2 + 1)/S\) to \(4/S\), which is \(9/4\).) The maximal replication factor is 3, because objects in \(c_1\) are replicated three times. The maximal query factor is 2, because \(c_3\) must be queried using two \(B^+\)-trees.\(\square\)

Figures 7.2–7.5 present a set of four graphs that plot the QE ratio against page size and buffer pool size. In the experiments generating these four graphs, the size of each individual class extent was 20,000 objects, and 200 queries uniformly distributed over the range of the key and the four classes in hierarchy \(H1\) were used. The graphs differ in the nature of the queries asked (small or large) and the nature of the input used to construct the \(B^+\)-trees (sorted or unsorted input).

The graphs show a fairly high QE ratio, proving the usefulness of the class-divisions algorithm even with a relatively small class hierarchy. The single-index method takes at least twice as many I/Os as the class-divisions method in almost all cases, and frequently much more. Given that we are dealing with uniformly distributed data, this is an impressive gain. When the input data is skewed, as real data often tends to be, the performance improvement with the class-divisions method will be even more.

Figures 7.2–7.5 also show that the QE ratio tends to increase with buffer pool size. The reason for this is that, once a significant portion of the database fits into memory, the class-divisions algorithm performs extremely well when queries fall nearby, and this is bound to happen when a large number of queries are asked. The single-index method, on the other hand, cannot take advantage of the large buffer pool size because it has no control
Figure 7.2: Plot of QE ratio against page size and buffer pool size. This experiment, on hierarchy H1, was conducted with unsorted input to the B-tree code, large queries were used, and each class had 20,000 objects.

over how data from different classes are interspersed together. The QE ratio shows little or no change with increasing page size, except when the page size becomes so large that no more than a few pages can fit into the buffer pool. At this point, the QE ratio drops slightly but quickly increases again as the size of the buffer pool increases.

The graphs also show that the QE ratio is not greatly affected by the small/large nature of the queries or the sorted/unsorted nature of the input. It can be observed, however, that the QE ratio is somewhat larger for large queries than for small queries. Similarly, it is a little larger for unsorted input than sorted input.
Figure 7.3: Plot of QE ratio against page size and buffer pool size. This experiment, on hierarchy H1, was conducted with sorted input to the B-tree code (leading to better space utilization), large queries were used, and each class had 20,000 objects.
Figure 7.4: Plot of QE ratio against page size and buffer pool size. This experiment, on hierarchy H1, was conducted with unsorted input, queries usually retrieved only a small portion of the database, and each class had 20,000 objects.
QE ratio for sorted inputs with small queries

Figure 7.5: Plot of QE ratio against page size and buffer pool size. This experiment, on hierarchy H1, was conducted with sorted input, queries usually retrieved only a small portion of the database, and each class had 20,000 objects.
Figure 7.6: Hierarchy H2. For this hierarchy, the storage overhead factor is 3.27, the maximal replication factor 4 and the maximal query factor 1.

We now present the remaining five class hierarchies used, in addition to hierarchy H1, in the second set of experiments.

Example 7.3.2 Hierarchy H2 (in Figure 7.6) is a complete binary tree of height 3. \(c_1, c_2, \ldots, c_8\) are indexed first using their individual extents. \(C_9\) is obtained by combining \(c_1, c_2\) and \(c_9\), \(C_{10}\) by combining \(c_3, c_4\) and \(c_{10}\), \(C_{11}\) by combining \(c_5, c_6\) and \(c_{11}\), and \(C_{12}\) by combining \(c_7, c_8\) and \(c_{12}\). \(C_{13}\) is obtained by combining \(C_9, C_{10}\) and \(C_{13}\), and \(C_{14}\) by combining \(C_{11}, C_{12}\) and \(C_{14}\). Finally, \(C_0 (C_{15})\) is obtained by combining \(C_{13}, C_{14}\) and \(c_{15}\). \(C_9, C_{10}, \ldots, C_{15}\) are then indexed.

The storage overhead factor for this example can easily be shown to be

\[
\frac{4\Sigma_i^8c_i + 3\Sigma_i^{12}c_i + 2c_{13} + 2c_{14} + c_{15}}{\Sigma_i^{15}c_i}.
\]

As before, if we assume that all the individual extents are of the same size, the storage overhead factor is \(49/15 = 3.27\). In this example, the full extent of every class is indexed as a separate collection, and therefore the maximal query factor is 1. The maximal replication factor is 4. \(\Box\)
Figure 7.7: Hierarchy H3. For this hierarchy, the storage overhead factor is 2.62, the maximal replication factor 3 and the maximal query factor 1.

Example 7.3.3 Hierarchy H3 (in Figure 7.7) is a complete ternary hierarchy of height 2. Like in hierarchy H2, \( c_1, c_2, \ldots, c_9 \) are indexed first using their individual extents. \( C_{10} \) is created by combining \( c_1, c_2, c_3 \) and \( c_{10} \). \( C_{11} \) and \( C_{12} \) are created in a similar fashion. Finally, \( C_0 \) (\( C_{13} \)) is created by combining \( C_{10}, C_{11}, C_{12} \) and \( c_{13} \). \( C_{10}, \ldots, C_{13} \) are then indexed.

The storage overhead factor for this example, making the usual assumption of equal individual extents, is 

\[
\frac{3\sum c_i + 2\sum_{10} ^{12} c_i + c_{13}}{\sum_{1} ^{13} c_i}.
\]

This equals \( \frac{34}{13} = 2.62 \). The maximal query factor is 1 since the full extent of every class is indexed as a separate collection. The maximal replication factor is 3. \( \square \)

Example 7.3.4 Hierarchy H4 (in Figure 7.8) combines the "long, skinny" nature of hierarchy H1 and the "bushy" nature of hierarchy H2. \( c_1, c_2, \ldots, c_9 \) are indexed separately, and after this \( C_7, C_8, C_9 \) and \( C_0 \) (\( C_{10} \)) are created in the usual manner and indexed. By doing this, every class other than \( c_9 \) has its full extent indexed. Queries on \( c_9 \) are thus answered by looking at the indexes on \( c_5 \) and \( c_6 \).
Figure 7.8: Hierarchy H4. For this hierarchy, the storage overhead factor is 2.5, the maximal replication factor 3 and the maximal query factor 2.

Figure 7.9: Hierarchy H5. For this hierarchy, the storage overhead factor is 2.54, the maximal replication factor 3 and the maximal query factor 2.

The storage overhead factor is

\[(3\sum_{i=1}^{6}c_i + 2\sum_{i=1}^{6}c_i + c_{10})/\Sigma_{i=1}^{10}c_i.\]

This equals \(25/10 = 2.5\) with the usual assumption of individual extents of equal size. The maximal query factor is 2, and the maximal replication factor is 3. □
Figure 7.10: Hierarchy H6. For this hierarchy, the storage overhead factor is 2.17, the maximal replication factor 3 and the maximal query factor 2.

Example 7.3.5 Hierarchy H5 (in Figure 7.9) is similar to H4 in its combination of "skinny" and "bushy" hierarchies. As in the previous example, $c_1, c_2, \ldots, c_8$ are indexed separately. This is followed by the creation and indexing of $C_{10}, C_{11}, C_{12}$ and $C_0$ ($C_{13}$). All classes except $c_9$ have their full extents indexed as a separate collection. Queries on $c_9$ are answered using the indexes on $c_1$ and $c_9$.

The storage overhead factor is

$$\frac{3\Sigma_i^7 c_i + 2c_8 + 3c_9 + 2c_{10} + 2c_{11} + 2c_{12} + c_{13}}{\Sigma_i^{13} c_i}.$$ 

This equals $33/13 = 2.54$ with the assumption of individual extents of equal size. The maximal query factor is 2 and the maximal replication factor is 3. □

Example 7.3.6 Hierarchy H6 (in Figure 7.10) is a small hierarchy of 6 classes. $c_1, c_2, c_3$ and $c_4$ are indexed first. This is followed by the creation and indexing of $C_5$ and $C_6$. Under this scheme, every class except $c_4$ has its complete extent indexed. Queries on $c_4$ are answered using the indexes on $c_3$ and $c_4$.

The storage overhead factor is

$$\frac{3\Sigma_i^2 c_i + 2\Sigma_i^5 c_i + c_6}{\Sigma_i^6 c_i}.$$
This equals $13/6 = 2.17$ with the assumption of equal individual extents. The maximal query factor is 2 and the maximal replication factor 3.

We can see from these examples that with relatively small overheads in space, it is possible to index class hierarchies so that queries on them can be answered extremely efficiently. Figures 7.11–7.16 present a series of six graphs showing the results of experiments on the six class hierarchies H1–H6 presented above. These graphs plot the QE ratio on a per class basis. (That is, the ratio is averaged over each class separately rather than over the entire hierarchy.) The average over all the classes is presented as the QE ratio for class value zero. In these experiments, the size of each individual class extent was set to 10,000 objects, the page size was set to 4096 bytes, and the buffer pool size was set to 500 kilobytes. We generated a set of 200 queries for each run and conducted the experiments. We plot four separate lines on each graph to get an understanding of the effect of sorted input and query size on the QE ratio.

As before, we can make the general observation that unsorted input and large queries lead to somewhat higher QE ratios. The QE ratio tends to be very high for the classes at the bottom of the hierarchy and tends to come down as we go up the class hierarchy. It usually is very close to 1 for the root hierarchy. All this is to be expected because the single-index method performs the worst for classes low in the hierarchy: in the B+-tree this method uses, objects in a “low” class are interspersed with many objects from other classes but none of the other objects are needed for queries asked on the “low” class. The class-divisions algorithm avoids this problem by keeping separate indexes. The QE ratio is close to 1 for the root hierarchy because the two methods are querying the same B+-tree to answer queries on the root class. Slight deviations arise because of the action of the buffer pool.

On the whole, the QE ratio obtained tends to be many times the storage overhead factor, proving the efficacy of trading space for better query times.
Figure 7.11: Plot of QE ratio for the classes in hierarchy H1. (The average taken over all the classes is shown on the extreme left.) Each class had 10,000 objects, the page size was 4 kilobytes, and the buffer pool size was 500 kilobytes.

7.4 The Class-Divisions Algorithm: Conclusions

The results of our experiments clearly show the superior performance of the class-divisions method over the single-index method. As the size of the class hierarchy increases, the storage overhead of the class-divisions method increases relatively slowly as a logarithmic function. The QE ratio, however, seems to increase almost linearly with class size. For example, for hierarchies H2 and H3, the QE ratio is well over 8 when averaged over all the queries, and some individual classes have QE ratios of over 64. This means that the single-index method can take 64 times as long as the class-divisions method for some queries. That these results can be obtained with uniformly distributed and extremely well behaved data is further proof of the robustness of the method.
Figure 7.12: Plot of QE ratio for the classes in hierarchy H2. (The average taken over all the classes is shown on the extreme left.) Each class had 10,000 objects, the page size was 4 kilobytes, and the buffer pool size was 500 kilobytes.
Figure 7.13: Plot of QE ratio for the classes in hierarchy H3. (The average taken over all the classes is shown on the extreme left.) Each class had 10,000 objects, the page size was 4 kilobytes, and the buffer pool size was 500 kilobytes.
Figure 7.14: Plot of QE ratio for the classes in hierarchy H4. (The average taken over all the classes is shown on the extreme left.) Each class had 10,000 objects, the page size was 4 kilobytes, and the buffer pool size was 500 kilobytes.
Figure 7.15: Plot of QE ratio for the classes in hierarchy H5. (The average taken over all the classes is shown on the extreme left.) Each class had 10,000 objects, the page size was 4 kilobytes, and the buffer pool size was 500 kilobytes.
Figure 7.16: Plot of QE ratio for the classes in hierarchy H6. (The average taken over all the classes is shown on the extreme left.) Each class had 10,000 objects, the page size was 4 kilobytes, and the buffer pool size was 500 kilobytes.
We have examined I/O-efficient data structures which provide indexing support for data models with constraint programming and object-oriented programming features. There are two components to this thesis: (1) to obtain algorithms with good worst-case performance (in an asymptotic sense), and (2) to obtain algorithms with good worst-case performance that also perform well in practice.

We believe that this thesis has successfully demonstrated both the components. We have proved that it is possible to devise data structures that have provably good worst-case bounds on storage, query, and update times. By doing so, we have examined important tradeoffs between space and query efficiency for special cases of two-dimensional searching.

By devising algorithms with good worst-case performance bounds that also perform well in practical settings, we have demonstrated that we need not always rely on heuristics to handle difficult indexing problems.

There are some questions that still elude a good answer. One of the more important questions concerns our ability to solve the interval management problem well. Can dynamic interval management on secondary storage be achieved optimally in $O(n/B)$ pages, query
I/O time $O(\log_B n + t/B)$ and update time $O(\log_B n)$? In other words, is there a B-tree for this problem?
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