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Abstract

Mellowmax is a recently proposed alternative softmax operator that has been used in deep reinforcement learning in the context of action-selection, reducing overestimation, and removing the need for a target network. However, Mellowmax has an additional temperature parameter that must be tuned to obtain optimal results. Previous work relied on grid-search, which is computationally expensive, and fixes a single temperature parameter setting for the entire learning process. We propose a novel online method that adaptively tunes the temperature parameter using meta-gradients. We show that we can use this method due to the differentiability of Mellowmax, and address practical issues on how to compute meta-gradients for temperature tuning in Mellowmax. Finally, we present the empirical results of our algorithm on a simple OpenAI gym domain, Acrobot.

1 Introduction

Mellowmax is an alternative softmax operator for reinforcement learning with several interesting properties. Unlike the well-known Boltzmann softmax operator, Mellowmax has a non-expansion property that ensures convergence to a unique fixed point. Previous work has demonstrated other useful properties of Mellowmax, such as connections with entropy-regularization and convergent off-policy learning for non-linear function approximation. More recently, it has been shown that, when combined with Deep Q-Network, Mellowmax yields comparable performance to the softmax Boltzmann operator in Atari games, reduces overestimation bias, and removes the need for a target network.

However, one limitation of Mellowmax is that it has a temperature hyperparameter, \( \omega \), which must be tuned to maximize performance on each task. Previous work has either relied on exhaustive grid-search to find optimal temperature values or reported algorithmic performance based on a small set of arbitrary temperature values. These approaches can be inefficient, especially in deep reinforcement learning settings where training takes a long time. Grid searches also have fundamental drawbacks, such as finding a single fixed temperature parameter setting, which may not perform as well as dynamically adjusting the parameter over the course of learning.

We propose a novel online method to adaptively tune the temperature parameter \( \omega \) for deep reinforcement learning. We use meta-gradient reinforcement learning, a gradient-based meta learning algorithm that optimizes return by adapting its tunable meta-parameter. In this report, we address the technical issues regarding the implementations of meta-gradients, and show that we can adjust the temperature parameter using meta-gradient learning methods due to the differentiability of Mellowmax with respect to \( \omega \). We test the performance of this algorithm on Acrobot, a simple OpenAI gym control domain, and present preliminary results that our adaptive algorithm performs better than a fixed parameter identified by grid search.
2 Background

2.1 Mellowmax Operator

The Mellowmax operator $\Pi$ is an operator defined as:

$$mm_\omega(x) = \frac{\log(\sum_{i=1}^{n} \exp(\omega x_i))}{\omega},$$

where $x$ is an input vector of $n$ real numbers, and $\omega$ is a temperature parameter. Mellowmax is a non-expansion, which ensures convergence to a unique fixed point. Another interpretation of this operator is as a smoothed version of max function: if $\omega \to \infty$, then $mm_\omega(x)$ becomes $\max(x)$, and if $\omega \to 0$, then $mm_\omega(x)$ becomes $\text{mean}(x)$. Any positive $\omega$ value between 0 and $\infty$ offers a continuous interpolation between max and mean. Thus, $\omega$ controls the degree of smoothness of the Mellowmax operator.

Furthermore, Mellowmax is differentiable with respect to $\omega$, contrary to the non-differentiable max function:

$$\frac{\partial mm_\omega(x)}{\partial \omega} = \frac{1}{\omega^2} \left\{ \omega \sum_{i=1}^{n} x_i \exp(\omega x_i) - \log(\sum_{i=1}^{n} \exp(\omega x_i)) \right\},$$

where $Q = [Q(s, a_1), Q(s, a_2), ..., Q(s, a_n)]$ is an input vector of action-values (or Q-values) in Q-learning. Thus, Mellowmax can replace the max function in the Bellman update equation and be incorporated into Q-learning as follows:

$$Q_{\text{new}}(s, a) \leftarrow Q(s, a) - \alpha[r + \gamma mm_\omega(Q(s', a')) - Q(s, a)].$$

Using Equation (3) we can combine Deep Q-Network (DQN) and Mellowmax in the context of action-values summarizations. Since the Q-function is approximated with neural network, the Bellman equation of the combination of DQN and Mellowmax (or Mellowmax-DQN) becomes:

$$\theta \leftarrow \theta - \alpha[r + \gamma mm_\omega(\hat{Q}(s', a'; \theta^-) - Q(s, a; \theta))] \nabla Q Q(s, a; \theta),$$

where $\theta$ is the weight vector of $Q$ network, and $\theta^-$ is the weight vector of the target network $\hat{Q}$.

Previous works investigated the properties of Mellowmax-DQN in various perspectives: Song et al. [6] compared the performance of Mellowmax-DQN with softmax-DQN and DQN; Kim et al. [7] focused on the role of Mellowmax in reducing the overestimation bias and removing the need for a separate target network $\hat{Q}$ in DQN.

One limitation of using Mellowmax is the presence of an additional temperature parameter $\omega$. This parameter must be tuned, because the performance of the algorithm largely depends on the choice of the temperature value. Previous works have performed grid-search to find the optimal temperature parameter. However, this approach is problematic for three reasons: 1) the grid-search finds a single temperature value for the entirety of learning, but fixing the temperature may not be the best strategy, when the dynamic adjustment of the parameter is needed, 2) it requires a domain simulator for each parameter search, making it unusable for online interactions with a real environment and 3) it is computationally expensive, especially when using deep neural networks that take several hours to train. Therefore, the need for an adaptive, online method for tuning $\omega$ is acute.

2.2 Meta-Gradient Reinforcement Learning

In deep reinforcement learning, the value function is parameterized by $\theta$, and the main goal of the agent is to update $\theta$ according to the update equation:

$$\theta' \leftarrow \theta - \alpha \frac{\partial J(\theta, \tau)}{\partial \theta}$$

where $\tau$ is the transition samples of $(s, a, r, s')$ from experience replay buffer, $J$ is loss function, and $\alpha$ is the learning rate. Meta-gradient reinforcement learning [8] sets additional meta-parameter $\eta$ that characterizes the forms of return function. The agent aims to maximize rewards not only by updating the parameter $\theta$ but also by optimizing the form of return function parameterized by tunable meta-parameters $\eta$. Now the equation becomes:

$$\theta' \leftarrow \theta - \alpha \frac{\partial J(\theta, \tau, \eta)}{\partial \theta}.$$ 

Note that the term $-\alpha \cdot \partial J(\theta, \tau, \eta)/\partial \theta$ is the change of parameters of $\theta$ per single update step. Meta-gradient methods sample additional batches of transitions $\tau'$, and compute the derivative of meta-objective loss function $J'$ with respect to the tunable meta-parameter $\eta$. Xu et al. [9] uses approximation to compute this derivative:

$$\frac{\partial J'(\tau', \theta', \eta)}{\partial \eta} = \frac{\partial J'(\tau', \theta', \eta)}{\partial \theta'} \frac{d \theta'}{d \eta},$$

where $\tau'$ is new batches of transitions from experience replay buffer.
and updates the meta-parameter $\eta$ using the following equation:

$$
\eta' \leftarrow \eta - \beta \frac{\partial J(\tau', \theta', \eta)}{\partial \theta'} \frac{d\theta'}{d\eta}.
$$

(8)

Here, $\beta$ is the meta-learning rate for $\eta$. For this method to work, the return function should be differentiable with respect to the meta-parameter $\eta$. Xu et al.\cite{Xu2016} uses this method to adapt discount factor $\gamma$ and bootstrapping parameter $\lambda$ during the training. We note that the Mellowmax operator is differentiable with respect to its temperature parameter $\omega$, and in the next section, explain how this method can tune the temperature parameter.

## 3 Computing Meta-Gradients for Mellowmax

In the case of Mellowmax-DQN, we set the loss objective function $J$ as below:

$$
J(\tau, \theta, \omega) = \frac{1}{2}[r_t + \gamma \text{mm}_\omega \hat{Q}(s_{t+1}, a; \theta^{-}) - Q(s_t, a_t; \theta)]^2.
$$

(9)

Here $\tau$ represents the minibatch samples for the update $(s_t, a_t, r_t, s_{t+1})$ tuples, $\theta$ are the Q-function parameters, $\alpha$ is a learning rate, and $\omega$ is the meta-parameter that we want to tune. At every iteration, the Q-learning algorithm will update $\theta$ in a direction that minimizes $J(\tau, \theta, \omega)$.

We define another meta-objective function $J'$, using the same form of loss function as before:

$$
J(\tau', \theta', \bar{\omega}) = \frac{1}{2}[r'_t + \gamma \text{mm}_{\bar{\omega}} \hat{Q}(s'_{t+1}, a'; \theta^{-}) - Q(s'_t, a'_t; \theta')]^2.
$$

(10)

After each iteration of Equation $\ref{eq:8}$, $\theta$ is updated to $\theta'$, and we use the updated $\theta'$ to compute the meta-objective $J'$. We also use another independent batch sample $\tau'$ (denoted as $(s'_t, a'_t, r'_t, s'_{t+1})$ tuples) and the reference meta-parameter value $\bar{\omega}$. Our goal is to adapt the value of $\omega$ such that it optimizes the meta-objective function $J'$, using the equation below:

$$
\frac{\partial J'(\tau', \theta', \bar{\omega})}{\partial \omega} = \frac{\partial J'(\tau', \theta', \bar{\omega})}{\partial \theta'} \frac{d\theta'}{d\omega}.
$$

(11)

The term $d\theta'/d\omega$ can be approximated:

$$
\frac{d\theta'}{d\omega} = \frac{d}{d\omega}(\theta - \alpha \frac{\partial J(\tau, \theta, \omega)}{\partial \theta}) \approx \frac{d}{d\omega}(-\alpha \frac{\partial J(\tau, \theta, \omega)}{\partial \theta}).
$$

(12)

In deep learning libraries like PyTorch, it’s easy to obtain $\frac{\partial J(\tau, \theta, \omega)}{\partial \theta}$ (e.g. gradients of parameters). If we use a simple SGD optimizer, it is not hard to compute $-\alpha \frac{\partial J(\tau, \theta, \omega)}{\partial \theta}$, because we can just linearly scale the gradients with learning rate. However, since we use advanced optimizers like RMSprop\cite{RMSprop} or Adam\cite{Adam}, computing $-\alpha \frac{\partial J(\tau, \theta, \omega)}{\partial \theta}$ becomes a non-trivial task. For this work, we used RMSprop to update $\theta$, so we kept track of exponentially decaying running average and decaying learning rate to compute accurate $-\alpha \frac{\partial J(\tau, \theta, \omega)}{\partial \theta}$.

Next, recall that $J(\tau, \theta, \omega)$ is $\frac{1}{2}[r_t + \gamma \text{mm}_\omega \hat{Q}(s_{t+1}, a; \theta^{-}) - Q(s_t, a_t; \theta)]^2$, and

$$
-\alpha \frac{\partial J(\tau, \theta, \omega)}{\partial \theta} = \alpha[r_t + \gamma \text{mm}_\omega \hat{Q}(s_{t+1}, a; \theta^{-}) - Q(s_t, a_t; \theta)] \nabla_{\theta} Q(s_t, a_t; \theta).
$$

(13)

Thus,

$$
\frac{d}{d\omega}(-\alpha \frac{\partial J(\tau, \theta, \omega)}{\partial \theta}) = \frac{d}{d\omega}[r_t + \gamma \text{mm}_\omega \hat{Q}(s_{t+1}, a; \theta^{-}) - Q(s_t, a_t; \theta)] \alpha \nabla_{\theta} Q(s_t, a_t; \theta)
$$

(14)

\begin{align*}
\frac{d}{d\omega}[\gamma \text{mm}_\omega \hat{Q}(s_{t+1}, a; \theta^{-}) - Q(s_t, a_t; \theta)] \alpha \nabla_{\theta} Q(s_t, a_t; \theta).
\end{align*}

(15)

The term $\frac{d}{d\omega}[\gamma \text{mm}_\omega \hat{Q}(s_{t+1}, a; \theta^{-})]$ is $\gamma \text{mm}'_\omega \hat{Q}$ can be directly computed using the equation $\ref{eq:8}$. Also, note that it is hard to directly compute the term $\alpha \nabla_{\theta} Q(s_t, a_t; \theta)$. What we do instead is to use importance sampling:

$$
\frac{d}{d\omega}(-\alpha \frac{\partial J(\tau, \theta, \omega)}{\partial \theta}) = -\alpha \frac{\partial J(\tau, \theta, \omega)}{\partial \theta} \frac{\gamma \text{mm}'_\omega \hat{Q}}{[r + \gamma \text{mm}_\omega \hat{Q}(s_{t+1}, a; \theta^{-}) - Q(s_t, a_t; \theta)]}.
$$

(16)

After we approximate the term $d\theta'/d\omega$ using the equation $\ref{eq:12}$, we now compute $\frac{\partial J'(\tau', \theta', \bar{\omega})}{\partial \omega}$. This is fairly easy to obtain; we can simply retrieve the gradients of $\theta'$ parameters for this step. Combining these two, we can finally get $\frac{\partial J'(\tau', \theta', \bar{\omega})}{\partial \omega}$ as in the Equation $\ref{eq:11}$ and update the temperature using:

$$
\omega' \leftarrow \omega - \beta \frac{\partial J'(\tau', \theta', \bar{\omega})}{\partial \omega}.
$$

(17)

In Algorithm $\ref{alg:1}$ we present the pseudocode for updating the temperature parameter of Mellowmax using meta-gradients.
for the Mellowmax-DQN and meta-gradients consistently shows good performance, regardless of initial temperature. We raise important questions in this work and discuss the directions for future research.

3. Does this adaptive algorithm perform better than previous algorithm with fixed temperature? At least in the simple control task, the Adaptive Mellowmax-DQN with meta-gradients shows better performance than the Mellowmax-DQN with fixed temperature. It also shows comparable, or even better, performance than DQN.

4. Does this algorithm work in large-scale domains? Our next step is to test this method on large-scale Atari game domains. Our previous findings are that, in several domains including Seaquest, Mellowmax-DQN with carefully chosen fixed-temperature outperforms DQN and shows comparable performance with Double-DQN [12]. It is worthwhile to investigate how well our adaptive algorithm works in large-scale Atari games, and whether it can outperform state-of-the-art deep Q-learning algorithms.
Figure 1: Upper: comparison of performance between DQN and Mellowmax-DQN with fixed temperature settings $\omega = 1, 2, 5, 10$. Lower: comparison of performance between DQN and Mellowmax-DQN with adaptive temperature settings, with initial $\omega_0 = 1, 2, 5, 10$.

Figure 2: Comparison of Mellowmax-DQN between fixed and adaptive temperature settings, with initial $\omega_0 = 1, 2, 5$. Right side of figures are the evolution curves of $\omega$ in adaptive settings (five independent runs).
• Does the choice of initial temperature $\omega_0$ matter? Our empirical results show that the performance of the adaptive algorithm is not very sensitive to the choice of initial temperature. Having said that, it is also worth noting that the temperature does not fluctuate drastically; the final temperature at later episodes are bounded near the initial temperature. This might be problematic in large-scale domains like Atari games, where the search space for temperature is wider.

• How sensitive is this to the choice of meta-learning rate $\beta$? We only tested with the meta-learning rate $\beta = 0.001$, but choosing the right meta-learning rate is important. If the meta-learning rate is too large, it might result in the divergence of temperature; if the meta-learning rate is too small, the tuning effect will be small. It is also worthwhile to use advanced optimizers like ADAM [11] (we used SGD for this work) that can effectively set the meta-learning rate over time.
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