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Abstract

For many emerging applications and environments, information systems designers and implementors must consider the tradeoffs between efficiency and the quality of query answers. This flexibility, while allowing numerous opportunities for optimization, complicates the development of various system components and their performance evaluation. In this short paper, we begin by outlining issues that arise in evaluating quality/efficiency tradeoffs. We then describe how we address some of these issues in two ongoing projects.

1 Introduction

Traditionally, database systems have been designed based on the idea that for a given query on a given database, there is a single, correct answer that must be returned. It is clear, however, that for many emerging applications and environments it is neither practical nor desirable to enforce such a constraint. In particular, when scaling query processing to wide-area environments such as the World Wide Web, variable factors such as heterogeneity, availability, usage cost, query imprecision, and data quality impose new constraints on database systems. In such environments, users are not likely to get the perfect answers to their queries within a reasonable time, if ever.

Performance studies and benchmarks for database systems have traditionally focused on throughput, response time, or other metrics related to the efficiency of the query execution. When the guarantee of a single, correct answer is removed, however, these metrics are clearly insufficient — the quality of answers must also be taken into consideration. From a systems implementation and performance perspective, allowing a flexible approach to answer quality raises a number of interesting opportunities and challenges. Opportunities arise from the ability to trade off the quality of answers vs. system performance. For example, it becomes possible to develop query optimization algorithms that change the results returned by a query — something that is clearly not allowed in traditional database query optimization. The additional degree of freedom that is introduced by a flexible approach to answer quality complicates the development of various system components and their evaluation.

Many recent database-related projects have been exploring techniques for providing approximate or incomplete answers, e.g., [HHW97, FJS97, ABF+97, GM98]. In order to perform solid systems work in a world where users no longer expect a single correct answer, however, requires some basic issues to be addressed. For example: How do we quantify the quality of answers? How do we choose reasonable solutions from the vast array of possible approaches? How do we evaluate the effectiveness of our proposed methods? This short position statement examines some possible answers to these questions by discussing two ongoing projects in which we have developed systems that allow some flexibility in the quality of the answers they provide. In both of these projects we have adopted ideas that were originally developed in the Information Retrieval (IR) community. IR systems typically deal
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with natural language and unstructured data, both of which add a degree of ambiguity into the data retrieval process. IR systems are developed with such ambiguity as a fundamental assumption. Before describing this work, we first present a quick overview of some basic IR techniques for coping with imprecision in data and queries.

2 IR-based Approaches to Answer Quality

2.1 Metrics

In IR, two basic metrics are used to capture the satisfaction of users with returned answers. These are precision and recall. Precision is defined as the percentage of the returned answers that are relevant to the user’s interests. Recall is the ratio of relevant documents that are returned to the user to the number of all relevant documents. In order to compute these metrics, we need to know if an individual document is relevant to a query, and what all the relevant documents are. The first issue can be resolved with feedback from users. Recall, on the other hand, is very difficult to compute accurately. In the TREC series [Har96], which serves as the major benchmarking activity for IR systems, relevance of documents to particular queries are determined by a board of human experts.

In many IR scenarios, users can improve their precision-recall by interacting with the system. Two typical types of interaction are query refinement, in which users refine their queries by adding or removing terms until they are satisfied with the returned results, and relevance feedback, in which users indicate the documents they deem relevant and/or irrelevant. Note that the traditional database requirement of returning a single, correct answer can be rephrased as: precision = recall = 100%. This assumes that the user correctly and exactly knows what query to submit.

2.2 Ranked Retrieval vs. Exact Match

Early IR systems were based on a boolean model of querying, in which user needs were specified as boolean combinations of search terms. Likewise, existing database systems provide similar exact match query semantics (e.g., SQL). Current opinion in the IR community is that formulating effective boolean retrieval queries requires significant expertise [Tur94]. As in the IR case, the limitations of the exact match approach are quickly becoming apparent in emerging data retrieval applications and environments. In such environments queries are posed by hordes of novice users, who may have only a vague notion of what they are looking for. Such users are likely to run into an inherent problem with exact match queries, namely that effective query formulation requires some knowledge of the contents of the database. Without such knowledge, users are likely to ask queries that return no answer or return an excessively large answer.

An answer to these problems in the IR context is ranked retrieval, where documents are scored based on relevance to the query and the most relevant documents are returned in order of decreasing score. This model intuitively assists the user in two ways: 1) The best matches are seen first, and so the user can quickly find interesting documents, and 2) If there are no good matches, the returned documents may assist the user in figuring out what query to pose next. Extensive studies have shown that the ranked retrieval model gives better results than the boolean model, in terms of precision and recall [Tur94].

We believe that ranked retrieval is also a better query model for many emerging database applications, for exactly the same reasons as in the IR case. There has been some work related to this, for example the query interface of [Bro97], where the system uses summary screens to lead the user through a query refinement dialogue, until the posed queries have an answer set that is easy to display in ranked order. Of course, much work is needed to quantify the tradeoffs between quality of answers and performance of query processing in these two models, but for the rest of this paper we assume the ranked retrieval model.

3 Unsafe Optimizations

The concept of unsafe optimizations, which has been used extensively in IR, refers to techniques that are used to speed up query evaluation by removing some guarantees about the answers. Due to the inherent fuzziness of IR queries, the query evaluation engine has the added flexibility of choosing which data to read, and many unsafe optimizations involve skipping portions of inverted lists that are deemed to have little impact on the quality of the results. Some such optimizations are quite successful in that they maintain the quality of results while reducing the query response time significantly [TF95].

In [JFS98] we proposed a new class of unsafe optimizations that interact with the buffer manager. We proposed a buffer-aware extension to IR query evaluation algorithms, which dynamically changes the query evaluation strategy based on buffer contents. This approach trades off the quality of the results in return for savings in disk reads. To evaluate the effects of our extension we applied it to an efficient IR algorithm,
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1 Note that all the methods we describe can also be used with SQL queries. They simply make more sense with ranked retrieval.
and compared the quality of answers with and without the extension.

We ran query refinement sequences based on benchmark queries against a benchmark document collection. For this setup, there exists a list of relevant documents for each benchmark query. These lists allowed us to calculate a metric called non-interpolated average precision, which cleverly combines precision and recall into a single number [Har96]. Using this metric, we were able to gauge the potential degradation of the results in an objective manner. We observed that while quality of answers was virtually unaffected, using the buffer aware extension always improved the disk performance significantly; sometimes by as much as 70% for the whole refinement sequence, and as much as 97% for the last refinement. Details of the results, as well as the proposed buffer replacement policy, can be found in [JFS98].

We expect ranked retrieval for structured databases to be amenable to unsafe optimizations of the kind described above. The new wide-area environment, however, opens up yet another class of unsafe optimizations that apply at the network/server level. These include not querying a certain relevant database, not waiting for data from a loaded server before returning the answer to the user, and accessing a cheaper/faster server with less accurate data. These optimizations could be triggered by network delays or could be based on cost estimates for accessing remote databases.

4 Trading Quality vs. Efficiency for Data Push

Another area in which the quality of returned results can be traded off against efficiency is the management of user profiles used for routing information in publish/subscribe systems. A user profile encodes an indication of the data needs and interests of a user. From the user's viewpoint, a profile provides a means of passively retrieving relevant information. A user can submit a profile to a push-based system once, and then continuously receive data that are (supposedly) relevant to him or her in a timely fashion without the need for submitting the same query over and over again. This automatic flow of relevant information helps the user keep pace with the ever-increasing rate of information generation. From the system point of view, profiles fulfill a role similar to that of queries in database or information retrieval systems. In fact, profiles are a form of continuously executing query. In a large publish/subscribe system, the storage and access of user profiles can be resource-intensive. Additionally, given the fact that the user interests are changing over time, the profiles must be updated accordingly to reflect up to date information needs. The need for scalable, efficient profile management was clearly demonstrated by experience with the SIFT system [YGM96].

In our work on user profiles [CFG], we have developed MM, an incremental algorithm for constructing and maintaining user profiles for filtering text-based data items. MM can be tuned to trade off effectiveness (i.e., accuracy of the filtered data items) and efficiency of profile management. The algorithm receives relevance feedback information from the users about the documents that they have seen (i.e., a binary indication of whether or not the document was considered useful), and uses this information to improve the current profile. One important aspect of MM is that it represents a user profile as multiple keyword vectors whose size and elements change dynamically based on user feedback.

In fact, it is this multi-modal representation of profiles which allows MM to trade off effectiveness and efficiency. More specifically, the algorithm can be tuned using a threshold parameter to produce profiles with different sizes. Let us consider the two boundary values of this threshold parameter to illustrate this tradeoff: When the threshold is set to 0, a user profile is represented by a single keyword vector, achieving extremely low overhead for profile management, but seriously limiting the effectiveness of the profile. At the other extreme, if the threshold is set to 1, we achieve an extremely fine granularity user model. The profile size, however, equals the number of relevant documents observed by the user, making it impractical to store and maintain the profile. Therefore, it is more desirable to consider intermediate threshold values which will provide an optimal effectiveness/efficiency tradeoff for a given application.

We evaluated the utility of MM by experimentally investigating its ability to categorize pages from the World Wide Web. We used non-interpolated average precision as our primary effectiveness metric and focused on the profile size for quantifying the efficiency of our approach. We demonstrated that, compared to minimum-sized profiles, we can achieve significantly higher precision values with a modest increase in profile size. Additionally, we were able to achieve precision values with small profiles that were comparable to, or in some cases even better than those obtained with maximum-sized profiles. The details of the algorithm, experimental settings, and the results are discussed in [CFG].

5 Conclusions

In summary, emerging environments and applications require that information systems implementors consider the tradeoffs between efficiency and answer quality. Making intelligent choices for such tradeoffs re-
quires a rethinking of metrics and evaluation procedures for databases and other information systems. This additional flexibility opens up various novel implementation opportunities. We described two ongoing projects that provide examples of the kinds of tradeoffs that are possible and the kinds of evaluations that can be done on such approaches.
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