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Abstract
Natural language commands often exhibit sequential constraints, e.g. “go through the kitchen and then into the living room” that (traditionally Markovian) methods in reinforcement learning (RL) cannot adequately handle. To express these constraints, we propose to ground language to Linear Temporal Logic (LTL) but propose to do this when direct supervision is not available, i.e. utterances are labelled with trajectories but not the logical form itself. We use formal methods of LTL progression and model checking to reward the learned logical forms that satisfy ground-truth paths. We then use the LTL expressions to plan in the environment using off-policy RL. We evaluate our framework on both goal state and path accuracy and demonstrate competitive performance on goal state accuracy and higher performance on path accuracy. We analyse the instructions and see that the largest gains come from the ability of our model to handle temporal instructions.

1 Introduction
A typical instruction following task is challenging for two reasons. First, the intended meaning of the natural language instruction must be correctly grounded in order to solve the task. Second, at task-solving time, agents have to learn policies that not only reach the final goal location, but also satisfy the specified constraints. The complex (e.g., temporal, sequential, conditional) constraints are non-trivial to express and achieve by conventional methods in classical reinforcement learning (RL) that assume a Markovian reward function, thus relying on only the previous state. For example, commands that specify temporal ordering such as “go to A only after you have gone to B” could potentially map to unbounded action sequences, as shown in Figure 1, unless we have adequate representation of state properties in accordance with temporal patterns over time. These temporal constraints occur frequently in natural language, but are an obstacle to (traditionally Markovian) planning approaches. To allow representation of such con-
straints, we propose to learn a semantic parser that grounds natural language instructions to Linear Temporal Logic (LTL) meaning representations. We furthermore do this with weak supervision by learning from demonstrations: while collecting and annotating symbolic logical forms is an expensive process, we can more easily collect executions of these as trajectories in an environment. Unlike other symbolic forms, LTL not only allow us to express temporal constraints but allows the use of more efficient feedback methods like LTL progression, to check satisfiability of logical forms against ground-truth paths. We use the grounded LTL representations to plan in an environment using Q-learning with LTL-based rewards. We evaluate our method on a benchmark dataset in terms of both path and end-state accuracy. We show competitive performance on goal-state accuracy while improving fidelity to the temporal constraints, as measured by path accuracy. Moreover, our weakly-supervised training method is substantially more efficient, providing feedback via a linear-time computation as opposed to the exponential-time execution models used in prior work.

In this paper we present three main contributions. First, we ground natural language instructions to temporal logical form with no supervision of ground-truth logical forms. Second, our use of LTL as a meaning representation not only allows handling of temporal ordering but also enables the use of formal methods of progression that allow a more efficient feedback mechanism than previous approaches. Third, unlike previous work, we propose a more fine-grained evaluation of the path taken, rather than only the goal location. We see the benefits of using a more expressive language such as LTL in instructions that require temporal ordering, and also see that the path taken with our approach more closely follows constraints specified in natural language.

2 Related Work

In the semantic parsing literature, previous work has explored weak supervision methods (Artzi and Zettlemoyer, 2013; Krishnamurthy and Mitchell, 2012) that execute produced logical forms to determine final goal locations. All such approaches ground to lambda calculus expressions and logical forms other than LTL that cannot handle temporal logic. In the RL literature, previous work has used LTL to formulate tasks, either by creating reward functions that maximise the probability of satisfying the LTL formula (Wen et al., 2017; Littman et al., 2017) or by guiding policy search with a measure of distance to satisfaction of the task (Li et al., 2017). Other work exploits the structure of LTL to decompose tasks into subtasks (Toro Icarte et al., 2018) to deal with temporal abstraction. To the best of our knowledge, there is currently no work that attempts to ground natural language to temporal logic without supervision of logical forms. Below, we enumerate the different avenues explored by previous instruction following methods.

Language → Logical Form

There is ample prior work on supervised semantic parsing to logical forms other than LTL (Zettlemoyer and Collins, 2012; Tang and Mooney, 2000; Berant et al., 2013; Yu et al., 2018) and to LTL (Gopalan et al., 2018). More relevant to our work is previous work that learns semantic parsers without explicit annotation of logical forms, by allowing the execution of learned logical forms to act as supervision in varying domains e.g., conversational logs (Artzi and Zettlemoyer, 2011), system demonstrations (Chen et al., 2015; Goldwasser and Roth, 2014; Artzi and Zettlemoyer, 2013; Williams et al., 2018) and question-answer pairs (Clarke et al., 2010; Liang et al., 2013). Most relevant to our work is the model of (Artzi and Zettlemoyer, 2013), however our work is different in
that it handles temporal order and also provides a more efficient feedback mechanism.

**Language → Plan** Also relevant is the body of work which seeks to map natural language directly to action sequences, e.g. Mei et al. (2016); Branavan et al. (2009); Misra et al. (2017); Fried et al. (2018). Such methods are typically trained end-to-end, and do not pass through an explicit intermediate logical form, as we do in this work. Having an intermediate logical form can help interpretability and ensure correctness, by first representing intended semantic meaning. It also helps generalisability in different domains as opposed to sequence-to-sequence models trained to produce paths in one environment that cannot generalise or exhibit compositionality (Koehn and Knowles, 2017; Lake and Baroni, 2017).

**Logical Form (LTL) → Plan** Previous work (Dzifčák et al., 2009; Gopalan et al., 2018) has explored grounding language to LTL and then planning with LTL task specifications. However Gopalan et al. (2018) use a standard sequence-to-sequence model trained on annotated utterances, and they note that this method fails to generalise to unseen logical forms. Recent approaches have used Deep Q-Networks with LTL specifications (Toro Icarte et al., 2018), by making use of LTL based rewards (Littman et al., 2017) where the input to the Q-value function is both the state and progressed LTL task. Other work uses hierarchical RL methods (Sutton et al., 1999; Kulkarni et al., 2016) in the options framework, by creating one option per proposition with terminal states defined by states in which the proposition is true; giving the state and progressed LTL task as input to a meta-controller. While this line of work highlights the benefits of LTL for temporal abstraction, it does not explore methods to first ground variable language to LTL for further planning.

## 3 Linear Temporal Logic

**LTL Syntax:** LTL has the following grammatical syntax:

$$
\phi ::= \pi | \neg \phi | \phi \land \varphi | \phi \lor \varphi | \phi \land \varphi | \phi \lor \varphi | \phi U \varphi
$$

where the operators ¬, ∧, ∨ are the logical connectives for negation, and, or and the temporal operators are ◯ for eventually, □ for globally, U for until and ○ for next. Our set of propositions $P$ consists of observable elements in the environment e.g., (at_object, is_intersection, is_corridor). All LTL expressions are constructed from the set $P$ and the extended set of operators defined above i.e., the Boolean operators ∧, ∨, ¬ and the temporal operators ○, U. From these we can define □ (always) and ◯ (eventually) for e.g., ◯ $\phi = true \lor \phi$.

**LTL Semantics:** Given the observable elements in the environment that form atomic propositions, the truth value of an LTL formula is determined relative to a sequence of truth assignments $\sigma = \langle \sigma_1, \sigma_2, \sigma_3, ... \rangle$ where each state $\sigma_i$ is an assignment of true or false values to propositions. A proposition $\rho \in \sigma_i$ indicates that the proposition $\rho$ is true in the state $\sigma_i$, thus allowing us to check existence of propositions in states for progression functions in Table 1.

**LTL Progression:** Given a sequence of truth assignments and an LTL task specification, an LTL formula can be progressed along the sequence. For example, the task ◯($p \land \diamond q$) (i.e., eventually $p$ and eventually $q$) can be progressed to ◯$q$ (i.e., eventually $q$) once the agent reaches a state where $p$ is true. In an RL setting, the LTL formula can be updated to reflect the agent’s actions and the parts of the formula that have been satisfied so far. Table 1 shows how we define our progression functions.
4 Model

Our model draws insights from previous work (Guu et al., 2017; Goldman et al., 2017) that train semantic parsers from denotations, by searching through a space of programs during training. We formulate this as a sequence prediction problem by representing an LTL program as a sequence of atomic propositions and operators in postfix notation. Each produced LTL expression is given a binary reward by progressing it along a ground-truth path. We explain the components of the model below.

Program Representation  Every token in an expression is either an operator of fixed arity (i.e., one or two arguments) or an atomic proposition. For example, the LTL expression (a \land (\phi \lor b)) converted to postfix notation a \lor \phi \land b can be realised in an environment where the propositions correspond to locations. This linearised representation allows easier execution with a stack based on the semantics of operators and propositions as shown in Figure 2. The vocabulary of atomic propositions is the set of all observable elements in the SAIL environment (e.g., stool, brick corridor.. etc).

![Stack Diagram](image)

Figure 2: Using a stack for type-constrained decoding to ensure syntax of produced logical forms.

Encoder and Decoder: Our training samples are of the form (x, t) where x is a natural language instruction and t is a trajectory in the environment. As in (Guu et al., 2017) our model generates program tokens z_1, z_2.. from left to right using a neural encoder-decoder model (Sutskever et al., 2014). We encode every utterance x with a bidirectional LSTM (Hochreiter and Schmidhuber, 1997) to create a contextualised representation h_i for every input token x_i. Our decoder is then a feed-forward network with attention (Bahdanau et al., 2014) over the output from the encoder, that takes as input the last K decoded tokens. Formally, the probability of a decoded LTL expression is the product of the probability of its tokens conditioned on the history i.e., \( p_\theta(z|x) = \prod_t p_\theta(z_t|x, z_{1:t-1}) \) and the probability of a decoded token comes from the learned parameters and embedding matrices. We keep track of the execution history i.e., the k most recent tokens z_{t-k:t-1} and concatenate their embeddings.

<table>
<thead>
<tr>
<th>prog(\sigma_i, p)</th>
<th>true if p \in \sigma_i, where p \in P</th>
</tr>
</thead>
<tbody>
<tr>
<td>prog(\sigma_i, \neg \phi)</td>
<td>\neg prog(\sigma_i, \phi)</td>
</tr>
<tr>
<td>prog(\sigma_i, \phi_1 \land \phi_2)</td>
<td>prog(\sigma_i, \phi_1) \land prog(\sigma_i, \phi_2)</td>
</tr>
<tr>
<td>prog(\sigma_i, \phi_1 \lor \phi_2)</td>
<td>prog(\sigma_i, \phi_1) \lor prog(\sigma_i, \phi_2)</td>
</tr>
<tr>
<td>prog(\sigma_i, \phi)</td>
<td>prog(\sigma_i, \phi) \lor (prog(\sigma_i, \phi_1) \land \phi_2)</td>
</tr>
</tbody>
</table>

Table 1: Semantics of progression functions that take in the current state \( \sigma_i \) and LTL formula \( \phi \) that is updated after application of the function.

Supervision: Each logical form gets a binary (1 or 0) reward by progressing it along the ground-truth path, using the progression functions defined in Table 1. Specifically, for an LTL task \( \phi \) and state \( \sigma_i \), we can update \( \phi \) at each point in time \( i \) to reflect the parts of \( \phi \) that have been satisfied. We can do this because if a sequence of truth assignments (i.e., a trajectory) satisfies an LTL formula at time \( i \), then the formula progressed through \( \phi_i \) is satisfied at time \( i + 1 \). An exception to this is a global constraint e.g., “always avoid A” that requires the condition to always be met and cannot be progressed. We handle this by simply ensuring that the constraint holds at every time step\(^1\)

\(^1\)We note however, that in the SAIL environment there are very few instances of such utterances occurring.
4.1 Planning in an Environment

Once we produce LTL interpretations of instructions, we use Q-learning with LTL task specifications to formulate a plan. We briefly go over the planning mechanism, that takes into account the state and LTL task, to select actions to navigate to the goal location.

Markov Decision Processes: A Markov Decision Process (MDP) is a tuple $M = (S, A, T, R, \gamma)$ where $S$ and $A$ are a finite sets of states and actions, $T : S \times A \times S \rightarrow [0, 1]$ is the transition function, $R : S \times A \times S \rightarrow Pr(R)$ is the reward function and $\gamma$ is the discount factor. An agent learns a policy $\pi$ i.e., a probability distribution over state-action pairs, that allows it to determine the actions it should take in each state with probability $\pi(a|s)$. The state-action value or Q-value denoted $Q^\pi(s, a)$ allows attribution of values to states and actions to enable action selection at every state.

Q-Learning and DQN: The Q-learning algorithm is an off-policy algorithm that aims to learn Q-values for states. It learns a target policy while using some other behaviour policy for action selection. At every step, the Q-learning process uses a behaviour policy to pick an action $a$ for a state $s$ to return a new state $s'$ and reward $r$ from the environment. The estimation of $Q(s, a)$ at the current timestep is then updated as in the equation below where $\alpha$ is the learning rate.

$$Q(s, a) \leftarrow Q(s, a) + \alpha[r + \gamma \max_{a'} Q(s', a') - Q(s, a)]$$

In the simplest form of Q-learning, a Q-table is used to store required values for states, which is impractical for large (or infinite) state spaces. An alternative is to use some form of function approximation on the Q-value function. We use Deep Q-Networks (DQN) (Mnih et al., 2015) to employ neural networks to approximate the Q-value function with an experience replay buffer and target network that stabilise learning. The Q-learning updates are computed with respect to a target network which is only updated periodically to attempt to decrease the chance of the policy diverging.

DQN with LTL: To handle temporal constraints, we use a non-Markovian reward decision process that incorporates the LTL expression into the environment MDP. The reward function $R$ is therefore defined over state histories $R : S^* \rightarrow Pr(R)$ instead of only the previous state. The Q-value function of a policy $\pi$
is then defined over sequences of states:

\[ Q^*(\langle s_0, \ldots, s_t \rangle, a) = E_a \left[ \sum_{k=0}^{\infty} \gamma^k R(\langle s_0, \ldots, s_{t+k+1} \rangle) \mid A_t = a \right] \]

We incorporate the LTL task with a labelling function \( L : S \rightarrow 2^P \) from states to propositions \( P \). This MDP is therefore a 7-tuple \( \tau = \langle S, A, T, P, L, \phi, \gamma \rangle \), where \( S, A, T \) and \( \gamma \) are defined as in an ordinary MDP, \( P \) is the set of propositional symbols, \( L \) is the labelling function defined above and \( \phi \) is the set of tasks. As in general RL, the agent does not know the transition probability distribution of the domain, but has access to the labelling function and the task. We use standard RL to solve the cross-product MDP where the input to the Q-value function is both the state and the progressed LTL task at every step. This is the state-of-the-art approach to learn with reward functions specified in LTL. The DQN implementation is based on the OpenAIBaselines (Dhariwal et al., 2017). To train the network, we use experience replay — minibatches of experiences are sampled from an experience replay buffer of a fixed size. The feature vector at each state is computed based on the distance of every object from the agent. We use feedforward networks with 2 hidden layers and 64 ReLu units, trained using an Adam optimiser with a learning rate of 0.0001. At every step, the DQN network learns by randomly sampling 32 transitions from the replay buffer. We set the size of the buffer to 25,000 and update the target network at every 100th step and use a discount factor of 0.9. Once trained, this function approximation allows us to get optimal actions at every state for a given LTL task. This entire path taken (i.e., the sequence of actions) for each instruction is evaluated as explained in the next section.

5 Experimental Evaluation

In this section we explain the environments and evaluation metrics, that attempt to evaluate not only the final goal location, but the entire path.

5.1 Environments and Data

SAIL from MacMahon et al. (2006) is a navigation dataset containing route instructions annotated with trajectories for three different environments, of varying size. An environment is composed of connected hallways with different floor patterns (grass, brick, wood, gravel, blue, flower, or yellow octagons), wall paintings (butterfly, fish, or Eiffel Tower) and objects (hat rack, lamp, chair, sofa, barstool, and easel) at intersections. The challenge of learning to ground natural language stems from the fact that instructions given by humans are complex, free-form and of variable length (either 3,266 single sentences in isolation or 706 full paragraphs). While this task and dataset bear superficial similarity to others (Anderson et al., 1991; Bugmann et al., 2001), the language and paths required here are quite different — the proportion of instructions to actions is much higher, the interpretation of language is highly compositional and instruction length varies widely. SAIL has therefore been the subject of focused attention in semantic parsing, resulting in a range of different approaches that attempt to plan in such settings.

5.2 Evaluation Metrics

To evaluate models on the SAIL dataset, previous works compare the agent’s end state to a labelled state \( s' \) i.e., the end point of the ground-truth trajectory, for all (single and multi-sentence) instructions in the test set. As explained in this section, we propose additional evaluation metrics to compare the entire path rather than just the goal location.

To directly compare our approach with existing work, we measure the goal-state accuracy i.e., the ability of the model to reach the same location in the environment as the ground-truth trajectory. Unlike prior work, we also propose
walk past both the lamp and the easel until you get to the red brick corridor

METRICS
Goal state accuracy: 100%
Precision: 36.36%
Accuracy: 91.66%
Recall: 44.44%
Edit distance: 5

Figure 4: Example paths that require more fine-grained evaluation than just final goal location. While the path on the right gets perfect accuracy under a metric evaluating final locations, it is incorrect in that it doesn’t follow specified constraints.

6 Results

Comparison to prior work: We compare our model to existing approaches that report final goal-state accuracy on the SAIL dataset. Most similar to our approach is the model from Artzi and Zettlemoyer (2013) that trains a CCG semantic parser supervised by trajectories. Other methods include algorithms supervised with logical forms (Chen and Mooney, 2011; Chen et al., 2015) that learn semantic parsers for instructions as well as ones that involve strategies for online learning of lexicons (Chen, 2012) and ones that use contextual information (Chen et al., 2010) for better language understanding. We also compare to the supervised alignment-based models (Andreas and Klein, 2015) that build grounding graph representations to execute instructions and neural sequence-to-sequence models (Mei et al., 2016) that translate language to actions in the environment.

<table>
<thead>
<tr>
<th>System</th>
<th>Single</th>
<th>Multi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen and Mooney (2011)</td>
<td>54.4</td>
<td>16.18</td>
</tr>
<tr>
<td>Chen (2012)</td>
<td>57.28</td>
<td>19.18</td>
</tr>
<tr>
<td>+ additional data</td>
<td>57.62</td>
<td>20.64</td>
</tr>
<tr>
<td>Kim and Mooney (2012)</td>
<td>57.22</td>
<td>20.17</td>
</tr>
<tr>
<td>Artzi and Zettlemoyer (2013)</td>
<td>65.28</td>
<td>31.93</td>
</tr>
<tr>
<td>Andreas and Klein (2015)</td>
<td>59.60</td>
<td>-</td>
</tr>
<tr>
<td>Mei et al. (2016)</td>
<td>71.05</td>
<td>30.34</td>
</tr>
<tr>
<td>Ours</td>
<td>66.92</td>
<td>20.17</td>
</tr>
</tbody>
</table>

Table 2: Evaluation of systems on the SAIL dataset. The second and third columns show accuracies of the reaching the goal state for commands that take the form of single sentences or entire paragraphs.

Performance: Table 2 shows goal-state accuracy of systems on SAIL, while Table 3 shows evaluation metrics for paths produced, compared to ground-truth paths in the dataset. Table 2 compares to other work that is different in the form of supervision provided and model architecture used, but evaluates on the same end-task i.e., goal-state accuracy over the SAIL.
dataset. We see that our model has comparable performance to previous models in terms of navigating to the correct goal location. However, this metric can still reward incorrect paths (e.g., ones that violate specified constraints) as long as they end up in the correct final location. In Table 3 we compare to the best-performing model in terms of path accuracy. We see that our model outperforms the previous best-performing model when we evaluate the entire path taken. We furthermore analyse the type of natural language instructions that involve complex temporal constraints. We do this by taking all instructions in the dataset that contain natural language counterparts of temporal operators (e.g., until, eventually, finally, always..) and evaluate models specifically on this subset. These temporal sentences form 20% of the data (476) sentences. We see that our model that grounds to temporal logical form outperforms previous models under this finer-grained evaluation.

Table 3: For path evaluation, we evaluate precision, recall, accuracy (higher is better) and edit distance (lower is better), compared to the previous best model; Seq2seq refers to (Mei et al., 2016) while Ours is our weakly supervised method.

<table>
<thead>
<tr>
<th>Data</th>
<th>System</th>
<th>Prec.</th>
<th>Rec.</th>
<th>Acc.</th>
<th>ED</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Seq2seq</td>
<td>31.6</td>
<td>30.33</td>
<td>91.5</td>
<td>3.25</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>33.5</td>
<td>32.34</td>
<td>93.7</td>
<td>2.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1.9</td>
<td>+2.01</td>
<td>+2.2</td>
<td>-1.01</td>
</tr>
<tr>
<td>Temporal</td>
<td>Seq2seq</td>
<td>31.2</td>
<td>30.19</td>
<td>91.2</td>
<td>3.91</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>34.3</td>
<td>35.2</td>
<td>94.5</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+3.1</td>
<td>+5.01</td>
<td>+3.3</td>
<td>-2.64</td>
</tr>
</tbody>
</table>

Complexity: An important contribution of our approach is the efficiency of our feedback mechanism over previous execution models. Previous work built execution models for CCG parses of instructions, while our work makes use of LTL progression to reward logical forms. Table 4 shows the difference in complexities for either progressing an expression along a sequence of truth assignments as opposed to executing it by building models for semantic types in the expression.

<table>
<thead>
<tr>
<th>World</th>
<th>Operation</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gridworld</td>
<td>progression</td>
<td>$O(</td>
</tr>
<tr>
<td></td>
<td>execution</td>
<td>$O(</td>
</tr>
<tr>
<td>LTL: at_lamp U o (at_chair)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCG: \lambda a. move(a) \land post(a, intersect (\lambda x. chair(x), you)) \land pre(a, front(you, \lambda x. lamp(x)))</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Comparing complexities of different feedback systems in navigation domains i.e., progression vs. execution for LTL forms or a CCG parse.

7 Conclusion

In this paper we use a weakly supervised semantic parsing model to ground natural language to temporal logical form — a formal language that allows handling of complex, temporal events that are typically unable to be handled by most (traditionally Markovian) methods. We propose a more fine-grained evaluation of the path taken, rather than just the goal location, and show that our approach more closely adheres to path constraints than all previous models, while also showing comparable performance on reaching the goal location. While the SAIL navigation dataset was not specifically constructed with these temporal, sequential constraints in mind, the fine-grained evaluations show our method allows dealing with these naturally occurring constraints better than previous state-of-the-art methods. Future work involves incorporating the structure of LTL to jointly learn logical forms and execution models, especially in domains that specifically require temporal reasoning.
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