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Model system events as tuples in a streaming, distributed dataset

Dynamically evaluate relational queries over this dataset

Join based on Lamport’s happened-before relation

Happened-before Join (      )

Pivot Tracing
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From incr In DataNodeMetrics.incrBytesRead
Join client In First(ClientProtocols) On client -> incr
GroupBy client.procName
Select client.procName, SUM(incr.delta)
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From incr In DataNodeMetrics.incrBytesRead
Join client In First(ClientProtocols) On client -> incr
GroupBy client.procName
Select client.procName, SUM(incr.delta)

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u
t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

]

0

50

100

150

200

0 5 10 15

MRSORT100G HSCAN
MRSORT10G HGET

FSREAD4M
FSREAD64M

HBase

HDFS

MapReduce

Happened-before Join (      )

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

]

0

50

100

150

200

0 5 10 15

MRSORT100G HSCAN
MRSORT10G HGET

FSREAD4M
FSREAD64M

(“DataNodeMetrics”, delta=10, host=“Hop01”, …)

(“ClientProtocols”, procName=“HGET”, …)

Client
Protocols

DataNode
Metrics

18



From incr In DataNodeMetrics.incrBytesRead
Join client In First(ClientProtocols) On client -> incr
GroupBy client.procName
Select client.procName, SUM(incr.delta)

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u
t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

]

0

50

100

150

200

0 5 10 15

MRSORT100G HSCAN
MRSORT10G HGET

FSREAD4M
FSREAD64M

HBase

HDFS

MapReduce

Happened-before Join (      )

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

]

0

50

100

150

200

0 5 10 15

MRSORT100G HSCAN
MRSORT10G HGET

FSREAD4M
FSREAD64M

(“DataNodeMetrics”, delta=10, host=“Hop01”, …)

(“ClientProtocols”, procName=“HGET”, …)

Client
Protocols

DataNode
Metrics

18



From incr In DataNodeMetrics.incrBytesRead
Join client In First(ClientProtocols) On client -> incr
GroupBy client.procName
Select client.procName, SUM(incr.delta)

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u
t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

]

0

50

100

150

200

0 5 10 15

MRSORT100G HSCAN
MRSORT10G HGET

FSREAD4M
FSREAD64M

HBase

HDFS

MapReduce

Happened-before Join (      )

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

]

0

50

100

150

200

0 5 10 15

MRSORT100G HSCAN
MRSORT10G HGET

FSREAD4M
FSREAD64M

(“DataNodeMetrics”, delta=10, host=“Hop01”, …)

(“ClientProtocols”, procName=“HGET”, …)

Client
Protocols

DataNode
Metrics

18



From incr In DataNodeMetrics.incrBytesRead
Join client In First(ClientProtocols) On client -> incr
GroupBy client.procName
Select client.procName, SUM(incr.delta)

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u
t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

]

0

50

100

150

200

0 5 10 15

MRSORT100G HSCAN
MRSORT10G HGET

FSREAD4M
FSREAD64M

HBase

HDFS

MapReduce

Happened-before Join (      )

Time [min]

0

50

100

150

200

0 5 10 15

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

] Host A Host E
Host B Host F
Host C Host G
Host D Host H

Time [min]

H
D

F
S

 T
h

ro
u

g
h

p
u

t 
[M

B
/s

]

0

50

100

150

200

0 5 10 15

MRSORT100G HSCAN
MRSORT10G HGET

FSREAD4M
FSREAD64M

(“DataNodeMetrics”, delta=10, host=“Hop01”, …)

(“ClientProtocols”, procName=“HGET”, …)

Client
Protocols

DataNode
Metrics

18

(procName=“HGET”, delta=10, …)



Design & Implementation
Pivot Tracing Pre-requisites

19



Design & Implementation
Pivot Tracing Pre-requisites

Dynamic instrumentation PT Agent

19



Design & Implementation
Pivot Tracing Pre-requisites

Dynamic instrumentation

Causal tracing Baggage

PT Agent

19



Causal tracing Baggage
19



Process

Tenant

Workload

Request

Causal tracing Baggage

Baggage is a Key:Value container propagated alongside a request

• Generalization of metadata in end-to-end tracing
• One instance per request
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PT agent thread that runs inside each process
• Javassist for dynamic instrumentation

• PubSub to receive commands / send tuples

Baggage library for use by instrumented system
• Data format specified using Protocol Buffers

Front-end client library
• Define tracepoints and write text queries

• Compile queries to advice 

• Submit advice to PT agents

PT Agent

A1

B1

A

B

Pivot Tracing
Front End
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Application level benchmarks: baseline 0.3% overhead

• No overhead for queries / tracepoints until installed

• With queries from paper installed
Application level benchmarks: max 14.3% overhead

(CPU-only lookups)

Largest baggage size: ~137 bytes
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• Seamlessly add correlations between multiple components
• Very specific, one-off metrics
• This experiment: 1.5% application-level overhead
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Standing basic queries Potential to dig deeper

Dynamic Causal Monitoring for Distributed Systems

Jonathan Mace Ryan Roelke Rodrigo Fonseca

Tracepoint A
Class: A
Method: A1()

Tracepoint B
Class: B
Method: B1()
Exports: “delta”=delta

From a In A
Join b In B On a -> b
GroupBy a.procName
Select a.procName, SUM(b.delta)

Advice A1
OBSERVE procName
PACK procName

A

Advice B1
OBSERVE delta
UNPACK procName
EMIT procName, SUM(delta)

B
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