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Abstract

Stochastically assembled nanoscale architectures haveotiential to achieve device densities 100
times greater than today’s CMOS. A key challenge facing tenfmologies is controlling parallel
sets of nanowires, such as those in crossbars, using a nwdermber of mesoscale wires. Three
methods have been proposed to control NWs using a set of mhkcpdar mesoscale wires. The first is
based on nanowire differentiation during manufacture,stheond makes random connections between
nanowires and mesoscale wires, and the third, a mask-bggedagh, interposes high-K dielectric
regions between nanowires and mesoscale wires. All thréeessing schemes involve a stochastic step
in their implementation. In this paper we analyze the maabel approach and show that a large number

of mesoscale control wires is necessary for its realization

Index Terms: Emerging technologies, memory structures, stochasticesses

. INTRODUCTION

The crossbar, a simple but well-known connection netwodkststs of two orthogonal sets
of parallel wires (see Figure 1). Switches are positionedhat crosspoints defined by the
intersections of pairs of wires. Crossbars can be used ashsmgt networks, memories, and
programmed logic arrays.

Chemists have developed methods to assemble nanowires (MWsjrossbars [1], [2], [3],
[4]. They have realized switches by placing a thin layer stdddle molecules, such as rotaxanes or
[2]-catenanes, between two orthogonal sets of NWs [5], [8],\When a large positive or negative
electric field is applied between two orthogonal NWs, the mulies at their crosspoint become
either conducting or nonconducting. A smaller electricdfiiehn then measure the conductivity
of the crosspoint without changing it.

A number of methods have been devised to produce NWs using-ligpa-solid (VLS)
processes [8], [9], nanoimprinting [10], superlattice N\ttprn transfer (SNAP) [2], and nano-
lithography [11], [3]. NWs produced through VLS can be diéfetiated. They can be grown with
different electrical or chemical properties before beitmckastically assembled into crossbars.
NWs produced by the other three methods are undifferentiated

Both differentiated and undifferentiated NWs must interfath larger mesoscale technology.
An important challenge is to control individual NWs with mesale wires (MWSs) without losing

the high crosspoint density NWs allow. This challenge can beby a) positioning MWs at right
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Fig. 1. A crossbar formed from two orthogonal sets of NWs with prognable molecules (PMs) at crosspoints defined by
intersecting orthogonal NWs. NWs are segmented into contact groupecied to pairs of ohmic contacts (OCs). To activate
a NW in one dimension, a contact group is activated and MWSs are usechtbivdge all but one NW in that group. Data is
stored at a crosspoint by applying a large electric field across it. Datangedevith a smaller field after disconnecting OCs
using the two additional MWs.

angles to the NWs and b) using MWs to apply electric fields totljgloped regions of NWs.
The application of an electric field to an exposed lightly e@pegion drives the conductance of
that NW low. (See Fig. 2.) In other words, NWs combined with MW field effect transistors
(FETs). Turning on a subset of the MWs turns off some subseheNWs.

A decoderis a circuit that addressdteaves conductingbne NW (or a desired subset of
NWSs) by associating it with some subset of MWSs. As explained eati®n Il, the following
three methods have been proposed to control NWs with MWs: ay glifierentiated NWs
containing lightly doped regions then place a random subistte NWs on a chip using fluidic
self-assembly [13], [14]; b) make random contacts betwe&sMind undifferentiated NWs [15],
[16]; and c) randomly place lithographically defined higtdi€lectric regions between MWs and
undifferentiated lightly doped NWs [17].

The number of MWs needed to contrtl NWs with high probability has been determined
analytically for the first [18], [19], [20] and second methfib], [20], [16]. Here we analyze

the third method, which is implemented using a randomizedkniiased decoder. We show that
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Fig. 2. A method for addressing six differentiated modulation-doped N8, ..., nws} with four large mesoscale wires
(MWs) {mw1, ..., mws}. The lightly doped regions of each NW are highlighted. A NW is noncondgdfiit has a doped
region adjacent to a MW carrying a high electric field. If exactly two of ther iMWs carry a high field, exactly one of the
six NWs conducting. This idea is developed in [12].

for very reasonable assumptions it requires a large numbieh\ds.

Mask-based decoders (see Section Il) are designed to wahkumdifferentiated NWs pro-
duced by nanoimprinting [10] or the SNAP process [2], [11je$e decoders use lithographically
defined mesoscale rectangular regions of high-K diele¢ime call theseLRS) to allow each
MW to make some subsets of the NWs nonconducting (see FigureitBpgraphy, however,
puts a lower limit on the size of such regions. The smallegiores must be randomly shifted
to ensure all pairs of adjacent NWs are controlled by diffeserbsets of MWSs. This makes it

possible to address individual NWs, but requires a large murob MWs, as we show.

A. Overview of the Paper

In Section Il we describe three methods of addressing NWs Mitkis: a) “encoded-NW
decoders,” b) “randomized-contact decoders,” and c) “rissed decoders.” In Section Il we
model the control MWs exert over NWs. We then focus specificatiynasked-based decoders,
giving a condition that LRs must satisfy in order for each NWbtaddressed individually.

Methods for manufacturing undifferentiated NWs and massebadecoders are described in
Section IV. The limitations on photolithography that leaduncertainties in the placement of
LRs are examined and modeled probabilistically. This moslalsed in Section V to begin an
analysis of the “randomized-cycle mask-based decoder.” In this decoder, groups ofcadja

NWs are connected to ohmic contacts. A mask-based decodezrisused to control individual
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NWs within each group. Our goal is to determined how many MWsageired to individually
address each NW.

In Section VI we present and analyze three models for thearmnplacement of LRs that
capture variation in LR placement as well as choices thatsagder has in transferring LRs
to a chip using one or several masks. These models are dbstiato three generalizations of
the standard coupon collector problem: a) the “coupon ctteproblem with failures,” b) the
“targeted coupon collector problem,” and c) the “multigeaargeted coupon collector problem.”
In the standard coupon collector problem ongbtoupons is selected with probability C' at
each trial. The problem is to determine how many indepentiei$ are required to collect all
coupons with high probability. Here we consider more gengrabability distributions.

Drawing on the results in Section VI, the performance of gredomized:-cycle mask-based
decoder is summarized in Section VII. Section VIII discssseveral practical considerations

for designing of mask-based decoders. Conclusions are dra8ection IX.

Il. ADDRESSINGNWS WITH MWs

This section describes three methods for addressing NWsMxtls. Each method assumes
that NWs are divided into groups of approximately 10 adjadéwits, calledcontact groups
Each contact group is connected to a separate ohmic covithetn a NW is addressed, a contact
group is selected using standard CMOS circuitry, then allom& NW within the group is made
nonconducting by turning on some subset of the MWSs. All threghods of addressing NWs
with MWs introduce uncertainty with regard to which MWs addreghich NWs. Thus, each

method requires programmable circuitry to map externahyiraddresses to subsets of MWs.

A. Differentiated NW Decoders

Lieberet al have shown that differentiated NWs can be assembled intsloaos using fluidic
methods [13], [14]. When NWs are manufactured using a VLS @®idhey can be grown with
a pattern of lightly and heavily doped sections along theirgth [21], [22], [23], a process
known as “modulation doping.” Many copies of differentlytiganed NWs are collected in a
large ensemble and deposited on a chip. As a result, the NWacim@ntact group have doping

patterns selected at random from the larger ensemble. NWisdigitinct doping patterns can be
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individually addressed with MWs, as described in Fig. 2. Brnisoded-NW decodeis analyzed
in [18], [24], [19].

Dehonet al show that allvV- NWs can be individually addressed more than 99% of the time
usingM MWs whenM > [2.2 log, N'|+11 [18]. Three other addressing strategies are explored
by Gojmanet al [24], [19]. These include a) individually addressing halftbe NWs in each
contact group and b) addressing each NW doping pattern ieastp contact groups. Their
analysis indicates that these two strategies require less than the strategy that requires all
NWs within each contact group be addressable [18]. A new tgakenfor encoding of NWs
through the use of shells of different types has also beepgsex and shown to be competitive

with modulation doping [25].

B. Randomized Contact NW Decoders

The randomized-contact decodemwas proposed by Williams and Kuekes [15]. It contrdls
NWs with M MWs by making random contacts between them with probability/@. They
state thatM > 5log, N MWs suffice to provide unique addresses to &IINWs [15]. This
method has been analyzed empirically and approximately doygtét al [16] who show that the
probability that all NWs in a contact group are controllabses rapidly to near 1 a8/ increases
from slightly less thantlog, N to slightly more thartlog, V. They also explore the number
of MWs needed when contacts are imperfect. Rachlin and Savage done a mathematical
analysis of this model and derive bounds on the number of MVeédler to ensure that all NWs

are controllable with probability at leas$t— ¢ [20].

C. Mask-Based NW Decoders

The third decoder [26], [17], called mask-based decoderplaces lithographically-defined
high-K dielectric regions in between MWs and lightly doped NWsan LR lies between a
set of NWs and a MW, those NWs are made nonconducting by that M@hwhcarries a
sufficiently strong electric field. Manufacturing consivai limit the precision with which LRs
can be placed. These manufacturing constraints are deddoilow.

An idealizedlogarithmic mask-based decoderis shown in Figure 3 (a) [27]. This decoder
usesk pairs of MWs to controlV = 2¥ NWs. Forl < j < log, N the two MWs in the;*" pair

each lie over a row of’~! evenly spaced LRs. These two rows of LRs cover complementary
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Fig. 3. Three mask-based decoders in which horizontal MWs lie amersisal NWs. The dark gray rectangles indicate the
locations of high-K lithographically-defined dielectric regions (LRs) urtie MWSs. The regions under a MW determine which
NWs become nonconducting when that MW carries an electric field. (aparithmic mask-based decoder which ugésg N
MWs to select one ofV NWs. (b) A hybrid mask-based decoder in which rows of the smallesiufaaturable LRs are shifted
and repeated to provide control over individual NWs. (c) A randothimask-based decoder in which small groups of NWs are
connected to an ohmic contact (bottom).

halves of the NWs (See Figure 3(a)). When a field is applied toafrike two MWs in a pair,
exactly half of the NWs are turned off. Each pair of MWSs turns ludilf of the NWs left on
by the previous pair. This allows a logarithmic mask-basedoder to select exactly one NW
to remain conducting when a field is applied to one MW in eachhefk pairs of MWs. A
logarithmic mask-based decoder thus assigns a uniquessdidreach of thév undifferentiated
NWs using2log, N MWs.

Unfortunately, the logarithmic mask-based decoder isedsible. It requires that LRs have
lengths that are equal to the pitch of NWs and that the postiotieir boundaries be tightly
controlled, characteristics that cannot be met with litaply. As an alternative Beckmaat al
have proposed thhybrid decoder [17] to cope with this uncertainty. (See Figure 3 (b).) This
decoder has linear and logarithmic portions.

The logarithmic portion is a logarithmic mask-based decdtat resolves the set of active
NWs down to a small contact group af NWSs. In the linear portion of the hybrid decoder the
goal is to have one LR left boundary and one LR right boundallyiri the space between each

pair of NWs. If each LR has length exactly equalwtoNW pitches,2w rows of LRs would
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suffice to allow fields to be applied to MWs so that one NW in a $etydNWs is active and
the rest inactive, a condition derived in Section IlI-A.

We refer to the2w rows of evenly spaced LRs, where each row is offset by one NVWh pit
from the previous rows, asne cycle Because this type of precision isn't possible at the
nanometer scale, multiple cycles are needed to ensure itlahigh probability both left and
right LR boundaries fall between pairs of NWs. (See Figure)3 (/e refer to these cycles as
a randomized n-cycle linear decoder

Since the placement of LRs is difficult to control at the nan@necale, it is more likely
that the logarithmic portion of the mask-based decoder vdad replaced by conventional
lithographic-scale decoder in which contact groupsvoNWs are connected to pairs of ohmic
contacts and one contact group activated at a time by thisdgecA randomized.-cycle linear
decoder is then created for each contact group, all of whiglesthe same set of MWs. We call

this arandomized n-cycle mask-based decodeand analyze its performance in Section VII.

[11. CRITERIA FORNW ADDRESSABILITY

In all of the decoders described in Section Il, turning on a MWreases the resistance of
some random subset of NWs. When multiple MWs are turned on, ttreases in resistance
introduced by each M\Wadd. When a NW is addressed, its resistance must be much &ss th
the resistance of alb — 1 other NWs in the same contact growmen combined in parallel.

When all MWs are turned off, let,,, denote the maximum resistance of any one NW. A
MW controls a section of a NW if, when turned on, it increases the NW's tatalstance by
an amount much larger thanr,,,,. This ensures that when a MW is turned on, the combined
resistance of the NWs it controls is greater than the resistaf the NW being addressed. The
section of the NW under that MW is said to bentrollable. Conversely, the section of a NW
under a MW isnoncontrollable if the MW increases a NWs resistance by an amount much less
thanr,,,. Finally the section immbiguousif it is neither controllable nor noncontrollable.

A MW controls, does not affect or is ambiguous with respect toa NW if the NW has
a section that is controllable, noncontrollable or ambigianderneath that MW. A NW,, is
individually addressableif there exists some subset of MWS, such that every MW irb does
not affectn; and every other NW in the same contact group:ass controlled by at least one
NW in S.
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A. Conditions for NW Control in the Linear Decoder

In a mask-based decoder, the locations of the LRs determirghWwiWs control which NWs.
Consider adjacent NWs, andn;, wheren, is to the left ofn,. If a LR under a MW has a
left boundary betweem, and n,, the section ofn, under the MW is uncontrollable and the
section ofn, under the MW is controllable. As the LR’s left boundary moveghtward there
is a point at which the section of, goes from being controllable to ambiguous. Similarly,
as the boundary moves leftward there is a point at which tleéose of n, goes from being
noncontrollable to ambiguous. The region between thesdims is called thenterNW region.
The following condition ensures that all pairs of NWs in a groof consecutive NWs are

individually addressable.

Lemma Ill.1 Assume that the length of and separation between LRs bothaspeastw NWs.
All NWs in a group ofw consecutive NWs are addressable if and only if the left boyndad
right boundary of two different LRs fall in the interNW regiossaciated with each of the — 1
pairs of consecutive NWs.

Proof: A NW n; is individually addressable if and only if there exist a satbsf MWSs,
denoteds;, such that no MW inS; affectsn; and allw — 1 other NWs are controlled by at least
one MW in S;.

For the “if” case assume aflonsecutivepairs of NWs have left and right LR boundaries in
the interNW regions between them and consider an arbitrdhy /. There exists a MWmn,
that lies on top of a LR whose left boundary is in the interNWioe to the right ofn,. Since
the LR must have a length spanning at leasNWs, MW m, controls all NWs in question to
the right ofn,. Similarly, there exists a MWh, that lies on top of a LR whose right boundary
is in the interNW region to the left of,. This MW controls all the NWs in question to the left
of n,. The setS, = {m,, my} individually addresses,.

For the “only if” case, assume all NWs are independently askdiele. Consider any two
adjacent NWsp, andn,, wheren, is to the left ofn, and I,, is the interNW region between
them. If n, is individually addressable, there must be a MW n that controlsn, but not
n,. This implies that the LR under this MW has its left boundany/j,. Similarly, sincen, is

individually addressable, there exists a MW that contrgldut notrn,, and thus some LR has
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its right boundary in/,, as well. [ |

This lemma proves that consecutive NWs are controllable when right and left LR b@uies
lie in each ofw — 1 interNW regions. As explained in Section IV, LR boundaries placed
stochastically.Consequentlymany rows of LRs are necessary to ensure that these conditions
hold with high probability.

This closely resembles the classioupon collector problemin which a random “coupon”
(here an interNW region) is collected at eachlotrials (here LRs). One then asks how large
T must be for each coupon to be collected with high probabititis well-known that7" must
be proportional ta” In C. In Section VI we introduce variants of the coupon collegiooblem

that are relevant to the randomized mask-based decoder.

IV. STOCHASTICASSEMBLY OFMASK-BASED DECODERS

The randomized mask-based decoder can be used to contrdy@ayf long, straight and
uniformly-spaced, lightly doped semiconducting NWs. Thesadder was first proposed for use
with NWs produced by the superlattice nanowire pattern feamaethod (SNAP) [2]. It can also
be used with NWs grown by nanoimprinting [10], [7].

SNAP uses molecular beam epitaxy (MBE) to make a GaAs/AlGaderattice from which
the AlGaAs layer is etched back, creating a sawtoothed blac&. Metal is deposited through
evaporation on edges and pressed onto an adhesive layelicam.sAfter the superlattice is
removed, metallic NWs remain attached to the silicon. Thesgallict NWs are used as a
nanometer-scale mask for a thin silicon layer residing gnabsilicon oxide to produce silicon
NWs [11]. SNAP has also been shown to produce very longnf233 small (8-1G¢m), and
largely defect-free NWs having a uniform pitch (1689 that can be deposited on a chip with
each application of SNAP

In more recent experiments [17] SNAP has been used to cremt@rray of 150 silicon
NWs with width 133:m and pitch 3éims. To produce lightly doped NWs, the silicon is doped
before metallic wire deposition and silicon NW etching. &ftexposing silicon NWs, a light
etching is done to remove the top few nanometers so that thandi@oncentration is reduced
to a controllable level. Control over groups of consecutiveNdVs was demonstrated using

lithographically produced high-K dielectric regions.
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A. LR Manufacture

To deposit LRs on a chip using lithography one or more maskscanstructed containing
multiple rectangular openings. When openings are first madeasks, a one-time process, the
separation between the rectangésswell as their sizean vary somewhat from their intended
values. Additionally, when masks are used, it is difficulictmtrol the precise alignment of the
openings with the NWSs. The offset of a mask from its intendezhtion may be large.

After light is passed through the openings in a mask onto dopésist, an etching process
either removes the lithographically defined regions (paesiphotoresist) or their complement
(negative photoresist). The duration of the etching precesich cannot be precisely controlled,
causes variation in the length and width of the LRs.

Let p denote the pitch of the NWs. We refer to the intended locatioa bR’s right or left
boundary, relative to the NWs, as its nominal location. Maiain mask manufacture, mask
placement, and mask application, all cause a LR’s endpoiéry from its nominal location. In
the absence of variatioRu left and2w right LR boundaries suffice to create a perfect 1-cycle
linear decoder (see Lemma lll.1). Variation, however,adtrces the need for multiple cycles,
which we assume are placed using one or more masks.

E-beam lithography is currently too expensive for mass gectidn, but it sets a limit on the
best possible conditions. Using it a) masks can be offset@yo5L0hnms from their intended
locations, b) the length and relative placement of rectirgmask openings can vary by 5 to
10 nnms from their intended locations on a mask, and c) etching otgksist can increase the
length of LRs by up to s on a chip [28]. If photolithography is used, the longer wergth
of the radiation results in larger variations in these pat@ns. Uncertainty in mask placement

and variation in mask manufacture are independent of the dofdithography employed.

B. Modeling Variation in Mask Placement

Let d,ss be the offset of a mask from its ideal location which we assume places the
nominal locations of LR boundaries at the midpoint betwe&ksNd, is defined in terms of
the location of a particular but arbitrary LR boundary tha @all thecanonical LR boundary,
LRy. (See Figure 4.) Itl,;; can be large relative to a NW pitgh as we assume is the case,
then the assumed uniformity in the placement of NWs allowsouseplaced,; by the phase
difference @ which is restricted to the intervalp/2 < 6 < p/2. Note thatd = 0 corresponds
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Fig. 4. Each LR has a nominal location on a mask indicated by dashedlimastual location depends on random peturbances
in endpoints denoted by random variablgs, }. The location of a mask containing LRs is specified by relative offsgf to

a canonical LR denoted LR Also note in this figure§ = p/2, w = 4, and full cycle of LRs would consist dfw = 8 rows.
LEFT BOUNDARY OF LR, SHOULD BE IN THE SPACE BETWEEN NWs.

to the boundary LR being at the middle of the space between two NWSs. It is not itamor
which two NWs it lies between.

Because we assume that the variatiorlgf; is large relative tgp, we modeld as a uniform
random variable (r.v.) over the interval [—p/2, p/2]. If the variation ind,;; is small, as
would be the case when the width and pitch of NWs is large, aumiorm distribution ind,

would be appropriate, a case that we ignore.

C. Modeling Variation in LR Boundary Placement

When 6 is fixed, uncertainties in LR boundary locations result francertainties in a) the
inscribing of rectangles on masks, b) the exposure of pheistr by electromagnetic radiation
through mask rectangles, and c) the photoresist etching, M@ collect all these variations in a
r.v., d, associated with each LR boundary. The actual location oR&bundary is determined
by 6, the offset of the nominal location of the boundary relativethe adjacent NWs, and,
the change in the position of the boundary relative to its inailocation.

We assume that has a symmetric probability distributiof(d) that decreases monotonically
with d from d = 0. This reflects the fact that small variationsdrare expected and variations
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are equally likely to be positive or negative. We also asstimae the r.v.s{d;} associated with
LR left and right boundaries are statistically independamd identically distributed.

Lemma Ill.1 states that for all NWs to be controllable, a LRntignd left boundary must fall
in each interNW region between each pair of consecutive NW&s.LIR boundary does not fall
into an interNW region, the LR boundary is saidféal. If a boundary does not fail, it may fall
in the interNW region closest to its nominal location, or soother interNW region. We refer
to the interNW region closest to the nominal location asttrgeted interNW region

For each LR boundary we lgt; () be theprobability, given a mask phase difference o®,
that a LR boundary moves i regions to the right (left) from its targeted interNW region,
when ¢ is positive (negative).Because the r.v.§d,} are statistically independent whénis
fixed, the conditional joint probability that LR boundaries a given mask fall into particular
interNW regions is the product of the(0).

The facts cited in Section IV-A suggest that a LR boundary valy by at most a few NW
pitches when the mask offséi; is fixed. That isg;(0) will be non-zero only for small absolute
values ofi. We assumep;(0) = 0 for i > w. Since the right (and left) boundaries of LRs under
the same MW are separated Bywp, only one such boundary has a nonzero probability of

landing in any particular interNW region.

D. Additional Sources of LR Boundary Variation

LRs can also be placed using a stamping process [28]. The LRsstanap could then be
inscribed using E-beam lithography and the stamp used phailtimes. Two issues arise in the
use of a stamp, a) uncertainties in the length and separatidiRs grow with the number of
stampings and b) large uncertainties arise in the anguientation of a stamp relative to NWs.
It is estimated that the latter could be as large as 20 to 3@edsgE-beantithography may
also introduce a small amount of angutarcertainty.

We do not explicitly model either the degradation of stamps the angular uncertainty
introduced by both stamping and E-beam lithography in tlaigep. We believe, however, that
these sources of variation can still be analyzed using ouheds. Both have the effect of
increasing the length of LR, and decreasing the amount ofespatween NWs. As a result,
the width of an interNW region shrinks because sections of NW& would otherwise be

noncontrollable become ambiguous. This in turn reducek p#e).
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V. ANALYZING THE RANDOMIZED MASK-BASED DECODER

The randomized n-cycle and mask-based decaders a standard CMOS decoder to activate
a contactgroup ofw NWSs. The high# dielectric regions are then used to turn off all but one
NW in a group.As described in Section II-C the regions are arranged aycles where a cycle
requires2w MWs. The randomizea-cycle decoder is designed to activate onevdNWs with
high probability. As shown in Lemma I11.1, this requires ba left and right LR boundary fall
into each of thew — 1 interNW regions.

During manufacture, the cycles of the decoder are placed using some number of masks.
Associated with each mask is a phase differeficéhed’s are uniformly distributed independent
random variables. Givefi, we know the nominal positions of all LR boundaries produbgd
that mask. We assume that each LR boundary varies indepisndéout its nominal position
according to some unimodal symmetric distribution certteae0.

We consider two models for assignment of cycles to maskshérfitst, thecoarse-grained
model, we assume that the LRs under each MW are on separate maslss.tfiisumodel has
2nw different masks and one phase difference r.v. per mgK, 1 < ¢t < 2nw}. In the second,
the fine-grained mode| we assume each mask places one or more cycles.

A randomizedr-cycle mask-based decodesis NV/w groups ofw NWs. The decoder controls
all N NWs if each NW in each set ab NWs is individually addressable. If there aremasks,
let @ = (64,...,0,,) denote the set ofn phase differences of these masks. Fot | < N/w,
let £;(0) denote thdailure to control all w NWs associated with thelth set of NWs given a
value for . Let F'(¢) be the event that some NW in some set\ofw NWs is not controllable.

It follows that F'(9) is the union of the events;(0), 1 <! < N/w. That is,

F(0) = Fi(@)U - U Fxu(@)

The unconditional probability of failure to control alV. NWs, P.(F), is the average of

P,(F(0)) over all them values of the phase difference.

P(F) = (1)m [ [ @) s,

P —p/2 —p/2

Below we use the principle of inclusion and exclusion to bouhF).
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Theorem V.1 The probability P, (F') has the following bounds whep < 1/2.

Q1-Q/2) <P(F) <@

whereQ = p="(N/w) [*17, - [*7, P(Fy(0)) by -~ db,.
Proof: When the principle of inclusion and exclusion is used, thed@@nal probability

P.(F(0)) has the following bounds.

Q) — > P(Fi(0) N Fu(0)) < P(F(0)) < Q(0)

l<m

HereQ(0) = fi/f” P.(F(9)). Because the conditioned everfigf) are assumed to be statisti-
cally independent?, (Fi(6) N F,(60)) = P,(Fi(6)) P, (Fu(9)).

Let Q be the average af(6), that is,Q = p= [*7, -+ [, Q(0) db; - -- df),,. Because the
eventsF;(0) are identically distributed) = (N/w)P,(F,(8)) whereP,(F,(0)) is defined below.

S — p/2 p/2
PE@) = [ [ P(R@)dd, - db,,

The sum in the above lower bound Haé/w)(N/w—1)/2 terms. Each tern®, (£;(0)) P.(F,,(8))
is a product of statistically independent and identicalistributed r.v.s. Thus, its average over
0 is (N/w)(N/w — 1) (mf/z Because) = (N/w)P.(F,(0)), this average becomes
((N/w —1)/(N/w)) Q*/2 which is less thar®)?/2, giving the desired result. ]

Since the goal is to mak@ very small,Q and P,(F’) are very close. In the remainder of this
paper we approximate the probability of failure to contribl & NWs by Q.

Recall thatF;(¢) is the event that between every pair«ofNWs we collect at least one left
LR boundary and one right LR boundary given the phase diffsgsf. Let L (R) be the event
that some left (right) LR boundary fails to be collected. i (L U R) is the probability that
one or the other type of boundary fails to be collected. lbofes that

max(P,(L), P,(R)) < P,(LUR) < P,(L) + P,(R)

Lemma V.1 The probability of a failure to collect both left LR and righR boundaries between
every pair of N NWs is within a factor of two of the probability of a failure to lsat just left
(or right) LR boundaries between every pair 8f NWs.

In light of the above factwe consider only the collection of left LR boundaries

February 16, 2007 DRAFT



16

In the next section we model the collection of LR left bounesras variants of the coupon
collector problem. When there is one mask for each LR undér K&, this problem is modeled
by the coupon collector problem with failures (Section VJ-AVhen all LRs are produced by
one mask, this is modeled by the targeted coupon collectiylgm (Section VI-B). In the final
case when multiple cycles are produced by multiple maslkspthblem is a multi-stage version

of the latter problem (Section VI-C).

VI. COUPONCOLLECTION

In this section we analyze three increasingly general mtgsiaf the standard coupon collector
problem: a) the coupon collector problem with failures,h® targeted coupon collector problem,
and c) the multi-stage targeted coupon collector problehes& generalizations are motivated
by the cyclic placement of LRs in mask-based decoders. Treeysed in Section VIl to analyze
the randomizedn-cycle mask-based decoder

A. The Coupon Collector Problem with Failures

In the classic coupon collector problem, one @fcoupons is randomly collected during
each of T trials. Trials are independent and each coupon is selecidprobability 1/C. We
introduce thecoupon collector problem with failure (CCF) in which on each trial either a
coupon fails to be collected with probabiliy; (this models a LR boundary that falls outside
of an interNW region) or a coupon is collected with probapilil —p;)/C. T' is chosen so that

all coupons are collected with high probability.

Theorem VI.1 Let'ccr be the probability of failing to collect al”’ coupons in7" trials when
each trial has probability of failurer; = 1 — p, and the probability of selecting th&" coupon
is p; = ps/C for 1 <i < C. Then,I'ccr and T' satisfy the following bounds:

2(1=2/2) <Toer < 2

wherez = C(1—p,/C)7. Letpcor = —C'In(1—p,/C). Whenz is small, minimizing: minimizes

the bound om'¢cc. Then,

Cln( ¢ ><T< Cln<c)
dccr Fecr(1+Tcer)) = 7 ¢ccr | WeTela
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whenTcor < V2 — 1. ¢ocr satisfiesp, < ¢ocr < ps(1 + p,/C) if C > 2. The bounds o’
are minimized by maximizingccc.
Proof: Theorem VI.1 is a special case of Theorem VI.2 below. Wheg- p,/C for all

r, z and ¢ are the same as defined above. [ ]

B. The Targeted Coupon Collector Problem

We further generalize the coupon collector problem by ahgweach trial to “target” a
certain coupon. We call this thlargeted coupon collector problem As before, trials fail with
probability ps, but when a failure does not occur, each coupon is collectul avprobability
that is a function of the distance of the coupon from the tadgéocation. Let, p1, ..., pc_1 be
these probabilities. Clearly; + >t p. = 1. The targeted coupon collector problem reduces
to the coupon collector problem with failures whgn= p,/C for all r.

Associated with each trial is a coupep 1 < j < T, that is targeted. The probability that
the j** trial collects thei*" coupon isp,; j, wherer (i, j) = (i —t;) mod C. This has the effect
of targeting the coupons in a cyclic fashion.

ConsiderC bins placed in a circle. At each @f trials, a ball is thrown from directly overhead.
A trial collects thei’* coupon if it lands in theé® bin. Each throw is aimed at a particular bin,
t;. The likelihood that a ball hits its target is always. The probability that a ball deviates
one bin to the right i%;. The probability that a ball deviates one bin to the lefpis ;. The
probability that a ball fails to land in any bin at all ig. Clearly in this model, the probability
that the ball hits a bin is independent ©of

As before, we wish to know how largé must be so that all coupons are collected with high
probability. We are free to assign any value to eaglbut we require these values to be chosen
in advance. Each; cannot be based on the outcomes of previous trials. In ouehveel assume
that each value of; is chosen an equal number of times and thais a multiple of C. This
is equivalent to cycling through all' coupons multiple times. Thus, we lgt= j mod C' and

call this thecyclic coupon collector problem (CCC).

Theorem VI.2 LetI'ccc be the probability of failing to collect al”’ coupons inT’ trials, 7" a
multiple of C, in the cyclic coupon collector problem when each trial hashability of failure

ps = 1 — p, and the probability of collecting thé" coupon on thej™ trial is p,(;;, where
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r(i,j) = (i —7) mod C. Then,I'cce and T satisfy the following bounds
2(1-2/2) <Tccc <z

where z = CTIS) (1 — p,)7/¢ = Ce%c0ccT/C and pece = — X0 In(1 — p,). Whenz is

small, minimizingz minimizes the bound ohiccc. Then,

Cln( ¢ ><T< Cln<0>
dcce LFccc(l1+Teee)) = 7 ¢ceoc I'ccce

whenToce < V2 — 1. py < ¢oce < ps + 3.0 p? whenp, < .5 wherep, = ! p,. The

bounds onl" are minimized by maximizingccc.
Proof: We use the principle of inclusion/exclusion. LEf be the event thai' coupon is
not collected aftefl" trials and letl'ccc = P(EpU ... U Eg_q).

We assume that coupons are targeted in a cyclic fashionFEldie the event that the”
coupon is not collected after trials. The probability that thé” coupon is not collected on the
j™" trial is (1 — p,(;5), wherer(i, j) = (i — j) mod C. In C' consecutive trialsy (i, j) will take
on every value from 0 t@' — 1. Since trials are independent,

Cc-1
P(E}) = l:[o (1-pr)
Now let E; be the event that th&" coupon is not collected in any of thg trials, 7" a multiple
of C. Since P(E;) = P(E!)"/°,

which is independent of.
Now boundP(Ej, N E;). Observe that thé'* andi** coupons are not collected on thé trial
with probability (1 — p,.;) — Praj)). Since(l —a—b) < (1 —a)(1=5), (1 = pr(ny) — Prig)) <

(1 = prnj)) (1 — priijy)- As before, overC' consecutive trialsy(h, j) andr(i, j) range over all

values from O toC' — 1. Reordering terms allows us to write,

c-1 c-1 T/C
P(E,NE)=PENE)<|T] @=p) I] Q@ -p) = P(E;)?
r=0 r=0
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Applying the principle of inclusion and exclusion we havaitth

C—

H

c—
P(E;) = > P(E; 2 <Tooe < Z

=0 h<i =0
Since Yy, P(E:)? < (S5 P(E )) /2, this yields the following bounds
2(1 — 2/2) S FCCC S z

wherez = Y9! P(E;). The inequalityz(1 — z/2) < 6 implies thatz < 1 — /1 — 20. In turn,
this implies thatz < §(1 + &) whend < v/2 — 1. Thus, ifToor < V2 —1

Feoe <2 <Teoee(l+Tece)

whenTcoe < V2 — 1. Substituting inz = C T[4 (1 — p,)"/¢ = Ce—¢cccT/C wheredeoe =
— >0 In(1—p,), gives,

¢ ln( ¢ > T < ¢ ln( ¢ )
Gccc Feco(l+Tece) ~ ¢ccc Tece/

Finally since—2(1+z) < In(1 — 2) < —v whenz < .5, X' p, < doce < S0 (pr + p2).

Thus,ps < dcce < ps + Sty p? whenp, < .5 wherep, = Y p,. |

It is of interest to know how sensitive the bounds ‘Bnare to the probability distribution
{po,p1,---,pc—1}- When all probabilities are the same, thatjs—= p,/C, the cyclic coupon
collector problem is equivalent to the standard couponectdr problem with failure. In this
case,pccc = —C'In(1 — p,/C') and the bounds are the same.

Now consider a distribution that is far from uniform, onettigconcentrated on just = 3
points. If py = p1 = p» = 1/4 andps = 3/4, thengccc = 31n(4/3) = .86. On the other hand,
dcor = —Cln(1 — p,/C) =~ p, whenC > 10 andp, ~ .5. In this casepcor ~ dccc and the
two bounds differ by a constant factor close to 1. Even if cuility to target specific coupons
is good, the bounds of' continue to grow a£’In(C'/§) where¢ is the probability of failing
to collect all coupons. Collecting all coupons remains dittic

C. The Multi-Stage Targeted Coupon Collector Problem

The targeted coupon collector problem is now generalizegh ttstages” where each stage

captures the variation introduced by using a new mask. Ihigxension of the cyclic coupon
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collection problem. In this problem, for some intedgr divisible by C, a stageis a set ofT),
trials where thej"" coupony;, is targeted’,/C times. Associated with each stage is a uniformly
distributed r.v.6 € [—p/2,p/2] such that the probability of collecting a coupon targetec at
location i places away i;(0), 0 < i < C' — 1, a continuous function of. Also, ps() =
1 —ps(0) =po(0)+---+pc_1(0) wherep,(0) is the failure to collect any coupon on one trial.
In addition, the stage r.v.8 = (0,0,,...,6,,) are statistically independent. We call this the
multi-stage targeted coupon collector problem

Because this problem models ancycle randomized mask-based decoder, we are free to
consider putting either one or multiple cycles on one stddels, we would like to know how
the failure probabilityl"y;,; = P(Ey U E; U...U Ec_1) depends on the number of cycles per

stage. We show that it is smallest when each stage contamsyate.

Theorem VI.3 Let I');5 be the probability of failure to collect all coupons in the Itvstage
targeted coupon collection problem with stages inT" trials when there arel}, cycles in the
p'" stage,T,, a multiple of C, 1 < y < m, andT = T} + - --T,, where the stage r.v.§ are

statistically independent. Theh,,s and 7" satisfy the following bounds.
2(1—2/2) <Tys <z

where> = Ce=<7/° and gus = — T, (41707, (0 (1 = pe(0,) ™ s,

¢ ln< ¢ ><T<Lln<g>
dms Pyvs(T+Twms)) = = dums Ias

whenToco < V2 — 1.

When:z is small, minimizing: (maximizinge,;s) minimizes the bound oh,;s. The quantity

z Is minimized by placing each cycle in a separate stage in wtadez satisfies the following

bound.
/2 Cc—-1

L T/C
2>C <—/ I1 (1 = p.(6,) d@,i>
P J=p/2 r=0
Proof: We use the principle of inclusion/exclusion in whiéh is the event that'® coupon
is not collected aftefl” trials and we letl"y;s = P(EyU...U E¢_1).
We derive bounds on the failure event conditioned on the é,vnamely,I"y/s(0) = P(Ey U

EyU...UEc_; | 68) and then average the bounds over all value8.of
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Let E¥ be the event that thé" coupon fails to be collected duririf, trials in the '™ stage.
It follows that E; = E! n---N E™ where{E}, E? ... E"} are statistically independent given

the parameter8. It follows that the conditional probabilities factor, asited below.
P(E; | 0) = P(E] | 61) - P(E" | )

To employ the principle of inclusion/exclusion we deriveaubd on the conditional probability
P(E,NE; | 6). Using the definition of these two events and the reasoning@rad in the proof
of Theorem VI.2 we have the following bound.

P(E,NE; | 64,05, ....0, H (E" | 6,)

Here P(E! | 0,) is independent of although it is dependent of),.
Averaging the bounds ovet and applying the reasoning of the proof of Theorem VI.2, we

have thatz(1 — z/2) < T'y;¢ < z where

1 m/p/2 /p/2 ¢ C m (1 p/2 )
z = — PE‘Z Qd_: 7/ E” 0
) [ [ srmina =3 I (; /7, P 1
m (1 rp/2 (C1 T,/C
— C H _/ <H (1 _pr(eu))> d@u — Oe_¢”fST/C
p=1 PJ=p/2 \ ;g

The latter result follows becauge(E! | 6,,) is independent of.
T,/C
A lower bound toz follows from a lower bound to! j”p/2 (1‘[ ' (1—p,(0, ))) df,,.

Holder’s inequality is stated below whei¢p +1/¢ =1 andp,q > 1.

/X f(y)g(y)| dy < (/X 1f(y)[? dy)l/p </X ]g(y)|qdy>1/q

Let X = [-p/2,p/2], fy) = (1% (1= p:(6,))) and g(y) = 1/p. Then, the inequality
becomes the following.

ol o2 P v /2 —q Ha p/2 1 p v
/_p/zgf(y)dyﬁ (/_pﬂf(y) dy) (/_p/zp dy) = </_p/2pf( ) dy)

Here we have used the fact thdyq) — 1 = —1/p. Consequently, whep =17, /C

1 /2 (CZ1 p/2 €1

— 1—p.(0 (1 —p.(0,))do
[ (M a-non) = (5 [T 0= no0m,)

P J=r/2 \ ;10
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This implies the following lower bound te.

T/C

= Cﬁll (% /p/2 [ (1= n(6) d9u>mc _c G /p/2 I (= p(6) d9#>

But this is the bound that applies when each cycle is placed sgparate stage. [ |

VIl. PERFORMANCE OF THERANDOMIZED n-CYCLE MASK-BASED DECODER

In this section we bound the number of MWs required to contioN&Vs in a randomized
n-cycle contact group mask-based decoder. We consider twiekndor random placement of
LRs a) thecourse-grained modelin which each LR is placed independently using a separate
mask, and a}he fine-grained modelin which LRs are placed using masks that contain one
or more cycle. The course grained-model provides a conbezvapper bound on the number
of MWs required to control all NWs with high probability. The ésgrained model provides an

upper bound on the number of MWs required using more optimatsumptions.

A. The Coarse-Grained Model

In the coarse-grained model each LR is placed on a separatk. i8amce we assume that
mask displacement can be at least 50f0this is comparable to the number of NWs (which
might be as small as ten but could be larger) that are expdotéall under the smallest LR.
Thus, one can view the LR boundaries as equally likely to lialiween any pair ofv NWs.
Only one of the two boundaries of a given LR falls within a seNWs. Thus, we can treat
each boundary displacement as a uniformly distributecbecause all of its variation is in the
displacement of the mask.

The randomizedn-cycle mask-based decodactivates one set oy NWs in a group and
contains one linear decoder with cycles for each group. Each linear decoder addresses one
NW by deactivating all but one of these NWs. Theorem V.1 provides tight bounds on the
probability P(F) that not all NWs can be addressed. This bound is the sum of dimpilities of
a failure to have a NW be addressable in one or more of\the sets ofw NWs. For each NW
to be addressable a left and a right NW boundary must fallennterNW region between every
adjacent pair of NWs. We consider only the collection of IeR houndaries and incur a penalty

of at most a factor of two, as explained at the end of Sectioihé probability that there is a
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LR left NW boundary between each pair of NWs is modeled by thgoa collector problem
with failures. The probability of failure to collect all cpans is bounded in Theorem VI.1. We
use the upper bound dh to obtain the following bound on the total probability of Itae,

P(F,,) for the coarse-grained case.

Theorem VII.1 The probability of a failure to address all NWs in the coarsaiged model,
P(F,,), satisfiesP(F,,) < e, whenT’, the number of MWs in the linear portion of the randomized

mask-based decoder, is chosen as follows.

TG (5

The smallest value df that satisfiesP(F,,) < € is close this value wheais small.

Proof: As shown in Section VP(F,,) is at most twice the sum of the probabilities of
failing to collect all LR left boundaries itV/w sets ofw NWs. That is,P(F.,) < 2(N/w)lccr
where'c¢r is the probability of failure to collect’ = w — 1 coupons when thé* coupon
is collected with probabilityp; = p,/C andp, = 1 — py wherep, andp; are the probabilities
of success and failure in collecting couponsZIifis chosen so thaf ccr = (ew)/(2N), then
P(F,.,) < e. We use the bounds of Theorem VI.1 to boufidwhenT'cecr = (ew)/(2N). In
particular, if 7" = p%ln (%) P(F,,) < e. By examining the steps in the approximations, it is
clear that this bound is tight whenis small. [ ]

Performance of the ModelThe numberT’ of MWs in the linear portion of the decoder to
ensure that the probability of failing to address &IINWs in the coarse-grained model is very
close to((w — 1)/ps)In(2N/e) whenw > 10, which is logarithmic in2N with an additive
term proportional to— Ine. The denominatop, is the probability that a LR boundary succeeds
in falling into an interNW region. Because an interNW regianslightly more than the space
between two NWsp, > .5. HenceT > 2(w — 1) In(2N/e).

Consider a concrete example in which there are- 10 NWs per group,N = 1,000, and
e = .01, that is, success is achieved in controlling &INWs with probability .99 or higher. In
this case,I’ > 220. This is a very large number of MWs.

This value forT" should be compared t6,; 47, the number of trials for the “all different”
encoded-NW decoder described in [18] where it is shown Tat; ;s > [2.2 log, N| + 11
suffices to controlN NWs with failure probabilitye = .01. Whenw = 10, N = 1,000,
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Tun.aifs = 33 MWSs can control 1,000 NWs with probability .99. The method o8][tequires
a very large number, of differently encoded NW types. In particular, may be more than
10,000. This number can be greatly reduced with a small effed” using decoding strategies
analyzed in [19].

As these calculations illustrate, the randomized maskdatecoder for the coarse-grained
model requires many more MWs to decodieNWs than other decoders whéw is 1,000 or

more. We now explore the case when multiple cycles are placeohe mask.

B. The Fine-Grained Model

In the fine-grained model several masks may be used. The rasle glifferences are indepen-
dent and uniformly distributed r.v.s. The displacement Bf houndaries are small and modeled
by the multi-stage targeted coupon collection problem. Ath whe coarse-grained model, the
problem of failure to address alV NWs, P(F},), is closely approximated bg(/N/w)I'ys
whereT',,s is the probability of failure to collec = w — 1 coupons when thé” coupon is
collected with probabilityp;(#) on a mask with phase differenée

As shown in Theorem VI.3, the probability of failure to calteall coupons in the multi-state
coupon collection problem is smallest when each cycle of M\&us in a different stage. We

summarize the result below.

Theorem VII.2 The probability of a failure to address all NWs in the fine-ged model
satisfies,P(Fy,) < e, whenT', the number of MWs in the linear portion of the randomized

mask-based decoder, is chosen as follows.

r- s (G ()

where¢,,s is defined below.
ows == (5 [ T 0= ni) )
P JI=p/2 2o
The smallest value df that satisfiesP(F,,) < € is close this value wheais small.
Proof: As with the previous proof, we observe th&(F,,) at most twice the sum of
the probabilities of failing to collect all LR left boundas in N/w sets ofw NWSs. That is,

P(F,.,) <2(N/w)I'ys wherel' s is the probability of failure to colleof” = w — 1 coupons in
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the multi-stage coupon collection problem when thecoupon on a mask with phase difference
¢ is collected with probabilityp;(#). The bounds of Theorem VI.3 ohys are z(1 — z/2) <
Iys < z wherez = (w — 1)e~usT/(w=1) Whenz is small, ¢,,5 is approximated by, which
provides the desired result. [ ]
The bound onI’ for the fine-grained case is identical to that given for tharse-grained
model except that the denominator tepmis replaced byy,,;s. Observe that),,s is increased

and T decreased if the product term in the definitionggfs is reduced.

Lemma VII.1 The factor¢,,s satisfies the following bound whepg(f) is the probability that
a LR left boundary falls into an interNW region.
ous <t (1= 1 [ poy a0
Proof: The proof follows from the fact tﬁ&(tip—/2a)(1 —b)>(1—a-0). u
Performance of the ModelGiven that a mask is uniformly distribute/l;lJ’fij ps(0) d is close
to 1/2 if the width and space of NWs are equal to one half the NWhpiThus,¢,,s is close
to In2 = .7. Sincep, from the bound for the coarse-grained case is about .5, weluaba that
the number of MWSs required is approximatély/.7) « 220 ~ 157. The randomized mask-based

decoder is inefficient even when the location of LR boundacan be tightly controlled.

VIIl. PRACTICAL CONSIDERATIONS

The mask-based decoder requires a large number of MWs tootaltrNWs with high
probability. In this section welescribeseveral practical considerations that may make mask-

based decoding more attractive.

A. Address Translation Circuitry

To use a NW crossbar as a memory, each external binary addnessbe mapped to a
different pair of orthogonal NWs. All three types of decoddescribed in Section Il introduce
uncertainty with regard which MWs address which NWs. As a tegubgrammable address
translation circuitry (ATC) is required to map binary addes to subsets of MWs.

When performing this mapping, we assume that each externahbiaddress is dividethto
high and low order bits. Each of these binary sequences ttosgeparately address a NW along

each dimension of the crossbar. ATC for each dimension ntepsupplied binary sequencs,
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to a contact group and a subset of MWsM. When the MWs inM are turned on, a NW in
o is addressed. The NW addressed by eBcmust be unique.

If each contact group has exactly addressable NWs, the mapping fraihto o is fixed, it
does not vary from decoder for decoder. Furthermore; i§ a power of 2, we can simply take
o to be the high order bits aB. For M, however, we cannot use the low order bitsiaf The
subsets of MWs used to address individual NWs varies from cobmgf@up to contact group,
and from decoder to decoder.

For eachB, the ATC must store a value fo¥1. The number of bits required for eagW is at
mostM, since any subset dff MWs can be specified usiny bits. M bits are necessary if most
of the 2™ subsets appear with approximately equal frequency. THisHor both differentiated
NW decoders and randomized contact decoders, whicl203€) = Q(log N) bits per address.

In mask-based decoders, however, each NW can be addressgduss two MWs, one MW
to turn off all NWs to its left, the other to turn off all NWs to itsght. Since eachM is a
subset of two MWs, it can be stored usi2gpg(M) = Q(log N) bits. Even though mask-based
decoders require a large number of MWSs, they do not requirefsigntly larger ATC than other

decoders.

B. Alternative Addressing Strategies

We have computed bounds on the number of MWs required so taat BV in every contact
group is addressable with high probability- . As explained in Section VII, this is equivalent
to requiring any given contact group have all NWs addressatile probability approximately
¢/(N/w). Here N/w, the number of contact groups, is on the order of 100.

As explained in [19] and [20], the number of MWSs can be reduteckirelax the requirement
that all NWs in all contact groups be addressable and mod&yAIFrC accordingly. One approach
is to require only most contact groups to have every NW addids. If only a small number
of contact groups fail to have every NW addressable, we aae gtach group that has failed in
the ATC, and have it skip these groups when mapping binaryeadds to contact groups.

This alternative addressing strategy is illustrated in fillowing example. Suppose every
contact group has every NW addressable with probabifibs. By computing the tail of a
binomial distribution withp = .955 and N = 100, one can show that, with probability .99, no

more than 10 of 100 contact groups fail. This only decreasesnimber of addressable NWs
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by a factor of 10 (fromNw to 0.9Nw), but since each contact group need only have every
NW addressable with probability)45, that is,e = .045, from the theorems in Section VII, the
number of MWs is reduced by a factor of 2 (compar& =9+ 100/.01) to In(2x9/.045)). This

still implies that more than 70 MWs are required, which is gigantly more than the number
required by other decoding technologies when using the sauhdeessing strategy. Under the
same conditions less than 30 MWs are necessary when eitharcadexl-NW or randomized-

contact decoder is used [19], [29].

IX. CONCLUSION

We have analyzed the randomizeetycle mask-based decoder, a new method for addressing
NWs by interposing lithographically defined high-K dielectregions between NWs and MWs
[17]. The process of placing LRs is stochastic due to two facta) the absolute location of
masks relative to NWs is difficult to control and b) small randwariations will occur in the
relative placement of LRs relative to one another. We havatedemodels for the stochastic
assembly of this decoder to account for these variations.

We have established conditions that LR boundaries mustfgdt ensure that all NWs in a
set ofw NWs can be individually addressed, namely, both a LR right laftdboundary must
fall between each pair of NWs.

We have modeled the satisfaction of this condition as thkecidn of coupons in variants of
the classical coupon collector problem. We have introdubege models, theoupon collector
problem with failures the multi-stage targeted coupon collector probleand themulti-stage
multi-stage targeted coupon collector problefhe first problem is the classical problem except
that coupons may fail to be collected. The second is like tisedxcept that over a series of trials
each coupon is targeted the same number of times althoughyneaupons may be collected
instead. The third is the same as the second except thatidle dre grouped into a series of
stages wherein the probabilities associated with coligctioupons in a stage are parametrized
with a different random variable for each stage. The coupmlector problems that we present
are of interest in their own right and may be useful in stugypnoblems unrelated to mask-based
decoding.

When our bounds are converted into numerical values repiegetypical cases, we find

that the randomized mask-based decoder requires almosdan af magnitude more MWs to
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address all NWs than the encoded-NW decoder. In both [19] 20[dif was demonstrated that

relaxing the requirement that all NWs in all contact groupsdéressable results in a substantial
reduction in the number of MWs. Although this is also true faxsk-based decoders, they still
require significantly more MWs than either an encoded-NW adaanized-contact decoder.

A key lesson to be learned from these results is that it iscdiffito individually address NWs
if it is very likely that two adjacent NWs either are both caliigd or both not controlled by
any given MW. A strong correlation of this kind is a key chaeaistic of the randomized mask-
based decoder. When NWs are differentiated before their mrs#ection for deposition on a
chip, this correlation disappears. A strong lack of cotrefais also exhibited by the randomized
contact decoder [15], [16}which requires fewer NWs.

X. ACKNOWLEDGEMENT

The authors are pleased to acknowledge fruitful convensatwith Benjamin Gojman.

REFERENCES

[1] Yong Chen, Gun-Young Jung, Doublas A. A. Ohlberg, Xuema LinBan R. Stewart, Jon O. Jeppeson, Kent A. Nielson,
J. Fraser Stoddart, and R. Stanley Williams. Nanoscale molecular-swiskbar circuits Nanotechnology14:462—-468,
2003.

[2] Nicholas A. Melosh, Akram Boukai, Frederic Diana, Brian Gerardmtonio Badolato, Pierre M. Petroff, and James R.
Heath. Ultrahigh-density nanowire lattices and circuigience 300:112-115, Apr. 4, 2003.

[3] Dongmok Whang, Song Jin, and Charles M. Lieber. Nanolithograping hierarchically assembled nanowire masks.
Nano Letters3(7):951-954, 2003.

[4] Zhaohui Zhong, Deli Wang, Yi Cui, Marc W. Bockrath, and Charld. Lieber. Nanowire crossbar arrays as address
decoders for integrated nanosysterSsience 302:1377-1379, 2003.

[5] C. P. Collier, E. W. Wong, M. Belohradgk F. M. Raymo, J. F. Stoddart, P. J. Kuekes, R. S. Williams, and J.€RtH
Electronically configurable molecular-based logic gat®sience 285:391-394, 1999.

[6] Charles P. Collier, Gunter Mattersteig, Eric W. Wong, Yi Luo, KristeewBrly, Jo& Sampaio, Francisco Raymo, J. Fraser
Stoddart, and James R. Heath. A [2]catenate-based solid state eledtyaiconfigurable switchScience290:1172-1175,
2000.

[7] G.Y.Jung, S. Ganapathiappan, A. A. Ohlberg, L. Olynick, Y. §h&/lliam M. Tong, and R. Stanley Williams. Fabrication
of a 34x34 crossbar structure at 50 nm half-pitch by UV-based ngmoitithography. Nano Letters 4(7):1225-1229,
2004.

[8] A. M. Morales and C. M. Lieber. A laser ablation method for synthedisrystalline semiconductor nanowireScience
279:208-211, 1998.

[9] Y. Cui, L. Lauhon, M. Gudiksen, J. Wang, and C. M. Lieber. Diaenecontrolled synthesis of single crystal silicon
nanowires.Applied Physics Letters78(15):2214-2216, 2001.

February 16, 2007 DRAFT



[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]
[29]

29

S. Y. Chou, P. R. Krauss, and P. J. Renstrom. Imprint lithdgyapith 25-nanometer resolutionScience 272:85-87,
1996.

E. Johnston-Halperin, R. Beckman, Y. Luo, N. Melosh, J. @reed J.R. Heath. Fabrication of conducting silicon nanowire
arrays.J. Applied Physics Letter96(10):5921-5923, 2004.

André DeHon. Array-based architecture for FET-based, nanoscaleogles. IEEE Transactions on Nanotechnolggy
2(1):23-32, Mar. 2003.

Y. Huang, X. Duan, Q. Wei, and C. M. Lieber. Directed assemHlyome-dimensional nanostructures into functional
networks. Science 291:630-633, 2001.

Dongmok Whang, Son Jin, Yue Wu, and C. M. Lieber. Largdestaerarchical organization of nanowire arrays for
integrated nanosystemalano Letters 3(9):1255-1259, 2003.

R. S. Williams and P. J. Kuekes. Demultiplexer for a molecular wicssiar network, US Patent Number 6,256,767, July
3, 2001.

Tad Hogg, Yong Chen, and Philip J. Kuekes. Assembling natesiauits with randomized connectiontfEEE Trans.
Nanotechnology5(2):110-122, 2006.

Robert Beckman, Ezekiel Johnston-Halperin, Yi Luo, JormatBa Green, and James R. Heath. Bridging dimensions:
Demultiplexing ultrahigh-density nanowire circuitScience 310:465-468, 2005.

André DeHon, Patrick Lincoln, and John E. Savage. Stochastic assembijplithegraphic nanoscale interface&EE
Transactions on Nanotechnolag®(3):165-174, 2003.

Benjamin Gojman, Eric Rachlin, and John E. Savage. Evaluatioesi§jd strategies for stochastically assembled nanoarray
memories.J. Emerg. Technol. Comput. Syst(2):73-108, 2005.

Eric Rachlin and John E Savage. Nanowire addressing in the fazeertainty. In J. Becker, A. Herkersdorf, A. Mukherjee,
and A. Smailagic, editor®2rocs. 2006 Int. Symp. on VLSlages 225-230, Karlsruhe, Germany, March 2-3, 2006.
Mark S. Gudiksen, Lincoln J. Lauhon, Jianfang Wang, David @itl§ and Charles M. Lieber. Growth of nanowire
superlattice structures for nanoscale photonics and electradatsire 415:617—620, February 7, 2002.

Yiying Wu, Rong Fan, and Peidong Yang. Block-by-block growftsimgle-crystal Si/SiGe superlattice nanowiré&ano
Letters 2(2):83-86, 2002.

M. T. Bjork, B. J. Ohisson, T. Sass, A. |. Persson, C. Thelander, M. Hyjridsson, K. Deppert, L. R. Wallenberg, and
L. Samuelson. One-dimensional steeplechase for electrons redNaed. Letters 2(2):87—-89, 2002.

Benjamin Gojman, Eric Rachlin, and John E Savage. Decoding chastically assembled nanoarrays. Arocs 2004
Int. Symp. on VLSILafayette, LA, Feb. 19-20, 2004.

John E. Savage, Eric Rachlin, AdbeHon, Charles M. Lieber, and Yue Wu. Radial addressing of naeswl. Emerg.
Technol. Comput. Sys®(2):129-154, 2006.

James R. Heath, Yi Luo, and Rob Beckman. System and mettsadi fw field-effect transistors for addressing nanometer-
scale devices, US Patent Application 20050006671, Jan. 13, 2005.

James R. Heath and Mark A. Ratner. Molecular electrorfids/sics Today56(5):43-49, 2003.

Dr. Rob Beckman of Caltech Department of Chemistry. Persoo@munication, 2005.

Eric Rachlin and John E Savage. Nanowire addressing with raizédrgontact decoders. Rrocs. ICCAD November,
2006.

February 16, 2007 DRAFT



