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Abstract

We envision a future in which the global economy and the Internet
will merge and evolve together into an information economy bustling with
billions of economically motivated software agents that exchange informa-
tion goods and services with humans and other agents. Economic software
agents will di�er in important ways from their human counterparts, and
these di�erences may have signi�cant bene�cial or harmful e�ects upon
the global economy. It is therefore important to consider the economic
incentives and behaviors of economic software agents, and to use every
available means to anticipate their collective interactions. We survey re-
search conducted by the Information Economies group at IBM Research
aimed at understanding collective interactions among agents that dynam-
ically price information goods or services. In particular, we study the
potential impact of widespread shopbot usage on prices, the price dynam-
ics that may ensue from various mixtures of automated pricing agents (or
\pricebots"), the potential use of machine learning algorithms to improve
pro�ts, and more generally the interplay among learning, optimization,
and dynamics in agent-based information economies. These studies illus-
trate both bene�cial and harmful collective behaviors that can arise in
such systems, suggest possible cures for some of the undesired phenom-
ena, and raise fundamental theoretical issues, particularly in the realms
of multi-agent learning and dynamic optimization.
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1 Introduction

We believe that, over the course of the next decade, the global economy and
the Internet will merge into an information economy bustling with billions of
autonomous software agents that exchange information goods and services with
humans and other agents. Agents will represent|and be|consumers, produc-
ers, and intermediaries. They will facilitate all facets of electronic commerce,
including shopping, advertising, negotiation, payment, delivery, and marketing
and sales analysis.

In the information economy, the plenitude and low cost of up-to-date infor-
mation will enable consumers (both human and agent) to be better informed
about products and prices. Likewise, producers will be better informed about
and more responsive to their customers' needs. Low communication costs will
greatly diminish the importance of physical distance between trading partners.
These and other reductions in economic friction will be exploited and con-
tributed to by software agents that will respond to new opportunities orders
of magnitude faster than humans ever could.

The agents we envision will not be mere adjuncts to business processes.
They will be economic software agents: independent, self-motivated economic
players, endowed with algorithms for maximizing utility and pro�t on behalf
of their human owners. From other agents, they will purchase inputs, such
as network bandwidth, processing power, or database access rights, as well as
more re�ned information products and services. They will add value to these
inputs by synthesizing, �ltering, translating, mining, or otherwise processing
them, and will sell the resultant product or service to other agents. In essence,
these agents will function as miniature automated businesses that create and
sell value to other agents, and in so doing will form complex, e�cient economic
webs of information goods and services that respond adaptively to the ever-
changing needs of humans for physical and information-based products and
services. With the emergence of the information economy will come previously
undreamt-of synergies and business opportunities, such as the growth of entirely
new types of information goods and services that cater exclusively to agents.
Ultimately, the information economy will be an integral and perhaps dominant
portion of the global economy.

Today's Internet is inhabited by a relatively modest assortment of software
agents, some of which play useful roles in electronic commerce. Two familiar
examples are shopbots, such as those at mySimon.comand DealPilot.com, which
collate product and price information to aid shoppers, and recommender sys-
tems, such as the one at amazon.com, which automatically suggests potentially
interesting items to shoppers. Almost all such agents interact directly with hu-
mans, and almost none of them behave as economic decision-makers in their own
right. Given this state of a�airs, how and why do we expect the information
economy to emerge?

The transition to the information economy will begin as an evolutionary
step. The tremendous pressures that have fueled the rapid growth of electronic
commerce in the last few years will continue to drive automation, and some of
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this automation will be encapsulated in the form of software agents. As they
grow in sophistication and variety, software agents will begin to interact, not
just with humans, but with one another. Interactions among agents will be
supported by a number of e�orts that are already under way, including stan-
dardization of agent communication languages, protocols, and infrastructures
by organizations such as FIPA [9] and OMG [21], myriad attempts to establish
standard ontologies for numerous products and markets (CommerceNet [5] being
one prominent player in this arena), and the development of various electronic
payment schemes such as IBM MicroPayments [13].

When interactions among agents become su�ciently rich, a crucial quali-
tative change will occur. New classes of agents will be designed speci�cally
to serve the needs of other agents. Among these will be \middle agents" [6]

that provide brokering and matchmaking services. By and large, middle agents
(and in fact virtually all agents) will charge for their services, both to prevent
abuse of their valuable resources and to provide income for their human own-
ers.1 Even functions that are not directly associated with commerce, such as
search engines or more sophisticated computational services o�ered by applica-
tion service providers, may be represented by agents that charge other agents
or humans.

Just as today's global economy functions as a decentralized mechanism that
adjudicates and satis�es the myriad con
icting needs of billions of human eco-
nomic agents, it seems plausible that the information economy could provide
coherency to an even larger population of economic software agents. However,
it would be dangerous to assume that theories and intuitions based on cen-
turies of experience with human economic agents will be directly applicable to
understanding, anticipating, and controlling the behavior of markets in which
software agents participate. In e�ect, we are contemplating the release of a new
species of economic agent into the world's economy | an environment that has
heretofore been populated solely with human agents. This new species may be
created in our image, but it will not behave exactly as we do. Economic software
agents will make decisions and act upon them more quickly than humans. While
they may be more expert at certain narrowly-de�ned tasks, they are likely be
less generally capable and 
exible than we are. Before unleashing them on the
world's economy, it is essential that we consider their economic incentives and
behaviors very seriously, and we must use every available means to anticipate
their collective interactions with one another and with us.

This survey reviews several recent results obtained by collaborators a�li-
ated with the Information Economies project at IBM Research2 on collective
interactions among agents that dynamically price information goods and ser-
vices. It describes how we have used the tools of modeling, analysis and sim-
ulation to provide insights into the interplay among dynamics, optimization,
and learning in agent-based economies. This work represents one aspect of a

1The currently prevalent means of supporting information resources on the Web | selling
banner ads | will not su�ce for agents unless they learn to read ads. It is unclear why anyone
would make the e�ort to endow agents with such a capability.

2See acknowledgments section and bibliography for a full list of collaborators.
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more comprehensive e�ort to understand and foster the transition to a global
agent-based information economy. The Information Economies project as a
whole encompasses theoretical work on agent-based economies, development of
software infrastructure and componentry for supporting economic agents, and
cooperative work on designing industry-wide standards for interoperability of
software agents and multiagent systems.

Section 2 gives an overview of recent work on dynamic pricing by agents,
and sets the stage for a detailed investigation of the dynamics of an economy
of shopbots and pricebots, presented in section 3. In section 4, we move beyond
simple pricing, showing how agents might base decisions concerning product
attributes or con�gurations on economic considerations. We shall conclude in
section 5 with a summary and a brief preview of our future research on infor-
mation economies.

2 Software agents and dynamic pricing

Regardless of its vocation, practically every economically motivated agent will
have a component that is involved in negotiation over price and other attributes
of information goods and services. Agents will use a wide variety of negotia-
tion mechanisms, including auctions (of which there are at least several million
enumerable types, many of which can be further parametrized [33]), one-on-one
negotiation, exchanges, and posted pricing. Research on all of these types of
agent-mediated negotiation is already proceeding, and a few simple examples of
these technologies can already be found on the Internet today. Thus automated
negotiation stands on its own as an important �eld of study, quite apart from
its eventual importance in the information economy.

A simple present-day example of an agent that participates in auctions is the
Bid-Click proxy agent available at amazon.com's auction site. A buyer inter-
ested in an auctioned item merely speci�es a minimum and maximum bid, and
the BidClick agent increments the bid automatically in response to challenging
bids until either another bidder exceeds the agent's maximum or the agent wins
the auction on behalf of the buyer. Kasbah [4] is an agent-mediated marketplace
developed by researchers at MIT's Media Lab, in which human users delegate
the responsibility for buying or selling physical goods to agents that engage in
one-on-one negotiations with another agent. Park et al. [22] at the University of
Michigan have studied the use of Markov modeling to create successful bidding
strategies for agents participating in a continuous double auction; this can be re-
garded as a sort of exchange in that it supports trade amongmultiple buyers and
sellers that freely enter and leave the market. Books.com is an online bookseller
that employs posted pricing (i.e. it announces a nonnegotiable, take-it-or-leave-
it price), but uses a price-comparison agent that dynamically undercuts the
price o�ered by its chief competitors: Amazon, Barnes and Noble, and Borders.

Despite the popularity of the online auctions that one �nds at Amazon,
eBay, and hundreds of other sites, posted pricing is the dominant form of pric-
ing on the Internet today, and certainly it is the most common retail pricing
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model | the one with which we are most familiar in our everyday purchases
of physical goods. Another feature of posted pricing that makes it attractive
for agents is that price determination is quicker than it is for other forms of
negotiation. A human buyer may tolerate waiting two weeks for the close of
an auction of a Willie Mays baseball card at amazon.com. However, consider a
CD-review-�nder agent looking for reviews of the Karajan performances of the
Nine Beethoven Symphonies on behalf of a human or another agent. Part of its
strategy might be to issue specially-formulated queries to search engines in an
e�ort to locate likely candidate reviews. The review-�nder agent will not want
to have a protracted negotiation with the Excite search engine over the price of
100 hits. It will need to settle the price and make the purchase within a fraction
of a second. Multi-round auctions or negotiations will almost certainly be too
slow in such a situation. Continuous double auctions may be viable, but posted
pricing is guaranteed to be the fastest mechanism.

In this paper, we focus on what we call dynamic posted pricing | that
is, take-it-or-leave-it pricing in which the seller may change the price at any
time. We particularly emphasize the collective interaction among multiple sell-
ers that attempt to maximize pro�ts by employing price-setting algorithms that
are more|or less|sophisticated than what Books.com is using today. We use
the adjective \posted" to emphasize that we are not considering online auctions,
which constitute another important class of dynamic pricing mechanisms. Tech-
nically, posted pricing can be regarded as a simple form of auction, but there is
an important distinction: in auctions the price changes occur during the course
of each transaction, while in dynamic posted pricing the price changes occur
across di�erent transactions.

3 Shopbots and pricebots

Shopbots [20, 8], or comparison shopping agents, o�er an early glimpse of the
vast reductions in economic friction that are likely to occur as the world makes
the transition to the information economy. Over the past few decades, several
economists, including Diamond [7], Wilde and Schwartz [32], Varian [30], Salop
and Stiglitz [25], Burdett and Judd [3], and Hopkins and Seymour [14] have
studied the question of how sellers could make any pro�t at all in a competitive
commodities market, since the traditional Bertrand equilibrium argument [29]

suggests that competitive pressures should drive prices down to the marginal
production cost. They found that the costliness of discovering prices | a factor
not taken into account in the traditional Bertrand argument | could make it
rational for buyers to forego comparing prices.3 This in turn allows sellers to
charge more than the marginal production cost.

For example, suppose that you want to purchase Harry Potter and the Sor-
cerer's Stone. If you were to drive around to two or three local bookstores, it
could take at least an hour or two to �nd and purchase the cheapest copy of the

3Nonzero pro�ts can also arise from other factors such as product di�erentiation, which is
discussed in section 4 of this paper.
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book, and the savings would almost certainly not justify the time and expense
of shopping. One could reduce the shopping time to perhaps �fteen minutes by
calling bookstores on the phone, and maybe even to �ve minutes by checking
amazon.com, bn.com (the online outlet for Barnes&Noble), and borders.com on
the Internet. As of this writing, one would discover that bn.com was just edging
out the other two with a price of $8.97 as opposed to $8.98 for each of the other
two | only a penny saved for �ve minutes of work!

However, suppose that you use the book shopbot at DealPilot.com, one of
several such shopbots that have come into existence within the last year or two.
Once you specify that you want to shop for Harry Potter and the Sorcerer's
Stone, you press the Start Price Comparison button, and within twenty seconds
a table of roughly �fty combinations of booksellers and shipping options appears,
ordered from least to most expensive. At the top of the list, one �nds that
shopping.com is o�ering the book for just $8.47 | at least half a dollar saved
for less than one minute's work, which many would consider worthwhile.

As an increasing number of buyers begin to avail themselves of shopbots, and
as shopbots become more pervasive and powerful, one of the frictional forces
that has sustained pro�ts for sellers in commodities markets will be reduced
substantially. Price-aware buyers will be price-sensitive buyers, and they will
force sellers to become extremely responsive in their pricing. We anticipate that
humans will not be able to keep up with the demands of responsive pricing on
millions of goods and services, and that instead sellers will rely increasingly on
what we term pricebots| agents that adjust prices automatically on the seller's
behalf in response to changing market conditions. We can regard Books.com's
agent as an early example of a pricebot; it automatically adjusts the price to
slightly less than the minimumprice o�ered by Amazon, Barnes and Noble, and
Borders.

3.1 Model

In order to understand the implications of widespread adoption of shopbots
and pricebots, we have modeled a simple market in which S sellers compete to
provide B buyers with a commodity, such as a speci�c book. 4

The objective of each seller s is to set its price ps so as to obtain the maximum
pro�t, given a production cost r. Each buyer b behaves in a very simple way: it
compares sb prices and purchases the good from the seller that charges the least,
provided that the price is less than the buyer's valuation vb. Assuming that the
search strategy sb and the valuation vb are uncorrelated, the buyer population
can be represented by a strategy vector w (the ith component of which represents
the fraction of buyers that compare i prices) and a valuation distribution 
(v).
The strategy vector w may be �xed exogeneously | for example, 25% of the
population may shop manually, just trying a random seller and buying if the
price is right (s = 1) while the remaining 75% may use a shopbot to search
all sellers' prices (s = S). Alternatively, if buyers set their search strategies

4For a more complete presentation and study of the model, see references [10, 11, 17].
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so as to minimize the expected cost of the good plus the cost of the searching,
endogeneous forces may cause w to evolve over time.

In the next three subsections, we explore a few points in a broad spectrum
of possible utility maximization strategies that sellers, buyers, or shopbot in-
termediaries might employ in a competitive environment, focusing on collective
phenomena that arise from various strategy choices.

3.2 Sellers and automated pricing

First, we focus on the sellers and their e�orts to set prices so as to maximize
pro�ts. Here we consider three basic types of pricebot algorithms that span
a wide range of requirements on the availability of market information and
computational power, and observe the price dynamics that ensue when various
combinations of these algorithms are run against one another.

The �rst such algorithm, GT, is based on a game-theoretic computation.
It can be shown that, unless the price quantum is very coarse, there is no
pure-strategy Nash equilibrium [10] (i.e., there is no stable set of equilibrium
prices). However, there is a mixed-strategy Nash equilibrium in which each seller
chooses prices randomly from a distribution f(p) that can be computed from
the buyer parameters w and 
 and the number of sellers S. The GT algorithm
simply computes f(p) and periodically chooses a di�erent random price from
that distribution. An implicit assumption in the game-theoretic derivation is
that no seller observes another seller's price before it sets its own.

The second algorithm, MY, is referred to as the myoptimal (\myopically
optimal") or \best-response Cournot" algorithm. Like GT, it requires perfect
knowledge of the buyer population and the number of competing sellers. In
addition, it requires knowledge of the current prices of all competitors. Using
this information, it sets the price to the value that will maximize pro�ts in the
short term | up until the moment when some other seller changes its price.
We have experimented somewhat with variations in which the optimization is
imperfect, either due to imperfect search or imperfect information.

The third algorithm, DF, or derivative-follower , is the least informationally
and computationally intensive of the algorithms. It does not require any knowl-
edge or assumptions about buyers or competitors. It simply experiments with
incremental increases (or decreases) in price, continuing to move its price in
the same direction until the observed pro�tability level falls, at which point the
direction of movement is reversed.

Figure 1 summarizes the wide range of dynamical behaviors that result from
various mixtures of pricebots. It is organized as a 3� 3 matrix depicting the 9
possible combinations of 1 vs. 4 pricebots of strategy types GT, MY and DF.
Table 1 summarizes the corresponding time-averaged pro�ts for each of the 9
mixtures.

In all of these simulations, each of S = 5 sellers held its price �xed for a
short random interval, and then (asynchronously) used its pricing algorithm
to generate a new price. The buyer strategies were held �xed: 25% checked
just one price, 25% checked two prices, and the remaining 50% compared all
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Figure 1: Prices vs. time for 4-on-1 pricebot simulations. Open circles represent
the \one" pricebot that may employ a di�erent strategy than the other four.
First row: One GT agent vs. 4 GT, 4 MY and 4 DF agents. Second row: One
MY agent vs. 4 GT, 4 MY and 4 DF agents. Third row: One DF agent vs. 4
GT, 4 MY, and 4 DF agents.
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4GT 4MY 4DF
1GT .0129,.0129 .0119,.0169 .0536,.0226
1MY .0185,.0109 .0337,.0337 .0690,.0225
1DF .0134,.0159 .0136,.0361 .0387,.0387

Table 1: 4-on-1 pro�t matrix. Within each cell, the pro�t of the 1 agent is given
on the left; the average pro�ts of each of the 4 agents of identical type are given
on the right.

prices and selected the seller with the lowest price. The buyers' valuations were
distributed uniformly between 0 and 1. The marginal production cost r turns
out to have no qualitative e�ect on the results; it was set to zero.

The pure combinations (5 GT, 5 MY, and 5 DF sellers) lie along the diag-
onals of Table 1 and Figure 1. First, consider the 5 GT sellers. Since GT does
not observe its opponent's choice of price prior to making its own, and since
an undercutter can grab a signi�cant portion (80%) of the market share, there
is a strong incentive to price low. The prices for 5 GT pricebots are strongly
clustered just above the threshold price p� = 0:0196. Below this price, under-
cutting is not worthwhile because the pro�t margins are so low that it is better
to charge the monopolist price pm = 0:5 and accept the low 5% market share
consisting of 1=S of the s = 1 buyers. By pricing just above this p�, a GT
pricebot is playing a game of \chicken" | a higher price yields a higher pro�t,
but increases the chances of being undercut. Due to the generally low prices,
each GT pricebot earns relatively low pro�ts of 0.0129 on average, as compared
to the theoretical maximum of 0.05 on average5 that could be obtained by a
collusive cartel in which each seller charges the monopolistic price of 0.5.

Now consider the 5 MY sellers. As seen in the central cell in Figure 1, they
undercut one another until the price falls to p�, at which point undercutting
becomes less pro�table than charging the monopolistic price of 0.5. Thus prices
suddenly jump up to this level. However, as soon as this occurs, undercutting
once again becomes attractive, and the price war cycle begins anew. We have
observed similar cyclic behavior in other models of markets in which myoptimal
agents are present [18, 24], some of which will be illustrated in the next section
of this paper. Although the MY sellers fall into endless price wars, their average
prices are higher than those of GT sellers. This is re
ected in their much higher
average pro�t: 0.0337 vs. 0.0129 in this example.

Now consider the 5 DF sellers. Interestingly, although they are the least
informed, they maintain the highest prices and therefore the highest pro�ts.
Their average pro�t of 0.0387 is not very much less than the optimal value of
0.05 that could be attained by a cartel.

Can a less-informed and less computationally intensive algorithm such as
DF really fare better than MY and GT? The o�-diagonal elements of Fig. 1

5The price 0.5 is acceptable to half of the buyers, who split their purchases evenly among
5 sellers, each purchase bringing a pro�t of 0.5 to that seller.
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and Table 1 illustrate what happens when di�erent types of pricebot algorithms
are mixed together. In particular, consider the rightmost column of the �gure
and the table. Note that, when a single GT or MY agent is pitted against 4
DFs, it fares much better than does a DF. GT consistently undercuts the 4
DFs because it is biased towards low prices; MY is even more e�ective because
it undercuts the 4 DFs by the minimal amount necessary to grab the 80%
market share. Thus, if agents were permitted to select pricing strategies on the
basis of expected long-term payo�, a society of 5 DFs would be unstable. The
�rst agent to reconsider its strategy choice would switch to MY, as would each
successive agent until all were converted to MY. The situation is analogous to
the Prisoner's Dilemma: self-interest compels all of the sellers to defect to the
MY strategy, even though this leads to a lower pro�t than would be obtained
if they were to adhere to the DF strategy.

The bottom row of Fig. 1 and Table 1 illustrates the inferiority of the DF
algorithm from another perspective. Here we �nd that, when a lone DF pricebot
is introduced into a society of 4 GTs or 4 MYs, it is exploited: the GT's and
MY's fare better with DF than they do with an agent of their own kind, and
the DF pricebot fares worse than the other agents.

Can we conclude from this that MY will be the algorithm of choice for
pricebots? Certainly not. If detailed buyer information is unavailable, then
a simpler strategy like DF may be the only choice. In practice, the detailed
buyer information required by MY and GT is unlikely to be obtained very
easily. At best, one might be able to design an approximate version of MY
that employs adaptive learning techniques to set prices. Additionally, even
if reasonable approximations to the MY policy can be made, it still cannot
be regarded as the preferred strategy because we have only considered three
strategies out of an in�nite spectrum. Is there another pricing algorithm that
can beat MY? Certainly. We have explored two ways of improving MY: making
it faster and making it less myopic. We now discuss each of these in turn.

3.2.1 Fast myoptimal

First, we explore what happens when MY's re-pricing rate is increased. Intu-
itively, it is clear that such a pricebot would spend more of its time undercutting
its competitors. Analysis and simulations con�rm that, if all sellers adopt MY,
then the one that re-prices fastest makes the most pro�t. (This observation
seems likely to extend to other pricing strategies as well.) An arms race in
re-pricing rate seems inevitable.

Let us develop this scenario a little further. Suppose that a bookseller like
amazon were to implement a pricebot that reset prices on one million titles every
day. In order to compute the new prices using MY or a related strategy, amazon
would have to obtain quotes from each competitor on each title. To do this,
amazon could use its own special-purpose shopbot. However, it might prefer
to write a simple agent that automatically sends requests for price quotes to
DealPilot or another commercial shopbot. This would take much less e�ort, and
it would also hide the fact that amazon was seeking valuable price information
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from its competitors. If amazon requests one million price comparisons per day,
each of which takes 20 seconds on average, the shopbot would be hit with several
hundred requests simultaneously.

For this herculean task, the shopbot would gain absolutely nothing. Many
shopbots earn their living by selling advertising space on their Web pages or by
making a commission on sales made through referrals. However, amazon would
not make any actual purchases from its competitors, so DealPilot would get
no commissions, and amazon's agent would not read any of the ads put up by
DealPilot.

The scenario gets worse. Assume that DealPilot is somehow able to meet
amazon's constant demand. In order to gain a competitive advantage over
amazon, bn.com might ask DealPilot to check prices on one million titles every
hour. Then borders might up the ante to one million titles per ten minutes,
and another dozen online booksellers could follow suit. DealPilot could wind
up receiving over a billion requests per day! It is doubtful that such a load
could be handled. Even if the booksellers were relatively conservative and just
focussed on the ten thousand most popular titles, the load on DealPilot could
easily dwarf the number of requests coming from legitimate buyers. Keep in
mind that each request for a price comparison from a bookseller translates into
several requests for price quotes that the shopbot submits to booksellers. Thus
the total network tra�c and the hit rate on each bookseller's server is potentially
enormous.

A reasonable solution to the problem of excess demand for shopbot services
would be for shopbots to charge pricebots for price information. Even if the
cost per price-comparison were just a fraction of one cent, one might expect
to reach a balance point beyond which the bene�t of requesting extra price
comparisons would be less than the cost of obtaining these comparisons from
the shopbot. Once shopbots begin charging for pricing information, it would
seem natural for sellers | the actual owners of the desired information | to
themselves charge shopbots (and possibly other clients) for their information.
The sellers could use another form of pricebot to dynamically price their own
price information. This illustrates how dynamic pricing of information services
could quickly percolate through an entire economy of software agents. We expect
to see such situations repeatedly as the Internet makes the transition to the
Information Economy: services or agents that charge for their information goods
or services will create the proper incentives to encourage business but deter
excessive, counterproductive resource usage.

Since it is pointless and ine�cient to change the price of an item more
frequently than it is being requested by buyers, another likely development
is that sellers will price their wares only on demand. This is precisely what
Books.com does today | it dynamically sets a price on a book when a buyer
expresses interest. However, suppose for example that borders were to adopt
the same policy as Books.com. When Books.com checks borders' price on a
book, borders does not have a ready-made price; instead, it must check other
booksellers' prices | including Books.com's! Unless some care is taken, an
endless pricing loop could be generated. One way to avoid such problems would
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be to set up a reverse auction whenever a buyer expresses interest in a book.
Booksellers would bid against one another, and the lowest bidder would be
obligated to sell the book to the buyer for the agreed-upon price. Thus the
natural limit of ever-faster nonnegotiable dynamic pricing would appear to be
negotiable dynamic pricing mechanisms such as auctions, in which the dynamics
may occur over the course of the transaction.

3.2.2 Foresight and machine learning

According to Table 1, the �ve myoptimal sellers in Fig. 1 each receive an average
pro�t of 0.0337, or about two-thirds of the theoretical maximum of 0.05 that
would be achieved by a cartel. One would expect an improvement if the algo-
rithm were modi�ed to take into account the anticipated future pricing behavior
of competitors. Sellers might avoid undercutting if they could foresee that it
might invite retaliation. Such thinking is very natural and intuitive for humans.
The challenge is to endow software agents with such economic foresight without
requiring that they be anywhere near the level of sophistication required to pass
the Turing test.

One promising method that we have investigated is a reinforcement learn-
ing technique called Q-learning . A seller employing this technique learns a Q
function that expresses the anticipated future-discounted pro�t for each possible
price that it might charge, given the current prices of all of its competitors [26,
27, 28]. The anticipated future-discounted pro�t is simply the expected pro�t
during the current time interval plus 
 times the expected pro�t one time step
in the future plus 
2 times the expected pro�t two time steps in the future, etc.,
where the future discount parameter 
 lies between 0 and 1. The seller's pricing
policy is to select the price that o�ers the highest future-discounted pro�t.

Q-learning is known to converge when the function to be learned is station-
ary. Thus a single Q-learner is guaranteed to develop an optimal policy against
a single non-adaptive DF, GT, or MY agent. Against DF and GT, Q behaves es-
sentially like MY [11]. However, against MY, Q learns a superior policy. Fig. 2a
depicts Q's policy pQ(pMY), i.e. its price as a function of MY's price. Rotated
and superimposed on this is MY's pricing policy pMY(pQ). Successive iteration
of the two policies from a particular initial condition yields a trajectory in price
vector space that is represented in Fig. 2a by a thin zigzag curve. Assuming that
Q moves �rst from the initial condition (pMY; pQ) = (0:49; 0:56), the trajectory
moves vertically down to the pQ(pMY) curve, then horizontally to the pMY(pQ)
curve, and then alternates between vertical and horizontal movements. The
price trajectory is represented more conventionally in Fig. 2b.

Q's policy is identical to that of MY for moderate to high prices, so the
price trajectory begins as a price war similar in form to that of the 5MY cell in
Fig. 1. However, below a critical price pMY = 0:196, Q's policy di�ers from that
of MY. Instead of slightly undercutting MY, Q drops its price aggressively to
pQ = p� = 0:037. MY responds by raising its price to the monopolist price 0.5,
whereupon Q undercuts it, beginning the price war cycle anew. By eliminating
the portion of the price-war cycle below price 0.196, Q improves its average pro�t
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Figure 2: a) Cross plot of Q pricing policy vs. MY pricing policy. The future
discount parameter is 
 = 0:5. The thin line shows a typical price trajectory
from a given initial condition (represented by dot). b) Associated price-war
time series.

from 0.0892 to 0.1089, and it also improves MY's average pro�t to 0.1076.
When two Q-learners are pitted against another, each creates a non-stationary

environment for the other. There are no theoretical guarantees of convergence in
this case, and in fact we have observed both convergence and non-convergence.
Convergence typically occurs when the future discount parameter 
 is small
(i.e., relatively little emphasis is placed on future earnings). In this case, two
Q-learners typically converge to a stable, symmetric pair of policies, each of
which is quite similar to Q's optimal policy against a single MY. When a mod-
erate to strong emphasis is placed on the value of future rewards, the Q-learners'
policies nearly converge to a strongly asymmetric pair of policies in which one
of the agents has a clear advantage over the other. The convergence is im-
perfect, however, and the Q-functions and associated policies continue to make
small oscillations around a well-de�ned but not quite attainable asymmetric so-
lution. This asymmetric quasi-solution has no analog in ordinary single-agent
Q-learning. Our early e�orts to characterize this solution and the circumstances
under which it arises hint of a rich �eld for investigation by theorists in machine
learning and dynamical systems.

The asymmetric solution is illustrated in Fig. 3a, which shows the crossed
policies for Agents 1 and 2. Both pricing policies are approximately describable
by a small number of simple line segments, except for slight perturbations that
arise from the instability of the asymmetric solution. The positions and sizes of
the perturbations shift unpredictably as the Q-learners continue to learn. Su-
perimposed on these two crossed policies is a trajectory in price vector space
that starts from the initial condition (p1; p2) = (0:49; 0:56) and proceeds ver-
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Figure 3: a) Cross plot of asymmetric pricing policies derived from simultaneous
learning by two Q-learners. The future discount parameter 
 = 0:5. The thin
line shows a typical price trajectory from a given initial condition (represented
by dot). b) Associated price-war time series.

tically and horizontally as in Fig. 2a. The classic price war pattern is again
evident in Fig. 3a and (more conventionally) in Fig. 3b. However, in this case
Agent 1 ends the price war quite early by aggressively lowering its price, induc-
ing Agent 2 to set its price to the monopolistic value of 0.5. Since prices never
fall below 0.44, the price war is short-lived, and pro�ts remain very high. On
average, Agents 1 and 2 receive 0.1254 and 0.1171, respectively. This exceeds
what two MY sellers would obtain (0.0892 each), and it even exceeds the pro�ts
that would be obtained by two DFs (0.1127 each).

An important challenge is to extend the Q-learning technique so that it can
feasibly handle more than one opponent. The natural way to express the Q-
function is as a lookup table with one Q value per possible price vector. For
a system with s sellers, the table is s-dimensional. Although we have found
s = 2 to be manageable, the lookup table becomes infeasible in both size and
trainability for s � 3. The obvious solution is to replace the lookup table with
a function approximator. We have explored the use of neural nets [27] and re-
gression trees as function approximators. In tests on two-seller systems, neural
nets appear to have di�culty approximating the lookup table accurately and
take a very long time to train, but regression trees appear to o�er good approx-
imation and good training times. We are beginning to assess their performance
on systems with three sellers.
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3.3 Buyers and their search strategies

In the information economy, buyer agents will also make strategic choices based
on economic considerations. We have explored economic decision making by
buyers within the context of the shopbot model [17]. Suppose that there is a
cost cs for obtaining s price quotes. This might represent an intrinsic, implicit
cost that re
ects the time and e�ort required to obtain the quotes, or it may
represent a real fee paid to a shopbot. Then a rational buyer b would not blindly
adhere to a �xed search strategy. Instead, it would select a search strategy sb
to minimize the expected total cost of the item plus the search cost csb , given
current market conditions.

By making the simplifying assumption that all sellers use the GT pricing
strategy, we have studied how the buyer strategy vector ~w evolves as a function
of the costs cs. Suppose that cs is a sublinear function of s. One plausible
justi�cation for such a cost structure is that the �rst few quotes represent the
overhead of going to a shopbot in the �rst place; additional quotes are relatively
inexpensive because it takes little extra time to obtain them. At any given
time step, we assume that a small fraction of buyers reconsider their strategy.
Given the current GT price distribution f(p; ~w), which itself depends on the
buyer strategy vector, a buyer can compute the price it would expect to pay
as a function of the number of quotes s. Of course, this is a monotonically
nonincreasing function of s. On the other hand, cs can be assumed to be a
monotonically nondecreasing function of s. Thus there is a balance point | an
optimal s that minimizes the total expected expenditure. The buyers myopically
switch from their current strategy to the one that is currently optimal. The
sellers immediately readjust their distributions to re
ect the updated value of
~w, and a new set of buyers responds in turn to the updated f(p; ~w).

Previous research has shown that, if the search costs cs are equal to some
constant times s, then the system evolves to an equilibrium in which only strate-
gies 1 and 2 are present [3]. However, as depicted in Fig. 4, nonlinear search
costs can lead to non-equilibrium evolutionary dynamics in which strategies
other than 1 and 2 can co-exist. In related experiments, we have found that
the buyer search behavior can be strongly in
uenced by the price structure cs.
The oscillations tend to grow in magnitude as the fraction of buyers that switch
strategies at each time step grows, and the period can become shorter. Fur-
thermore, di�erent initial conditions can lead to very di�erent �nal equilibria
or limit-cycle attractors.

3.4 Shopbots: how to price prices?

In the information economy, intermediaries will also be economic decision mak-
ers. In the shopbot model, we have investigated a scenario in which the cost
structure cs re
ects an actual price paid by buyers to a shopbot, and have
explored how a shopbot might manipulate cs to maximize its own pro�t [17].

As a simpli�cation, suppose that the shopbot o�ers two choices: a single
quote for price c1 and two quotes for price c2. A competing mechanism for

15



0 500 1000 1500 2000 2500 3000
0.0

0.2

0.4

0.6

0.8

1.0

Time

w
i

11

2
2

3

4

5

5

Figure 4: Evolution of indicated components of buyer strategy vector ~w for 5
sellers, with nonlinear search costs ci = 0:05+0:02(i�1)0:25. At any given iter-
ation, 0.005 of the buyers reconsider their strategy. Final equilibrium oscillates
with period 15 around a mixture of strategy types 1, 2, and 3.

obtaining price information costs c0 for one quote and 2c0 for two quotes. For
example, manual price comparison by a human (conducted by visiting multiple
merchant web sites) might well cost an amount of time (and therefore money)
proportional to s.

The optimal settings of c1 and c2 as a function of c0 are depicted in Fig. 5.
Regardless of c0, the shopbot should always just undercut the alternate mech-
anism on a single quote. The price of the second quote � = c2 � c1 has a
more complicated dependence on c0. For low c0, the second quote should also
be priced just less than c0. However, for intermediate values of c0, the price
of the second quote must be less than that of the �rst | otherwise, too many
buyers will be discouraged from buying two quotes. In this regime, � should be
a constant value 0.0957, which maximizes the product of � times the fraction
of buyers that purchase two quotes. For large values of c0, � must be reduced
below 0.0957. Reducing � encourages more buyers to purchase two quotes. In-
creased comparison shopping forces sellers' prices lower, making it possible for
buyers to a�ord a high single-quote price c1. At the extreme limit of c0 ! 1,
practically all buyers purchase two quotes. If almost all buyers are comparing
prices, the sellers' prices drop to just above the marginal cost (zero). Thus the
sellers get virtually no surplus. The buyers pay very little for the product itself,
but pay almost their entire valuation to the shopbot for the price information,
so they get no surplus either. Thus, if a shopbot has an e�ective monopoly on
price information (i.e. the alternative search cost equals or exceeds the di�er-
ence between buyer valuation and marginal production cost), then it can extract
practically all of the surplus from the market.
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4 Beyond simple pricing

The shopbot model portrays a commodities market in which all buyers seek to
minimize the price they pay for the commodity. In many markets, however,
products are a good deal more complex and con�gurable, and consumers may
be concerned less with price than they are with other attributes of the product.
Information goods and services will have a number of con�gurable parameters.
Seller agents will both price and con�gure information goods and services, and
buyer agents will need to apply complex multi-attribute utility functions in order
to evaluate and select them.

In an e�ort to understand how agents might deal with complex multi-
attribute goods and services, we have explored a variety of models that em-
phasize di�erent aspects of product di�erentiation. This section provides an
overview of three such models. The �rst deals with a vertically di�erentiated
market in which products are distinguished by a simple \quality" parameter,
and consumers have di�erent tradeo�s between price and quality. Here we ob-
serve that the market can be prone to price wars that are more complex in
form than those observed in the shopbot model. The second and third models
explore two related scenarios involving horizontal di�erentation: information
�ltering and information bundling. In both models, di�erent consumers value
various categories of information di�erently. Several important issues surface
in these studies, including the emergence of cyclical behavior in price/product
space and its detrimental e�ect on sellers and buyers alike, economic incentives
for specialization, and the interplay among learning, optimization, and dynamics
in multi-agent systems.
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4.1 Vertical di�erentiation

Imagine a product with a single attribute that can be mapped into some no-
tion of \quality". In other words, in the absence of any price di�erentials, all
buyers would agree on which of two di�erent values of that attribute was the
more desirable. Examples of such an attribute might include processor speed,
network communication rates, or monitor resolution. Of course, di�erent buyers
would have di�erent tradeo�s between price and quality, represented as a utility
function.

Suppose that each seller o�ers the product at a single level of quality, and
that all buyers survey each seller's price and quality and choose the one that
maximizes their utility.6 Then, if buyers are su�ciently sensitive to prices,
cyclical price wars such as that illustrated in Fig. 6 can be observed when
sellers use the myoptimal algorithm to adjust prices but keep their qualities
�xed. At the beginning of the cycle, there are two independent price wars: one
between those with qualities Q = 1:0 and Q = 0:9 and another between those
with Q = 0:5 and Q = 0:35. Suddenly, near time 125, the high-quality sellers
suddenly drop their prices to join the other price war. The net result is that
Q = 1:0, Q = 0:9 and Q = 0:5 wind up in a price war, while Q = 0:35 drops
its price still lower, initiating a second price war with Q = 0:25. This rather
complex cycle begins anew around time 175.
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Figure 6: Price vs. time for �ve myoptimal sellers of qualities Q equal to 1.0,
0.9, 0.5, 0.35, 0.25.

As in the shopbot model, a society of �ve derivative followers will maintain
higher average prices and pro�ts [24]. However, just as before, myoptimalpricing
can take advantage of derivative following, so there will be a strong incentive to
adopt myoptimal pricing even if this leads to lower pro�ts when adopted by all

6For further details of the model and the results, see reference [24].
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sellers. When the myoptimal sellers control both their quality level and their
price, several di�erent cyclical phenomena can occur. These include cyclical
prices with �xed qualities, cyclical qualities with �xed prices, and simultaneous
cycling in both prices and quality.

4.2 Information �ltering and horizontal di�erentation

One realm in which economically-motivated software agents may play an im-
portant role is information �ltering. Imagine an information source (perhaps a
newsgroup or newsfeed) that produces a continual stream of articles in a wide
variety of categories. Consumers, who are typically interested in only a very
small subset of the categories, can avoid the high cost of receiving and examin-
ing a torrent of mostly irrelevant articles by subscribing to one or more brokers
who purchase selected articles from the source and resell them to consumers.
In such an environment, di�erent consumers will be interested in di�erent cat-
egories. Thus the market will be horizontally di�erentiated [29].

In our model of an information �ltering economy [12, 18, 19], consumers
experience a processing cost PC for each article that they receive, and pay an
additional fee Pb when they decide to consume an article o�ered by a broker
b. Consumers hold a relevant article to be worth V , and an irrelevant one to
be worth nothing. Broker b experiences a cost PT for delivering an article to
each consumer. Each broker b controls its price Pb and its selection of categories
(which can be thought of as its \product"). Consumers choose the set of brokers
to which they subscribe, with brokers retaining the right to refuse subscriptions
from consumers who appear unpro�table. Consumers seek to subscribe only
to brokers whose selection of categories overlaps well with their own interests.
Conversely, brokers wish to serve only consumers who are likely to be interested
in their categories | otherwise they incur the cost PT with little hope of being
recompensed. Given the goals and capabilities of the consumers and brokers,
we wish to understand the evolution of the brokers' prices, category selections,
and pro�ts and the consumers' broker selections and utilities.

For simplicity, assume that the aggregate demand for each category is exactly
the same. Then, when there is just a single broker, all that matters is the number
of categories it o�ers, not their identities. Analysis [12] shows that the broker
can maximize its pro�t by o�ering J� categories at a price Pb, where J

� and Pb
depend on the costs PC and PT .

As illustrated in Fig. 7, three broad behavioral regimes are observed. When
PC + PT > V , J� is zero. In this \dead" regime, an article costs more to send
and process than it is worth, even if the consumer is guaranteed to be interested
in it. No articles will be bought or sold. At the other extreme, when the costs
are su�ciently low (PC + PT < �V , where � is the average fraction of articles
that are relevant to a typical consumer), the broker is motivated to o�er all
categories, i.e., J� !1. In real information �ltering applications, one expects
� to be quite small, since each consumer regards most information as junk. It
is useful to think of J� ! 1 as a (presumably tiny) spam regime, in which it
costs so little to send information, and the �nancial impact on a consumer of
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Figure 7: Optimal number of categories J� for monopolist broker to o�er as a
function of PC=V and PT=V , with � = 0:1.

receiving junk is so minimal, that it makes economic sense to send all articles to
all consumers. In between these two regimes, the optimal number of categories
is �nite.

When there is more than one broker, each will attempt to set its price and its
category set (its product) optimally, taking into account both consumer demand
and the current prices and categories o�ered by its competitors. In principle,
the myoptimal strategy can be applied in the large space of possible prices and
products: knowing consumer demand and other competitors' price and product
parameters, a broker could choose a myopically optimal price and product. In
practice, an exhaustive search for the optimal point in price/product space is
only feasible for small numbers of brokers and categories, as the number of
possible choices for each broker is N2C , where N is the number of possible
prices.

A more practical variant of the myoptimal strategy [19] replaces the ex-
haustive search with a limited search in which a �xed number of hypothetical
price/product values are considered, and the one yielding the highest expected
pro�t is selected. Candidate price/product values are generated in two ways,
neither of which uses information about any of the consumers or other brokers:
either by incremental changes to current parameter values or (less frequently)
by choosing values completely at random.

Using this variant of the myoptimal algorithm, we simulated a system of 5
brokers, 5 categories, and 1000 consumers. The aggregate consumer demand
for each category was identical. With PC and PT chosen such that J� = 1,
i.e., a monopolist broker would prefer to o�er a single category, the system
eventually evolves to a niche-monopoly state in which each broker o�ers one
distinct category. The system is perfectly specialized, and consumer utilities
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and broker pro�ts are both maximized. A similar state is reached when PC and
PT are decreased somewhat to values such that J� = 2. Evidently, competition
creates an additional pressure to specialize. In both experiments, the transient
period was characterized by rampant competition and undercutting, but the
system stabilized once it reached the fully specialized state. Finally, we lowered
PC and PT to values in the spam regime, i.e. a monopolist would prefer to o�er
all �ve categories. In this case, competition never ceases, although it does cause
the average number of categories o�ered by the brokers to drop from 5 down to
2.1.

When the aggregate demand is not identical for all categories, the system
is susceptible to cyclical wars in price/product space. Even when J� = 1,
the niche monopoly state is unstable because the broker occupying the most
pro�table niche is vulnerable to undercutting by other brokers that willingly
abandon their own niches. Figure 8 illustrates such a situation. There are
three myoptimal brokers that may o�er any combination of three categories.
Prices are quantized such that there are 501 possible prices ranging from 0 to
1. Thus, every time a broker re-evaluates its price and product choice, it does
an exhaustive search over 4008 possibilities.

In the depicted simulation run, each broker started from the same initial
state (0.480,111), i.e., each charges P = 0:480 for an o�ering that includes
categories 1, 2, and 3. After a brief initial transient in which two brokers
compete for the (100) con�guration (specialization on category 1), the system
enters a cycle consisting of two price wars. The cycle begins with a short-
lived competition between two brokers for the (010) con�guration. When the
price drops a bit, the (101) niche occupied by the third broker becomes more
attractive, and all three brokers compete for this niche until the price drops a
bit below 0.54, at which point a broker discovers that sole possession of (010)
is more pro�table. But as soon as it does, a second broker makes the same
discovery, and the price war begins anew. (There are minor variations from
one cycle to the next because the order in which the brokers re-evaluate their
parameters is completely random.)

During the price wars, consumers who prefer less popular categories may
su�er because no brokers are satisfying their needs. Thus, despite somewhat
lower prices in favored categories, the aggregate consumer utility is often reduced
during price and product wars.

The situation is improved when brokers use the myoptimal variant in which
the search over the space of possible choices is limited to a small number of can-
didates clustered mainly in the vicinity of the current choice. In this case, we
observe that the niche monopoly can be metastable. In other words, specializa-
tion can occur and it can persist for long periods of time. Eventually, the period
of calm and prosperity will be disturbed when a broker in a less pro�table niche
discovers that it can improve its pro�ts (temporarily) by abandoning its niche
and undercutting another broker. After a tumultuous round of competition,
the brokers again settle into a niche monopoly, and peace and prosperity reign
again for a while [19].
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Figure 8: Price and niche war timeseries: Pb(t) vs. t for 3 myoptimal brokers
and 3 categories, with PC = PT = 0:3, V = 1.

4.3 Information bundling

A related realm in which economically-motivated software agents are likely to
play a signi�cant role is information bundling. To a much greater extent than is
possible in print, an electronic publisher can unbundle an issue and sell individ-
ual articles, or re-bundle articles together into personalized sets. Negotiation
over the price and composition of bundles is likely to become a natural applica-
tion for software agents.

Just as in the information�ltering domain, agents will need to set or interpret
a number of price and product parameters simultaneously. For example, suppose
that N items are available for inclusion in a bundle. 7 Then each seller could
o�er 2N di�erent products. Rather than requiring the seller to choose one of
them (as we did in the information �ltering model), we permit the seller to o�er
all of these choices. This requires the seller to maintain prices for all 2N possible
products.

The seller can reduce the complexity of managing so many separate prices
by introducing a pricing structure. One simple pricing scheme has just a single
parameter: all items are priced identically at �, with no volume discounts.
Thus the consumer pays n� to purchase n of the N possible items. Another one-
parameter pricing scheme amounts to what is traditionallymeant by \bundling":
all N items are included in the bundle at a �xed bundle price of F | regardless
of how many the consumer actually wants. An example of a two-parameter
price structure is the \two-part tari�" scheme, in which the charge for n items
is F+n�, i.e. there is a per-item charge of �, plus a �xed fee F that is assessed
if any items are purchased at all. If prices are based solely on the number of
items in the bundle, then the most general price structure is a nonlinear scheme

7For further information about this model, see references [2, 16].
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with N parameters | potentially an arbitrary monotonically nondecreasing
function of the number of items purchased.

Suppose that there is just a single seller. Then its objective is to choose
a price structure and the optimal price parameters for that structure. If the
buyers' valuations of that seller's wares are known by the buyers and by the
seller, this becomes a standard optimization problem. In general, the seller can
extract greater pro�ts from more complex price structures [1].

However, if the seller does not know the buyers' valuations a priori, it must
use an adaptive procedure to adjust its price parameters. We have adapted the
\amoeba" optimizationmethod to this problem [23]. Starting from an arbitrary
setting of price parameters, amoeba selects new parameters, measures the pro�t
obtained at those parameters for a while, and uses these measurements to guide
the choice of the next set of parameters. It is typically very successful at �nding
optimal or near-optimal price parameters, but while it is exploring the parameter
space it may visit unpro�table regions. Thus it is important to minimize the
number of evaluations required to attain near optimality.
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Figure 9: Average cumulative pro�t vs. time for �ve di�erent pricing structures
using the amoeba algorithm.

Figure 9 shows the time-averaged pro�t extracted by a monopolist seller that
uses amoeba to learn the optimal setting of its parameters. The �ve curves rep-
resent various pricing structures ranging in complexity from 1 to 10 parameters.
Although the nonlinear pricing structure with 10 parameters yields the highest
pro�t asymptotically, it takes much longer to learn than the simpler pricing
structures. If the time scale on which the market changes is shorter than the
amount of time it takes the amoeba to conduct 1000 or more evaluations, the
two-part tari� scheme may be preferable [2].

If the buyers themselves do not know their own valuations until they have
a chance to sample the seller's wares, and if they allow for the possibility that
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the valuations shift in time, then the problem becomes much more complex.
Suppose that the seller has adopted a two-part tari� scheme, and that buyers
must pay the subscription fee F prior to examining the items and deciding how
many to purchase at � per item. Suppose as well that the consumers use a
simple form of maximum likelihood estimation to estimate the likely value to
be obtained by subscribing.

In this scenario, we have observed an interesting \leakage" e�ect. If the
seller sets F and � to the values that are optimal for perfectly informed buyers,
pro�ts decrease over time. Pro�t leakage occurs because, as buyers estimate the
average value of the seller's wares, statistical errors sometimes lead a buyer to
the false conclusion that the subscription fee F is not worthwhile. Once that
buyer stops subscribing, it will stop receiving the information that it would need
to revise its estimate, and therefore it will become disenfranchised permanently
unless the seller lowers its prices.

One solution is for the buyers to periodically resample what the seller has
to o�er. However, even if buyers do not do this, the seller can still prevent
pro�t erosion by lowering its prices. Once disenfranchised buyers re-enter the
market, they will soon discover that their previous valuations were overly pes-
simistic, and they will (temporarily) stay in the market even if prices are raised
back to previous levels. Unfortunately, as illustrated in Fig. 10, the amoeba
algorithm as it is typically described is unable to discover how to manipulate
prices dynamically so as to maintain pro�ts [16]. Because the standard amoeba
algorithm assumes that the optimization problem is not changing with time, it
fails to notice that prices that were once pro�table may no longer be after a
while. This causes it to get stuck at a �xed setting of parameters, leading to
pro�t erosion.

However, we have implemented a simple modi�cation of the amoeba that
recognizes the dynamic nature of the optimization problem. This version adjusts
prices dynamically. As illustrated in Fig. 11, the price 
uctuations are large
and rapid, but they are generated in such a way that steady long-term pro�ts
are maintained. Ironically, it is precisely the fact that the modi�ed amoeba
recognizes the dynamic nature of the market that causes it to interact with
buyers in such a way as to stabilize the market in the long term.

5 Conclusions

The information economy will be by far the largest multi-agent system ever en-
visioned, with numbers of agents running into the billions. Building economic
behavior into the agents themselves o�ers a twofold promise: their myriad in-
teractions and con
icts will be governed by the same economic principles that
have lent coherency to the activity of billions of humans; and they will be able
to operate in the same economic space as humans, to the bene�t of both species.
But there are potential pitfalls too. Economic software agents di�er from eco-
nomic human agents in signi�cant ways, and their collective behavior may not
closely resemble that of humans. Software agents must be designed with the
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Figure 10: (a)Pro�t � (solid line; normalized to \ideal" value of 0.41367) and
proportion of subscribed consumers m (dashed line) vs. time (in subscription
periods) and (b) f (solid) and � (dashed) vs. time when the producer uses
amoeba for online learning. Horizontal dashed lines indicate the optimal f and
� values for fully informed consumers. The market consists of M = 10000
consumers and one seller o�ering N = 10 articles per subscription period.
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Figure 11: (a)Pro�t � (solid line; normalized to \ideal" value of 0.41367) and
proportion of subscribed consumers m (dashed line) vs. time (in subscription
periods) and (b) f (solid) and � (dashed) vs. time when the producer uses the
modi�ed amoeba algorithm for online learning. The parameter settings remain
unchanged from Fig. 10.
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understanding that they will be operating in (and helping to create) complex
nonlinear dynamical environments.

Even before the advent of the full-
edged information economy, automated
pricing of physical goods such as books will be an interesting and important
topic in its own right. Our hope is that, by exploring the nonlinear, collective
dynamics of automated posted pricing and by focusing particularly on the inter-
play among learning, optimization, and dynamics, we may obtain insights that
are both intrinsically useful and more generally applicable to other aspects of
agent-based information economies. Naturally, it will be important to study the
relationship between individual agent strategies and collective market dynamics
for one-on-one negotiation and auctions of all varieties. Beyond negotiation lie
other important collective issues such as agent reputations. Some of the qual-
itative lessons that we have drawn from our studies of dynamic posted pricing
seem likely to apply in these realms as well.

One general point is that agents will have to learn, adapt, and anticipate.
In order to do so they will use a variety of machine learning and optimization
techniques. Much of the work on machine learning and optimization has im-
plicitly assumed a �xed environment or opponent. But agent economies are
guaranteed to be dynamic by virtue of the fact that the agents are all learning.
This violation of standard assumptions has important consequences.

For example, ordinary single-agent Q-learning is guaranteed to converge to
optimality. When we introduced Q-learning into the shopbot model we found
that two learners could fail to reach convergence (although they still reached
a mutually bene�cial state). Understanding the dynamic interactions among a
society of learners is of fundamental theoretical and practical interest, and only
a few beginning e�orts have been made in this area [31, 15, 28, 26]. A second
example was our use of the popular amoeba optimization technique as a means
by which an information bundler might optimize its pro�t. Here, the amoeba's
implicit assumption that it was optimizing a static function caused it to fail
miserably. The reason it was not optimizing a static function was that other
agents in the system (the buyers in this case) were learning. In this case, it was
possible to rectify amoeba by having it periodically re-evaluate its solutions.
This resulted in short-term price volatility but long-term pro�t stability. It
remains to be seen whether such a technique will be su�ciently adaptive to
work against competition.

Another general lesson is that plausible agent strategies can lead to both
bene�cial and harmful collective behaviors. Economic incentives can drive the
consumers and brokers in the information �ltering economy to a niche monopoly
in which the consumers' utilities and brokers' pro�ts are both quite high. How-
ever, all three models in which we allowed for multiple sellers (all but the in-
formation bundling model) were vulnerable to cyclical price-war dynamics. In
the shopbot model, the myoptimal sellers were somewhat hurt by the moder-
ately low average prices. In the information �ltering model, the consumers were
hurt as well because the cycling in price/product space caused brokers to ignore
all but the most pro�table market segments. The cycling can be eliminated or
ameliorated by machine learning techniques that allow agents to account for the
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future consequences of their present actions. We are currently investigating how
to make these techniques practical for more than two sellers. Cycling behavior
can also be reduced somewhat if the sellers are not su�ciently capable of com-
puting (myopically) optimal decisions. This is likely to occur when information
about buyers is hard to obtain, or when optimality is di�cult to compute. In
the �rst case, techniques such as amoeba can enable a seller to learn aggregate
buyer information (at least in a monopoly). The second case is most likely to
arise when the seller is setting product parameters as well as prices (as in the
information �ltering model) or several price parameters simultaneously (as in
the information bundling model).

It would be imprudent to use the world's economy as an experimental testbed
for software agents. Our approach will continue to be to use the familiar tools
of modeling, analysis, and simulation to study and redesign agent strategies,
protocols, and market mechanisms in the laboratory before releasing agents and
agent infrastructures into the world's economy. An especially exciting aspect of
this work is that it requires us to go beyond traditional tools and techniques, and
leads us into new realms such as multi-agent learning in which new fundamental
scienti�c developments and breakthroughs are required. We eagerly anticipate
creative contributions from researchers in many �elds, particularly economics,
computer science, and applied mathematics.
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