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Undirected Graphs 

set of N nodes or vertices,  

set of undirected edges  (s,t), or equivalently (t,s),  
linking pairs of nodes.  The neighbors of a node are 

{1, 2, . . . , N}V
E

random variable associated with node s 
Xs = xs

�(t) = {s 2 V | (s, t) 2 E}
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Figure 2.4. Three graphical representations of a distribution over five random variables (see [175]).
(a) Directed graph G depicting a causal, generative process. (b) Factor graph expressing the factoriza-
tion underlying G. (c) A “moralized” undirected graph capturing the Markov structure of G.

For example, in the factor graph of Fig. 2.5(c), there are 5 variable nodes, and the joint
distribution has one potential for each of the 3 hyperedges:

p(x) ∝ ψ123(x1, x2, x3)ψ234(x2, x3, x4)ψ35(x3, x5)

Often, these potentials can be interpreted as local dependencies or constraints. Note,
however, that ψf (xf ) does not typically correspond to the marginal distribution pf (xf ),
due to interactions with the graph’s other potentials.

In many applications, factor graphs are used to impose structure on an exponential
family of densities. In particular, suppose that each potential function is described by
the following unnormalized exponential form:

ψf (xf | θf ) = νf (xf ) exp





∑

a∈Af

θfaφfa(xf )





(2.67)

Here, θf ! {θfa | a ∈ Af} are the canonical parameters of the local exponential family
for hyperedge f . From eq. (2.66), the joint distribution can then be written as

p(x | θ) =

( ∏

f∈F

νf (xf )

)
exp





∑

f∈F

∑

a∈Af

θfaφfa(xf ) − Φ(θ)





(2.68)

Comparing to eq. (2.1), we see that factor graphs define regular exponential fami-
lies [104, 311], with parameters θ = {θf | f ∈ F}, whenever local potentials are chosen
from such families. The results of Sec. 2.1 then show that local statistics, computed
over the support of each hyperedge, are sufficient for learning from training data. This



set of      nodes  

set of edges             connecting nodes   

Undirected Graphical Models 

Graph Separation 

Conditional 
Independence 

•  Simple graph separation, no complexities of directed models. 
•  This global Markov property implies a local Markov property: 
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xg are independent conditioned on the variables xh in any separating set:

p(xf , xg | xh) = p(xf | xh) p(xg | xh) if h separates f from g (2.69)

This property generalizes temporal Markov processes, for which the past and future
are independent conditioned on the present. For example, the undirected graph of
Fig. 2.5(a) implies the following conditional independencies, among others:

p(x1, x2, x5 | x3, x4) = p(x1, x2 | x3, x4) p(x5 | x3)

p(x1, x4, x5 | x2, x3) = p(x1 | x2, x3) p(x4 | x2, x3) p(x5 | x3)

An important special case of eq. (2.69) guarantees that conditioned on its immediate
neighbors, the random variable at any node is independent of the rest of the process:

p
(
xi | xV\i

)
= p

(
xi | xΓ(i)

)
(2.70)

As we discuss in later sections, this local Markov property plays an important role in
the design of efficient learning and inference algorithms.

The following theorem, due to Hammersley and Clifford, shows that Markov random
fields are naturally parameterized via potential functions defined on the cliques of the
corresponding undirected graph.

Theorem 2.2.1 (Hammersley-Clifford). Let C denote the set of cliques of an undi-
rected graph G. A probability distribution defined as a normalized product of non-
negative potential functions on those cliques is then always Markov with respect to G:

p(x) ∝
∏

c∈C

ψc(xc) (2.71)

Conversely, any strictly positive density (p(x) > 0 for all x) which is Markov with
respect to G can be represented in this factored form.

Proof. There are a variety of ways to prove this result; see [26, 35, 43] for examples and
further discussion. For a degenerate Markov distribution which cannot be factored as
in eq. (2.71), see Lauritzen [177].

Comparing eq. (2.71) to eq. (2.66), we see that Markov random fields can always be
represented by a factor graph with one hyperedge for each of the graph’s cliques [175,
339]. This representation is also known as the clique hypergraph corresponding to
G [177]. Note that it is possible, but not necessary, to restrict this factorization to
maximal cliques which are not a strict subset of any other clique (see Fig. 2.5(c)).

In practice, Markov properties are used in two complementary ways. If a stochastic
process is known to satisfy certain conditional independencies, the Hammersley–Clifford
Theorem then motivates models parameterized by local sufficient statistics. Conversely,



HMM as an Undirected Model 

“Conditioned on the present, the past and 
future are statistically independent”  



Nearest-Neighbor Grids 

unobserved or hidden variable 
local observation of 

Low Level Vision 

•  Image denoising 

•  Stereo 

•  Optical flow 

•  Shape from shading 

•  Superresolution 

•  Segmentation 



Markov Properties in Trees 



Directed Conditional Independence 
A,B,C ✓ V

X Y Z X Y Z
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GOAL:  Characterize conditional independencies which hold 
for all joint distributions which factorize as in a directed graph 
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Marginally independent  
but conditionally dependent! 

p(xA, xC | xB) = p(xA | xB)p(xC | xB)

p(xA | xB , xC) = p(xA | xB)

A, C are independent given B 



Markov: Directed vs. Undirected 
W
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X ? Y | {W,Z}
W ? Z | {X,Y }

X ? Y

Graph separation implies 
that we cannot represent 

unconditional independence, 
but conditional dependence, 

in an undirected model. 

Can represent one, but 
not both simultaneously, 

of these conditional 
independencies in a 

single directed model. 



Pairwise Markov Random Fields 

•  Product of arbitrary positive pairwise potential functions 

•  Guaranteed Markov with respect to corresponding graph  

set of      nodes  

set of edges             connecting nodes   
normalization constant (partition function)   



Markov Chain Factorizations 



Energy Functions 

•  Interpretation inspired by statistical physics 

•  Justifications from probability (notational convenience)  



What Distributions are Markov? 

•  A clique is a fully connected subset of nodes 
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xg are independent conditioned on the variables xh in any separating set:

p(xf , xg | xh) = p(xf | xh) p(xg | xh) if h separates f from g (2.69)

This property generalizes temporal Markov processes, for which the past and future
are independent conditioned on the present. For example, the undirected graph of
Fig. 2.5(a) implies the following conditional independencies, among others:

p(x1, x2, x5 | x3, x4) = p(x1, x2 | x3, x4) p(x5 | x3)

p(x1, x4, x5 | x2, x3) = p(x1 | x2, x3) p(x4 | x2, x3) p(x5 | x3)

An important special case of eq. (2.69) guarantees that conditioned on its immediate
neighbors, the random variable at any node is independent of the rest of the process:

p
(
xi | xV\i

)
= p

(
xi | xΓ(i)

)
(2.70)

As we discuss in later sections, this local Markov property plays an important role in
the design of efficient learning and inference algorithms.

The following theorem, due to Hammersley and Clifford, shows that Markov random
fields are naturally parameterized via potential functions defined on the cliques of the
corresponding undirected graph.

Theorem 2.2.1 (Hammersley-Clifford). Let C denote the set of cliques of an undi-
rected graph G. A probability distribution defined as a normalized product of non-
negative potential functions on those cliques is then always Markov with respect to G:

p(x) ∝
∏

c∈C

ψc(xc) (2.71)

Conversely, any strictly positive density (p(x) > 0 for all x) which is Markov with
respect to G can be represented in this factored form.

Proof. There are a variety of ways to prove this result; see [26, 35, 43] for examples and
further discussion. For a degenerate Markov distribution which cannot be factored as
in eq. (2.71), see Lauritzen [177].

Comparing eq. (2.71) to eq. (2.66), we see that Markov random fields can always be
represented by a factor graph with one hyperedge for each of the graph’s cliques [175,
339]. This representation is also known as the clique hypergraph corresponding to
G [177]. Note that it is possible, but not necessary, to restrict this factorization to
maximal cliques which are not a strict subset of any other clique (see Fig. 2.5(c)).

In practice, Markov properties are used in two complementary ways. If a stochastic
process is known to satisfy certain conditional independencies, the Hammersley–Clifford
Theorem then motivates models parameterized by local sufficient statistics. Conversely,

•  It is possible, but not necessary, to restrict factorization only 
to the maximal cliques (not strict subsets of other cliques) 



Parameterization & Representation 

Representational (storage, learning, computation) Complexity 
•  Joint distribution:  Exponential in number of variables 
•  Undirected graphical model:  Exponential in number of 

variables contained in the maximal cliques of the graph 
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Potential Confusions 

For graphs with cycles: 
•  Potential functions  usually are not marginal probabilities 
•  Conditional distributions  of nodes given neighbors cannot 

be independently specified, and guarantee a valid joint 
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Types of Graphical Models 

Directed Undirected Factor 


