
This lecture is based on “Practical Byzantine Fault Tolerance,” by M. Castro and B. Liskov, 
published in the Proceedings of the Third Symposium on Operating Systems Design and 
Implementation, New Orleans, USA, February 1999. It can be found at http://
research.microsoft.com/en-us/um/people/mcastro/publications/osdi99.pdf. The approach 
described here is also used for the inner ring in OceanStore. 





















The client believes the result once it has received f+1 identical replies, where at most f 
servers are faulty. 



The thick outline with the box containing i in the upper left-hand corner means the 
contents of the larger box are signed by server i. 

























This table is taken from the aforementioned paper. The “r/o lookup” column is the result of 
modifying BFS so that reading data does not cause the “time of last access” to be modified, 
making it truly read-only. The times are in seconds. The percentages indicate how much 
slower things were than when done with BFS-nr (no replication). 



This looks impressive. However, NFS-std is NFS v2, which has synchronous writes. BFS 
does not have synchronous writes, on the theory that they are unneeded given the replication. 
A better comparison would have been with NFSv3. Also, BFS does not have a real local file 
system, but a simplified file system that is not has robust as that used by NFS and, most 
likely, much faster as a result. 


