
This material is covered in the textbook in Chapter 21. 





“The Google File System” paper, by S Ghemawat, H Gobioff, and S-T Leung, was published 
in the proceedings of the ACM Symposium on Operating Systems Principles in October 2003 
and may be found at http://labs.google.com/papers/gfs-sosp2003.pdf. 















This slide and the discussion below are from the aforementioned paper, “The Google File 
System.” 
1) “The client asks the master which chunkserver holds the current lease for the chunk and 
the locations of the other replicas. If no one has a lease, the master grants one to a replica it 
chooses (not shown). 
2) “The master replies with the identity of the primary and the locations of the other 
(secondary) replicas. The client caches this data for future mutations. It needs to contact the 
master again only when the primary becomes unreachable or replies that it no longer holds a 
lease. 
3) “The client pushes the data to all the replicas. A client can do so in any order. Each 
chunkserver will store the data in an internal LRU buffer cache until the data is used or aged 
out. By decoupling the data flow from the control flow, we can improve performance by 
scheduling the expensive data flow based on the network topology regardless of which 
chunkserver is the primary.  
4) “Once all the replicas have acknowledged receiving the data, the client sends a write request 
to the primary. The request identifies the data pushed earlier to all of the replicas. The 
primary assigns consecutive serial numbers to all the mutations it receives, possibly from 
multiple clients, which provides the necessary serialization. It applies the mutation to its own 
local state in serial number order. 
5) “The primary forwards the write request to all secondary replicas. Each secondary replica 
applies mutations in the same serial number order assigned by the primary. 
6) “The secondaries all reply to the primary indicating that they have completed the operation. 
7) “The primary replies to the client. Any errors encountered at any of the replicas are reported 
to the client. In case of errors, the write may have succeeded at the primary and an arbitrary 
subset of the secondary replicas. (If it had failed at the primary, it would not have been 
assigned a serial number and forwarded.) The client request is considered to have failed, and 
the modified region is left in an inconsistent state. Our client code handles such errors by 
retrying the failed mutation. It will make a few attempts at steps (3) through (7) before falling 
back to a retry from the beginning of the write.” 













The discussion below is copied from the aforementioned paper, “The Google File System.” 
“A GFS cluster is highly distributed at more levels than one. It typically has hundreds of 

chunkservers spread across many machine racks. These chunkservers in turn may be 
accessed from hundreds of clients from the same or different racks. Communication between 
two machines on different racks may cross one or more network switches. Additionally, 
bandwidth into or out of a rack may be less than the aggregate bandwidth of all the machines 
within the rack. Multi-level distribution presents a unique challenge to distribute data for 
scalability, reliability, and availability. 

“The chunk replica placement policy serves two purposes: maximize data reliability and 
availability, and maximize network bandwidth utilization. For both, it is not enough to spread 
replicas across machines, which only guards against disk or machine failures and fully 
utilizes each machine’s network bandwidth. We must also spread chunk replicas across 
racks. This ensures that some replicas of a chunk will survive and remain available even if an 
entire rack is damaged or offline (for example, due to failure of a shared resource like a 
network switch or power circuit). It also means that traffic, especially reads, for a chunk can 
exploit the aggregate bandwidth of multiple racks. On the other hand, write traffic has to flow 
through multiple racks, a tradeoff we make willingly.” 



Chubby is discussed in http://static.googleusercontent.com/external_content/
untrusted_dlcp/research.google.com/en/us/archive/chubby-osdi06.pdf. These bullets come 
from the textbook, page 940. 



This is approximately what Chubby does. For exact details, see the textbook. 







A paper discussing MapReduce can be found at http://labs.google.com/papers/
mapreduce.html. 



This example is from the aforementioned paper. It counts the number of occurrences of 
each word in a collection of documents. 



This slide is taken from the aforementioned paper on map reduce. 
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This figure is from the aforementioned paper on map reduce. 15,000 map tasks and 1 
reduce task were used. 1800 computers were employed. 



This figure is also from the aforementioned paper. It shows the results of sorting 1010 100-
byte records, with 15,000 map tasks and 4000 reduce tasks running on 1800 computers. The 
top row shows the rate at which input is read; the second row shows the rate at which data is 
transferred from map tasks to reduce tasks, and the last row shows the rate at which final 
output is produced. The “Normal execution” column refers to the use of extra “backup tasks” 
which are used to deal with stragglers: a few map or reduce tasks take far longer than others, 
perhaps because of hardware problems. When a MapReduce application is close to 
completion, the master schedules a few backup tasks to execute the remaining in-progress 
tasks redundantly. The outputs of whichever finish first — the backup tasks or the original 
tasks — are used first. The middle column shows how useful this is: without the backup 
tasks it took far longer to run. The last column shows how quickly the system dealt with the 
loss of 200 tasks. 



A more recent version of these arguments, taking into account the response of the map-
reduce people (next slide), can be found at http://database.cs.brown.edu/papers/
stonebraker-cacm2010.pdf. 



These points are from http://www.databasecolumn.com/2008/01/mapreduce-
continued.html. 


