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They were, in order, my uucp address, my internet address, and my bitnet address. 



DNS is, by far, the most widely used and widely dispersed directory system in the world. To 
be this successful it must deal with most of the concerns mentioned on the previous slide. In 
particular, it must be highly available, meaning that the service must always appear to be 
“up,” even if a number of components are down. Its naming facilities must allow for the 
addition of an unlimited number of new names. The Internet is much too large for there to be 
a single agency administrating DNS—its administration must be partitioned so that each 
company, university, department, etc. can administer its own portion of the DNS name 
space. Finally, it must be reasonably secure (though more work is required here). 



The slide shows a very small portion of the DNS name space. Trees and subtrees are 
known as domains and subdomains. Thus the tree headed by the node labeled “.” is known 
as the root domain. Beneath it are a number of subdomains, known as first-level domains. 
These are divided into “three-letter” domains, representing types of organizations, and “two-
letter” domains, representing countries. Contrary to popular opinion, the three-letter 
domains are not restricted to US organizations. The management of the “com” domain has 
recently become extremely controversial. 

The administration of the name space is split into “zones of authority,” represented by the 
different colors of nodes (for those looking at this in black and white: the first zone is 
comprised of the nodes “.”, “edu.”, “com.”, and “net.”. Another zone is headed by “cn.”; 
another is headed by “us.”. Within the “edu.” domain are the zones containing “brown.edu.” 
and “cis.brown.edu.” and the one containing “ucsb.edu.” Finally, within the “brown.edu.” 
domain is the zone containing “cs.brown.edu.”, “karla.cs.brown.edu.”, and 
“power.cs.brown.edu.”). Each zone is separately administered. The administrators of a zone 
are responsible for making certain that the parent zone knows about them, as discussed in 
the next slide. 

One minor syntactic issue is whether to include the “.” representing the root node in DNS 
names. Strictly speaking, one should, but in practice, no one does. Thus one writes 
“cs.brown.edu” rather than “cs.brown.edu.”. 



Each zone must have one or more name servers providing the database containing the 
contents of the zone. The name servers for three of the zones are shown on the slide. To 
follow a path to karla.cs.brown.edu starting from the root, one would first contact a name 
server in the zone at the top of the root domain. This would refer to a name server at the top 
of the brown.edu domain, which would in turn refer to a name server at the top of the 
cs.brown.edu domain. This last name server would, presumably, know about 
karla.cs.brown.edu. 

There is a requirement that there be at least two name servers for each domain, each an 
identical copy of the others. Preferably, at least one of the name servers should be 
geographically distant from the others, and certainly on a different power system. This is to 
increase the likelihood that at least one name server for a domain is up. 



One of the name servers is designated as the primary name server; the others are 
secondaries. Administrators make changes to the copy of the information in the primary; the 
secondaries periodically poll the primary to acquire such modifications. No attempt is made 
to keep the secondaries perfectly in sync with the primary. In fact, secondaries may continue 
to function even if they’ve been unable to contact the primary for up to a specified period of 
time, typically a week. For many databases, such a long period of no contact would be 
disastrous. But the sort of information kept in the DNS name space usually does not change 
very often; it is much better to obtain somewhat-out-of-date information than to obtain no 
information. 



Unlike how things are done in most file systems, lookups in the DNS name space do not 
generally start with the root — if they did, the root name servers would be dramatically 
overloaded. Instead, lookups start with a name server in the local zone. Only if this name 
server does not have the information is a request sent to a root name server. 

To further reduce the load on name servers, information obtained from them is cached, 
both on name servers and on client machines. In many environments, additional caching-
only servers are employed which cache DNS information and make it available to a number 
of clients. 

Caching is especially feasible with DNS since, as mentioned on the previous page, 
information tends to change infrequently. When a server provides information, it tags it with 
a TTL (time to live) indicating how long the information may reside in the cache. Such TTLs 
must be specified by the administrators setting up a server and are typically at least a day in 
length. 

If a server responds with information from its database, the answer is said to be 
authoritative. However, it responds with information from its cache, the answer is 
unauthoritative (and is tagged as such). 

Another issue is who does the work: if a client makes a recursive query, the lookup is 
handled completely by the first server contacted. If it doesn’t have the requested information, 
it takes responsibility for contacting a root server and following the request down the tree. 
Another option is the iterative query, in which a contacted server responds either with the 
answer (authoritative or unauthoritative) or with a referral indicating which server to go to 
next. Whether to use recursive or iterative queries is negotiated between client and server. 
Root servers typically do not handle recursive queries (they’re too busy). Lower-level servers 
often do. 



Suppose that someone at coyote.acme.com does a lookup of the address of 
karla.cs.brown.edu. They will first check their local cache. If this doesn’t have it, they contact 
the name server for their zone via a recursive query. This name server isn’t authoritative for 
cs.brown.edu and also doesn’t have the answer in its cache, so it contacts a root server, 
perhaps b.root-servers.net. This server returns a referral to the name servers for brown.edu. 
Of these servers, acme.com’s server chooses ns1.ucsb.edu. This server returns a referral to 
cs.brown.edu’s server — cs.brown.edu. This server has the correct answer and returns 
karla.cs.brown.edu’s address. 



Each node consists of a collection of information known as resource records. Each such 
record contains in a particular type of information—some of the more important types are 
shown on the slide. Though in principle resource records are extensible, in practice they are 
not, since adding a new type requires notification (and agreement) of the entire Internet. 

Some of the standard record types are listed below: 

A: address of a machine (router machines have a number of addresses) 

MX: mail exchanger—address of machine that handles email 

SOA: start of authority—defines beginning of zone of authority: indicates 
administrative boundary 

PTR: pointer—points elsewhere in the name space 

NS: name server—defines a name server for a domain 

CNAME: canonical name—maps an alias or nickname to the real name 



In this example, someone is sending email to twd@karla.cs.brown.edu. There is an MX 
record for the node karla.cs.brown.edu that indicates that a “mail exchanger” can be found at 
cs.brown.edu (the preference value is a priority that’s used if multiple mail exchangers are 
listed — preference is given to the one with the lowest preference value; if that one is not up, 
then the one with the next lowest preference value is used, etc.). As a convenience to the 
caller, along with the MX record is returned the identity of the name servers for the domain 
containing the mail exchanger and the address records for those name servers. 

Note that including a machine name in one’s email address is a poor idea. It works in this 
case, since the node karla.cs.brown.edu exists. However, it’s likely that the lifetime of 
karla.cs.brown.edu is less than the lifetimes of both twd and cs.brown.edu: if karla ceases to 
exist, email to twd@karla.cs.brown.edu will fail. 



Here’s a portion of the zone file describing the database maintained by name servers for the 
cs.brown.edu domain. 





The in-addr.arpa domain provides a means for doing reverse lookups: given the IP address 
of a machine, this domain maps it into its DNS name. It’s needed by servers that want to 
know who is contacting them (e.g., what is the domain of the caller). The leaf nodes in the in-
addr.arpa domain contain PTR-type records referring to the actual domain names. 



Resolving a name such as 122.32.148.128.in-addr.arpa, just like resolving other DNS 
names, requires the cooperation of a number of authorities. Names within the in-addr.arpa 
domain are resolved by the root name servers. To understand the next step in the resolution, 
we must determine who should be responsible for handling the network containing the 
address 128.148.32.122. Since it is a class-B address, the network identifier is the contained 
in the first two bytes: 128.148. Since this network address was assigned to Brown by some 
Internet authority, that same authority should be able to remember (and divulge) that this 
address belongs to Brown. Originally this authority was IANA (Internet Assigned Numbers 
Authority), but since the late 1990s, this authority as been split up into regional 
organizations. The organization handling the US, Canada, and some Caribbean and North 
Atlantic Islands is ARIN (American Registry for Internet Numbers). Thus their name servers 
divulge that 128.148 is owned by Brown and refer queries to Brown’s name servers. Brown’s 
name servers, in turn, know that subnet 32 is owned by the CS department and refer queries 
to CS name servers. These name servers maintain the PTR records mapping host addresses 
to DNS names. 



Here is a portion of the zone file for the 32.148.128.in-addr.arpa domain. 







The quote is from http://www.akamai.com/html/technology/index.html, viewed in January 
2011. It’s since been updated (among other things, they’ve added a country). 







S e e  h t t p : / / w w w . a k a m a i . c o m / d l / t e c h n i c a l _ p u b l i c a t i o n s /
EdgeComputingExtendingEnterpriseApplicationstotheEdgeoftheInternet.pdf. 



Two papers descr ib ing th is may be found at ht tp ://www.akamai .com/dl/
technical_publications/GloballyDistributedContentDelivery.pdf and http://www.akamai.com/dl/
t e c h n i c a l _ p u b l i c a t i o n s /
EdgeComputingExtendingEnterpriseApplicationstotheEdgeoftheInternet.pdf. 



How streaming video is handled at Akamai is described in http://www.akamai.com/dl/
technical_publications/ATransportLayerforLiveStreaminginaContentDeliveryNetwork.pdf. 



































We explain Chord in detail next week. The time bounds given are “with high probability.” 





We explain Tapestry in detail next week as well. It is the overlay network used by PuddleStore. 














