Outline

• Mathematical Notation
  – Sets
  – Sequences and Tuples
  – Functions and Relations
  – Graphs
  – Strings and Languages (not covered previously)
  – Boolean Logic

• Proofs and Types of Proofs
  – Construction
  – Contradiction
  – Induction

From Sipser Chapter 0
Sets

• A set is a group of objects, **order does not matter**
  – The objects are called elements or members
  – Examples:
    • \{1, 3, 5\}, \{1, 3, 5, ...\}, or \{x \mid x \in \mathbb{Z} \text{ and } x \mod 2 \neq 0\}
  – You should know these operators/concepts
    • Subset (A \subset B or A \subseteq B)
    • Cardinality: Number elements in set (\left|A\right|)
    • Intersection (\cap) and Union (\cup), Complement \complement A
    • Venn Diagrams: can be used to visualize sets
Sets II

• Power Set: All possible subsets of a set
  – If $A = \{0, 1\}$ then what is $P(A)$?
  – In general, what is the cardinality of $P(B)$?
Sets II

- **Power Set**: Set of all possible subsets of a set
  - If $A = \{0, 1\}$ then what is $P(A)$?
  - $P(A) = \{\emptyset, \{0\}, \{1\}, \{0,1\}\}$
  - In general, what is the cardinality of $P(B)$?
    - Number of the possible binary strings with $|B|$ bits
    - $|P(B)| = 2^{|B|}$. 
Sequences and Tuples

• A sequence is a list of objects, order matters
  – Example: (1, 3, 5) or (5, 3, 1)
• In this course we will use term tuple instead
  – (1, 3, 5) is a 3-tuple and a $k$-tuple has $k$ elements
• Cartesian product (x) is an operation on sets but yields a set of tuples
  – Example: if A = {1, 2} and B = {x, y, z}
    • A x B = {(1,x), (1,y), (1,z), (2,x), (2,y), (2,z)}
  – If we have k sets A₁, A₂, ..., Aₖ, we can take the Cartesian product A₁ x A₂ ... x Aₖ which is the set of all k-tuples (a₁, a₂, ..., aₖ) where aᵢ ∈ Aᵢ
  – We can take Cartesian product of a set with itself
    • Aᵏ represents A x A x A ... x A where there are k A’s.
  – The set Z² represents Z x Z all pairs of integers, which can be written as {(a,b) | a ∈ Z and b ∈ Z}
Functions and Relations

• A function maps an input to a (single) output
  – \( f(a) = b, \) \( f \) maps \( a \) to \( b \)

• The set of possible inputs is the domain and the set of possible outputs is the range
  – \( f: D \rightarrow R \)
  – Example 1: for the \textit{abs} function, if \( D = \mathbb{Z} \), what is \( R \)?
  – Example 2: \textit{sum} function
    • Can say \( \mathbb{Z} \times \mathbb{Z} \rightarrow \mathbb{Z} \)

• Functions can be described using tables
  – Example: Describe \( f(x) = 2x \) for \( D=\{1,2,3,4\} \)
Relations

• A predicate is a function with range \{True, False\}
  – Example: even(4) = True

• A \((k\text{-ary})\) relation is a predicate whose domain is a set of \(k\)-tuples \(A \times A \times A \ldots \times A\)
  – If \(k = 2\) then binary relation (e.g., =, <, ...)

• Relations may have 3 key properties:
  – reflexive, symmetric, transitive
  – A binary relation is an equivalence relation if it has all 3
  – Try =, <, friend
Graphs

• A graph is a set of vertices $V$ and edges $E$
  – $G = (V,E)$ and can use this to describe a graph

$$V = \{A, B, C, D\}$$
$$E = \{(A,B), (A,C), (C,D), (A,D), (B,C)\}$$
• Definitions:
  – The degree of a vertex is the number of edges touching it
  – A path is a sequence of nodes connected by edges
  – A simple path does not repeat nodes
  – A path is a cycle if it starts and ends at same node
  – A simple cycle repeats only first and last node
  – A graph is a tree if it is connected and has no simple cycles
Strings and Languages

• This is very important for this course

• An alphabet is any non-empty finite set
  – Members of the alphabet are alphabet symbols
  – $\Sigma_1 = \{0,1\}$
  – $\Sigma_2 = \{a,b,c,d,e,f,g,h,i,j,k,l,m,n,o,p,q,r,s,t,u,v,w,x,y,z\}$
  – $\Sigma_3 = \{0,1,a,b,c\}$

• A string over an alphabet is a finite sequence of symbols from the alphabet
  – 0100 is a string from $\Sigma_1$ and cat is a string from $\Sigma_2$
Strings and Languages II

- The **length** of a string \( w \), \(|w|\) is its number of symbols
- The **empty string**, \( \varepsilon \), has length 0
- If \( w \) has length \( n \) then it can be written as \( w_1w_2\ldots w_n \), where \( w_i \in \sum \)
- Strings can be concatenated
  - \( ab \) is string \( a \) concatenated with string \( b \)
  - A string \( x \) can be concatenated with itself \( k \) times
    - This is written as \( x^k \)
- A **language** is a set of strings
Boolean Logic

• Boolean logic is a mathematical system built around True (or 1) and False (or 0)

• Below are the boolean operators, which can be defined by a truth table
  – $\land$ (and/conjunction) $1 \land 1 = 1$; else 0
  – $\lor$ (inclusive or/disjunctions) $0 \lor 0 = 0$; else 1
  – $\neg$ (not) $\neg 1 = 0$ and $\neg 0 = 1$
  – $\rightarrow$ (implication) $1 \rightarrow 0 = 0$; else 1
  – $\leftrightarrow$ (equality) $1 \leftrightarrow 1 = 1$; $0 \leftrightarrow 0 = 1$

• Can prove equality using truth tables
  – DeMorgan’s law and Distributive law
Proofs

• Proofs are a big part of this class
  – A proof is a convincing logical argument
    • Proofs in this class need to be clear, formal but not excessively
      – The level of formalism of the book is a great guideline!
  – Types of Proofs
    • $A \iff B$ means $A$ if and only if $B$
      – Prove $A \implies B$ and prove $B \implies A$
    • Proof by counterexample (prove false via an example)
    • Proof by construction (main proof technique we will use)
    • Proof by contradiction
    • Proof by induction
Proofs: Example 1

• Prove for every graph G sum of degrees of all nodes is even
  – Take a minute to prove it or at least convince yourself it is true
  – This is a proof by induction
    • Their informal reasoning: every edge you add touches two vertices and increases the degree of both of these by 1 (i.e., you keep adding 2)
    • See Example 0.19 p18 and Theorem 0.21 p20
  – A proof by induction means showing 1) it is true for some base case and then 2) if true for any $n$ then it is true for $n+1$
    • So spend a minute formulating the proof by induction
    • Base case: 0 edges in G means sum-degrees=0, is even
    • Induction step: if sum-degrees even with $n$ edges then show even with $n+1$ edges
      – When you add an edge, it is by definition between two vertices (but can be the same). Each vertex then has its degree increase by 1, or 2 overall
      – even number + 2 = even (we will accept that for now)
Proofs: Example 2

For any two sets $A$ and $B$, \( \overline{A \cup B} = \overline{A} \cap \overline{B} \)  

(Theorem 0.20, p 20)

– We prove sets are equal by showing that they have the same elements

– What proof technique to use? Any ideas?

– Prove in each direction:

  • First prove forward direction then backward directions
    – Show if element $x$ is in one of the sets then it is in the other
  • We will do in words, but not as informal as it sounds since we are really using formal definitions of each operator
Proof: Example 2

\[(A \cup B) = \overline{A} \cap \overline{B}\]

• **Forward direction (LHS \(\rightarrow\) RHS):**
  – Assume \(x \in (A \cup B)\)
  – Then \(x\) is not in \((A \cup B)\) \([\text{defn. of complement}]\)
  – Then \(x\) is not in \(A\) and \(x\) is not in \(B\) \([\text{defn. of union}]\)
  – So \(x\) is in \(\overline{A}\) and \(x\) is in \(\overline{B}\) and hence is in RHS

• **Backward direction (RHS \(\rightarrow\) LHS)**
  – Assume \(x \in \overline{A} \cap \overline{B}\)
  – So \(x \in \overline{A}\) and \(x \in \overline{B}\) \([\text{defn. of intersection}]\)
  – So \(x \notin A\) and \(x \notin B\) \([\text{defn. of complement}]\)
  – So \(x\) not in union \((A \cup B)\) \([\text{defn. of union}]\)
  – So \(x\) must be its complement \([\text{defn. of complement}]\)

• **So we are done!**
• For every even number $n > 2$, there is a 3-regular graph with $n$ nodes (Theorem 0.22, p 21)
  – A graph is $k$-regular if every node has degree $k$
• We will use a proof by construction
  – Many theorems say that a specific type of object exists. One way to prove it exists is by constructing it.
  – May sound weird, but this is by far the most common proof technique we will use in this course
  • We may be asked to show that some property is true. We may need to construct a model which makes it clear that this property is true
Proof: Example 3 continued

• Can you construct such a graph for n=4, 6, 8?
  – Try now.
  – If you see a pattern, then generalize it and that is the proof.
  – Hint: place the nodes into a circle

• Solution:
  – Place the nodes in a circle and then connect each node to the ones next to it, which gives us a 2-regular graph.
  – Then connect each node to the one opposite it and you are done. This is guaranteed to work because if the number of nodes is even, the opposite node will always get hit exactly once.
    • The text describes it more formally.
    • Note that if it was odd, this would not work.
Jack sees Jill, who has come in from outside. Since Jill is not wet he concludes it is not raining (Ex 0.23, p 22)

- This is a proof by contradiction.
  - To prove a theorem true by contradiction, assume it is false and show that leads to a contradiction
  - In this case, that translates to assume it is raining and look for contradiction
- If we know that if it were raining then Jill would be wet, we have a contradiction because Jill is not wet.
- That is the process, although not a very good example (what if she left the umbrella at the door!)
- This case is perhaps a bit confusing. Lets go to a more mathematical example ...
Prove Square Root of 2 Irrational

• Proof by contradiction, assume it is rational
  – Rational numbers can be written as m/n for integer m, n
  – Assume with no loss of generality we reduce the fraction
    • This means that m and n cannot both be even
      – If so, 2 goes into both so reduce it
    – Then do some math
      \[ \sqrt{2} = \frac{m}{n} \]
      • \[ n\sqrt{2} = m \]
      • \[ 2n^2 = m^2 \]
      • This means that \( m^2 \) is even and thus m must be even
        – Since odd x odd is odd
Prove Square Root of 2 Irrational

• So $2n^2 = m^2$ and $m$ is even
• Any odd number can be written as $2k$ for some integer $k$, so:
  – $2n^2 = (2k)^2 = 4k^2$ Then divide both sides by 2
  – $n^2 = 2k^2$
  – But now we can say that $n^2$ is even and hence $n$ must be even
• We just showed that $m$ and $n$ must both be even, but since we started with a reduced fraction, that is a contradiction.
  – Thus it cannot be true that $\sqrt{2}$ is rational
Another Proof by Induction Example

• Prove that \( n^2 \geq 2n \) for all \( n \geq 2, 3, \ldots \)
• Base case \( (n=2) \): \( 2^2 \geq 2 \times 2 \)? Yes.
• Assume true for \( n=m \) and then show it must also be true for \( n=m+1 \)
  – So we start with \( m^2 \geq 2m \) and assume it is true
  – we must show that this requires \( (m+1)^2 \geq 2(m+1) \)
    • Rewriting we get: \( m^2 + 2m + 1 \geq 2m + 2 \)
    • Simplifying a bit we get: \( m^2 \geq 1 \).
    • So, we need to show that \( m^2 \geq 1 \) given that \( m^2 \geq 2m \)
      – If \( 2m \geq 1 \), then we are done. Is it?
      – Yes, since \( m \) itself \( \geq 2 \)